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Abstract In this paper, we compute ground states of Bose—Einstein condensates (BECs),
which can be formulated as an energy minimization problem with a spherical constraint.
The energy functional and constraint are discretized by either the finite difference, or sine
or Fourier pseudospectral discretization schemes and thus the original infinite dimensional
nonconvex minimization problem is approximated by a finite dimensional constrained non-
convex minimization problem. Then we present a feasible gradient type method to solve this
minimization problem, which is an explicit scheme and maintains the spherical constraint
automatically. To accelerate the convergence of the gradient type method, we approximate
the energy functional by its second-order Taylor expansion with a regularized term at each
Newton iteration and adopt a cascadic multigrid technique for selecting initial data. It leads
to a standard trust-region subproblem and we solve it again by the feasible gradient type
method. The convergence of the regularized Newton method is established by adjusting the
regularization parameter as the standard trust-region strategy. Extensive numerical experi-
ments on challenging examples, including a BEC in three dimensions with an optical lattice
potential and rotating BECs in two dimensions with rapid rotation and strongly repulsive
interaction, show that our method is efficient, accurate and robust.
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1 Introduction

Since the first experimental realization in dilute bosonic atomic gases [5,22,31], Bose—
Einstein condensation (BEC) has attracted great interest in the atomic, molecule and optical
(AMO) physics community and condense matter community [34,38,41,46]. The proper-
ties of the condensate at zero or very low temperature are well described by the nonlinear
Schrodinger equation (NLSE) for the macroscopic wave function ¥ = ¥ (X, t), which is also
known as the Gross—Pitaevskii equation (GPE) in three dimensions (3D) [6,29,36,43-45]
as

2m

2
ihw = (—h—vz + V(X + NUy [y (x,1)]> — .QLZ> (X, 1), (1.1)

where 7 is time, X = (x, y, z) | € R? is the spatial coordinate vector, m is the atomic mass, /

is the Planck constant, N is the number of atoms in the condensate, §2 is an angular velocity,
2

V(x) is an external trapping potential. The term Uy = 4”2“71‘“ describes the interaction

between atoms in the condensate with the s-wave scattering length a; (positive for repulsive

interaction and negative for attractive interaction) and

L,= XPy — YPx = —ih(xay — ydy)

is the z-component of the angular momentum L. = x x P with the momentum operator
P = —ihV = (px, py, p-) 7. It is also necessary to normalize the wave function properly,
ie.,

||¢(-,z)||2:=f W Pdx = 1. (12)
R}

By using a proper nondimensionalization and dimension reduction in some limiting trapping
frequency regimes [19,34], we can obtain the dimensionless GPE in d-dimensions (d =
1,2, 3 when £2 = 0 for a non-rotating BEC and d = 2, 3 when £2 # 0 for a rotating BEC)
[10,43,45]:

YD)

o (—%vz + VX + B v, D> — .QLZ> vx, 1), xeRY  (1.3)

with the normalization condition
Iy, 0l = /d [y (x, > dx = 1, (1.4)
R

where 8 € R is the dimensionless interaction coefficient, L, = —i(xdy — ydy) and V(x)
is a dimensionless real-valued external trapping potential. In most applications of BEC, the
harmonic potential is used [16,17]

1 yxzx; 2.2 4=1,
V(X) = 5 yxx +yyy ’ d:2, (15)
yext +y2y? + 2%, d=3,

where yy, yy and y; are three given positive constants.
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Define the energy functional

1 -
E(¢) = /Rd [5 VeI + V) g1 + g (0l — sz¢(x)Lz¢(x)} dx, (1.6)
where f denotes the complex conjugate of £, then the ground state of a BEC is usually defined

as the minimizer of the following nonconvex minimization problem [3,10,40,43,45]:

$g = arg ming g E(@), 1.7

where the spherical constraint S is defined as

S={¢|E(¢)<oo, /Rd |¢<x>|2dx=1}. (1.8)

It can be verified that the first-order optimality condition (or Euler-Lagrange equation) of
(1.7) is the nonlinear eigenvalue problem, i.e., find (1 € R, ¢(x)) such that

1
1 (x) = —5v2¢>(x> + VXX + BloX)I*p(x) — 2L.p(x), xeRY (1.9)

with the spherical constraint

ol :=f lp(x)|* dx = 1. (1.10)
Rd

Any eigenvalue p (or chemical potential in the physics literature) of (1.9)—(1.10) can be
computed from its corresponding eigenfunction ¢ (x) by [10,43,45]

= w(@) = E@) +/ oo ax.
R4 2

In fact, (1.9) can also be obtained from the GPE (1.3) by taking the anstaz ¥ (x,t) =
e~ M ¢ (x), and thus it is also called as time-independent GPE [10,43,45].

One of the two major problems in the theoretical study of BEC is to analyze and efficiently
compute the ground state ¢, in (1.7), which plays an important role in understanding the the-
ory of BEC as well as predicting and guiding experiments. For the existence and uniqueness
as well as non-existence of the ground state under different parameter regimes, we refer to
[10,39,40] and references therein.

Different numerical methods have been proposed in the literatures for computing the
ground state of BEC and they can be classified into two classes through different formulations
and numerical techniques. The first class of numerical methods has been designed via the
formulation of the nonlinear eigenvalue problem (1.9)—time-independent partial differential
equation (PDE)—under the constraint (1.10) with different numerical techniques, such as
the Runge—Kautta type method [2,33] for a BEC in 1D and 2D/3D with radially/spherically
symmetric external trap, the simple analytical type method [32], the direct inversion in the
iterated subspace method [48], the Newton’s method for solving the nonlinear system [17],
the continuation method [25] and the Gauss—Seidel-type method [26]. The second class of
numerical methods has been constructed via the formulation of the constrained minimization
problem (1.7) with different gradient techniques for dealing with the minimization and/or
projection techniques for handling the spherical constraint, such as the explicit imaginary-
time algorithm used in the physics literature [3,4,24,26,27,47], the Sobolev gradient method
[35], the normalized gradient flow method [7-9,11,14,16,19] which has been extended to
compute ground states of spin-1 BEC [15,18], dipolar BEC [13] and spin—orbit coupled
BEC [12], and the new Sobolev gradient method [30]. In these numerical methods, the
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time-independent infinitely dimensional constrained minimization problem (1.7) is first re-
formulated to a time-dependent gradient-type PDE and the ground state is obtained as the
steady state of the gradient-type PDE with a proper choice of initial data.

In each numerical method, proper spatial and/or temporal discretization need to be chosen
in practical computations, and different spatial/temporal discretization schemes have been
proposed in the literature. For the numerical methods in the first class, only spatial dis-
cretization is needed, e.g. the time-independent nonlinear eigenvalue problem (1.9) and the
constraint (1.10) can be discretized in space via different numerical methods, such as finite
difference, spectral and finite element methods [2,17,26,32,33]. For the numerical methods
in the second class, both spatial and temporal discretizations are needed, e.g. the normalized
gradient flow is discretized in time by the backward Euler method and in space by the finite
difference (BEFD) or Fourier (or sine) pseudospectral (BEFP) methods [7-9,14,16,19].

Among those existing numerical methods for computing the ground state of BEC, most
of them converge only linearly in the iteration and/or require to solve a large-scale linear
system per iteration. Thus the computational cost is quite expensive especially for the large
scale problems, such as the ground state of a BEC in 3D with an optical lattice potential
or a rotating BEC with fast rotation and/or strong interaction. On the other hand, over the
last two decades, some advanced optimization methods have been developed for computing
the minimizers of finite dimensional nonconvex minimization problems, such as the Newton
method via trust-region strategy [28,42,49] which converges quadratically or super-linearly.

The main aim of this paper is to propose an efficient and accurate regularized Newton
method for computing the ground states of BEC by integrating proper PDE discretization
techniques and advanced modern optimization methods. By discretizing the energy func-
tional (1.6) and the spherical constraint (1.10) with either the finite difference, or sine or
Fourier pseudospectral discretization schemes, we approximate the original infinite dimen-
sional constrained minimization problem (1.7) by a finite dimensional minimization problem
with a spherical constraint. Then we present an explicit feasible gradient type optimization
method to construct an initial solution, which generates new trial points along the gradient
on the unit ball so that the constraint is preserved automatically. The gradient type method
is an explicit iterative scheme and the main costs arise from the assembling of the energy
functional and its projected gradient on the manifold. Although this method often works
well on well-posed problems, the convergence of the gradient type method is often slowed
down when some parameters in the energy functional become large, e.g. 8 > 1 and £2
is near the fast rotation regime in (1.7). To accelerate the convergence of the iteration, we
propose a regularized Newton type method by approximating the energy functional via its
second-order Taylor expansion with a regularized term at each Newton iteration with the
regularization parameter adjusted via the standard trust-region strategy [28,42,49]. The cor-
responding regularized Newton subproblem is a standard trust-region subproblem which can
be solved efficiently by the gradient type method since it is not necessary to solve the sub-
problem to a high accuracy, especially, at the early stage of the algorithm when a good starting
guess is not available. Furthermore, the numerical performance of the gradient method can
be improved by the state-of-the-art acceleration techniques such as Barzilai-Borwein steps
and nonmonotone line search which guarantees global convergence [28,42,49]. In addition,
we adopt a cascadic multigrid technique [21] to select a good starting guess at the finest mesh
in the computation, which significantly reduces the computational cost. Extensive numeri-
cal experiments demonstrate that our approach can quickly reach the vicinity of an optimal
solution and produce a moderately accurate approximation, even for the very challenging
and difficult cases, such as computing the ground state of a BEC in 3D with an optical lattice
potential or a rotating BEC with fast rotation and/or strong interaction.
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The rest of this paper is organized as follows. Different discretizations of the energy func-
tional and the spherical constraint via the finite difference, sine and Fourier pseudospectral
schemes are introduced in Sect. 2. In Sect. 3, we present the gradient type method for solving
the discretized minimization problem with a spherical constraint. In Sect. 4, we propose the
regularized Newton algorithm to accelerate the convergence. Numerical results are reported
in Sect. 5 to illustrate the efficiency and accuracy of our algorithms. Finally, some concluding
remarks are given in Sect. 6. Throughout this paper, we adopt the standard linear algebra
notations. In addition, given x € C™, the operators x, x*, R (x) and J(x) denote the complex
conjugate, the complex conjugate transpose, the real and imaginary parts of x, respectively.

2 Discretization of the Energy Functional and Constraint

In this section, we introduce different discretizations of the energy functional (1.6) and
constraint (1.10) in the constrained minimization problem (1.7) and reduce it to a finite
dimensional minimization problem with a spherical constraint. Due to the external trapping
potential, the ground state of (1.7) decays exponentially as [x| — oo [10,39,40]. Thus we
can truncate the energy functional and constraint from the whole space R? to a bounded
computational domain U which is chosen large enough such that the truncation error is
negligible with either homogeneous Dirichlet or periodic boundary conditions. We remark
here that, from the analytical results [10,39,40], when 2 = 0, i.e., a non-rotating BEC,
the ground state ¢, can be taken as a real non-negative function; and when £2 # 0, i.e.,
a rotating BEC, it is in general a complex-valued function, which will be adopted in our
numerical computations.

2.1 Finite Difference Discretization

Here we present discretizations of (1.6) and (1.10) truncated on a bounded computational
domain U with homogeneous Dirichlet boundary condition by approximating spatial deriva-
tives via the second-order finite difference (FD) method and the definite integrals via the
composite trapezoidal quadrature. For simplicity of notation, we only introduce the FD dis-
cretization in 1D. Extensions to 2D and 3D without/with rotation are straightforward and the
details are omitted here for brevity.

Ford = 1, we take U = (a, b) as an interval in 1D. Let h = (b — a)/N be the spatial

mesh size with N a positive even integer and denote x; = a + jh for j =0,1,..., N, and
thusa = xp < x; < -+ < xy—1 < xy = b be the equidistant partition of U. Let ¢; be
the numerical approximation of ¢ (x;) for j =0, 1, ..., N satisfying ¢9 = ¢ (x9) = ¢y =

¢ (xy) = 0 and denote ® = (¢, ..., dn—_1)". The energy functional (1.6) with d = 1 and
£2 = 0 can be truncated and discretized as

by
E(¢) N/ [2(05 )+ V(x)p(x)* + ﬁ«b( )}

N—1 5
Z/ [—* P ()" (x) + V() (x)* + ¢(X) j|
j=0 "%

= ¢/+1 20 +¢j-1 2, B4

Jj=1
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¢j+1 2 i 2 5 4
_hZ < )—i—h [V(x,-)¢j+§¢j]
j=1

J

ﬂNfl
5 297 | = En@), @.1)
j=1

=h|oTAD +

where A = (a;;) € RV =DXV=D j5 3 symmetric tri-diagonal matrix with entries

S+ V), =k
aje =1 =35> j =kl =1,
0, otherwise.

Similarly, the constraint (1.10) with d = 1 can be truncated and discretized as

2 b = [ 2 = 2
gl %f ¢ (x)*dx = Zf p)dx~hy ¢r=|®lp =1, (22
a PR Xj ]:1
which immediately implies that the set S can be discretized as
Sh:{¢eRN*1|Eh(q>)<oo, ||cb||,2,:1}. 2.3)

Hence, the original problem (1.7) with d = 1 can be approximated by the discretized mini-
mization problem via the FD discretization:

P, = arg minges, E;(P). 2.4)
Denote G, = VE;, (@) be the gradient of E;,(®), notice (2.1), we have
Gj = VER(®) = 2h (A® + &7, (2.5)

where @3 € R¥~! is defined component-wisely as ((D3)j = qﬁ? forj =1,...,N — 1.
We remark here that, when the FD discretization is applied, the matrix A is a symmetric
positive definite sparse matrix. In addition, for the analysis of convergence and second order
convergence rate of the above FD discretization, we refer the reader to [23,52].

2.2 Sine Pseudospectral Discretization

For a non-rotating BEC, i.e. £2 = 0, when high precision is required such as BEC with
an optical lattice potential, we can replace the FD discretization by the sine pseudospec-
tral (SP) method when homogeneous Dirichlet boundary conditions are applied. Again, we
only present the discretization in 1D, and extensions to 2D and 3D without rotation are
straightforward and the details are omitted here for brevity.

For d = 1, using similar notations as the FD scheme, similarly to (2.1), the energy
functional (1.6) with d = 1 and £2 = 0O truncated on U can be discretized by the SP method
as

N-1 1 B
~ s 2 4
E@)~h [—5@ 0edl,y, T VOGE+ 5¢j] : 2.6)

Jj=1
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where 97 is the sine pseudospectral differential operator approximating the operator oy,
defined as

N-—1 .

‘ ~ . (]lm .

3ix4’|x:xj=—§ 27 &n(T), j=1,2,...,N—1, 2.7
=1

with {(]3;};\]: _11 the coefficients of the discrete sine transform (DST) of @ € RV~ given as

2 N2 jin i
¢,:N]Z_;¢jsm(N>, o=, I=1,2,...,N—1. (2.8)

Introduce V = diag(V (x1), ..., V(xn-1)), A = diag(A{,...,23_)) and C = (cjp) €

RWV=DxN=1) with entries cjr = sin (H‘Tﬂ) for j,k = 1,..., N — 1 and denote & =

- - T
(q’)l, ces ¢N71) = %C@. Plugging (2.7) and (2.8) into (2.6), we get
N-1

~ B .
E(@)~h|®"Bd + 5 ; ¢ | = En(®), (2.9)

where B € RNV =Dx(V=D iq 3 symmetric positive definite matrix defined as
1
B:NCAC-FV. (2.10)

In fact, the first term in (2.9) can be computed efficiently at cost O (N In N) through DST as
N N Nl N-1
T _ N7 = T _ Z 272 Z N2
] B@—Z¢7 AD 4+ P V(D_Z — )‘l¢l +1_1 V(xj)¢] (211)

Again, the original problem (1.7) with d = 1 can be approximated by the discretized mini-
mization problem via the SP discretization:

P, = arg minges, E5(P). (2.12)

Noticing (2.9), we have
1
Gp = VEy(®) = 2h (B® + p&°) = 2h (NCAC(D +Vo + B3 ) . (2.13)

2.3 Fourier Pseudospectral Discretization

For a rotating BEC, i.e. £2 # 0, due to the appearance of the angular momentum rotation,
we usually truncate the energy functional (1.6) and constraint (1.10) on a bounded computa-
tional domain U with periodic boundary conditions and approximate spatial derivatives via
the Fourier pseudospectral (FP) method and the definite integrals via the composite trape-
zoidal quadrature. For simplicity of notation, we only introduce the FP discretization in 2D.
Extensions to 3D are straightforward and the details are omitted here for brevity.

For d = 2, we take U = [ay, b1] x [az, b2] as a rectangle in 2D. Let h; = b‘N;l”l and
hy) = ]’ZN;Z“Z be the spatial mesh sizes with N and N7 two positive integers and denote x; =
ai+jhitorj=0,1,..., N, yx =ar+khyfork =0,1,..., N. Denote h = max{hy, h;}
and Ujp = (xj, xj4+1) X (Y, Yk+1)- Let ¢ i be the numerical approximation of ¢ (x;, yx)
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forj=0,1,...,Nyandk =0, 1, ..., Ny satisfying ¢;n, = ¢jo for j =0, 1,..., Ny and
dnk = ¢ox fork =0, 1,..., N and denote @ = () € CM*N2 The energy functional
(1.6) with d = 2 can be truncated and discretized as

B

by pby 1- _
E(¢>)w/ f [—§¢A¢+V<x,y)|¢|2+5|¢|4+i9¢(xay—yax)¢]dxdy

Ni—1 N>—1

-y

=0 k=0 YUik

B

1- _
[—5¢A¢ +Vx, ) 1o + 5 lp1* +i2¢(xdy — yax)as} dxdy

N1 N
-~ o (Y : f - f
~ hlhzzz [—¢jk (5 3xx¢‘jk + 3 8”¢’jk + i2y; 0y ¢‘jk —i2x; Byfb‘jk
=0 k=0
2 B 4
+ Vg, v @k +5\¢jk\ aji = Ep(P), (2.14)

where

1 I<j<N—-11<k=<Ny—1,
ajr=131/4 j=0&k=0,Norj=Njandk =0, N>,
1/2  otherwise,

and the Fourier pseudospectral differential operators are given as

f N1/2—1 N . 27jp f N|/2_1 ) .27 jp
. g i == ) _ 27 !
axq;’jk: Yo in e ke =" Y a2p0e
p=—Ni/2 p=—Ni/2 (2.15)
f N2/2-1 @) . 2kq f N2/2-1 @ . 2kq .
. ~ i1 27 I N,
8y¢’jk: > ingdge ™ ayy¢’jk:_ > mbie
q=—N2/2 q=—N2/2
with
Ni—1 .
- 1 _j2mip 2w N N
1 _ iy _ 14 _ 1 1
= ke M Ap= : =——, ..., — 1,
¢pk Nl jZ(;¢Jk p bl—al P 2 2
h 2.16
o 1A 2rq N, N2 o
= — e Mo = s =——,...,—— 1.
¢/q Ny I; ik la by —ap 1 2 2

Plugging (2.15) and (2.16) into (2.14), the discretized energy functional Ej(®) can be com-
puted efficiently via the fast Fourier transform (FFT) as

N> Ni/2—-1 )Lz » 2
Ep(®) = hihy | Y auNi Y (2" +ykkp9> o5y

k=0 p=—N1/2

Ny N2j2—1 n? o2
DI o L
j=0

q=—N2/2
AL 2 B 4
+hihy Y Y i [vu,,yk) [@ie]” + 3 |94 } (2.17)
j=0k=0
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Similarly, the constraint (1.10) with d = 2 can be truncated and discretized as

Ni—1Np—1

by by
2
||¢||2~/ / 6 (x, P dxdy ~hihy Y Y ] =@l =1, (2.18)
al a

j=0 k=0

which immediately implies that the set S can be discretized as
Sp={® e CVN | By@) < o0, oI} =1}, (2.19)

Hence, the original problem (1.7) with d = 2 can be approximated by the discretized mini-
mization problem via the FP discretization:

D, = arg minges, £ (P). (2.20)

Noticing (2.17), similarly to (2.13), G, = VE,(®) can be computed efficiently via FFT in
a similar manner with the details omitted here for brevity.

3 A Feasible Gradient Type Method

By using the finite difference (FD), or sine/Fourier pseudospectral discretization (SP/FP),
the infinite dimensional nonconvex minimization problem (1.7) can be approximated by a
finite dimensional constrained nonconvex minimization problem in a unified way via a proper
rescaling as

4 (3.1)

M
1
ug :=arg min, g F(u) = Eu*Au +a Z |u;
j=1

CMXM

where M is a positive integer, « is a given real constant, A € is a Hermitian matrix

and the spherical constraint is given as

M
T M 2. 2
Su=u=@u,...,uy) €C |||u||2.=§ luj|"=1¢.
j=1

3.1 Optimality Conditions

In this subsection, we first derive the optimality conditions of the problem (3.1). The gradient
and Hessian of () can be written explicitly.

Lemma 1 The first and second-order directional derivatives of F(u) along a direction d €
CM gre:

M
VF@)d] = R(d* Au) + 4 Y (iju;) % (iid;) . (3.2)
j=1
M -
V2F@d, d] = d*Ad +4a Y [@ju)) (djdy) + 29 (7;4))° ] (3.3)
j=1
Define the Lagrangian function of (3.1) as
6 2
L, 0)=F(u) -7 (llull3 = 1), (3.4)
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then the first-order optimality conditions of (3.1) are
g—6u=0, (3.5)
lull, =1, (3.6)

where g = V.F(u) is the gradient of F (). Multiplying both sides of (3.5) by «™ and using
(3.6), we have 6 = u*g. Therefore, (3.5) becomes

I —uu®)g = Aw)u =0, with  A) = gu* —ug*. (3.7)
By definition, A(«) is skew-symmetric at every u.
By differentiating both sides of u™u = 1, we obtain the tangent vector set of the constraints:
z;:[zecM:fz=0y (3.8)
The second-order optimality conditions is described as follows.

Lemma 2 (1) (Second-order necessary conditions, Theorem 12.5 in [42]) Suppose that
u € CM is a local minimizer of the problem (3.1). Then u satisfies

V2Fw)ld,d] — 0d*d >0, Vd €T,, where® = VFu) u. (3.9)

(2) (Second-order sufficient conditions, Theorem 12.6 in [42]) Suppose that for u € CM,
there exists a Lagrange multiplier 0 such that the first-order conditions are satisfied. Suppose
also that

V2Fu)d,d] — 0d*d > 0, (3.10)

Sfor any vector d € T,. Then u is a strict local minimizer for (3.1).

3.2 The Feasible Gradient Type Method

In this subsection, we consider to solve the problem (3.1) by following the feasible gradient
method proposed in [51]. The description of the algorithm is included to keep the exposition
as self-contained as possible. Observe that A(u)u is the gradient of F(u) at u projected to the
tangent space of the constraints. The steepest descent path is y(7) := u — t. A(u)u, where T
is a positive constant representing the step size. However, this (7) does not generally have
a unit norm.

An alternative implicit updating path is

y@I) i =u—1tAw)(u+y()) < y(r) = U + 1'./4(14))_1 (I —-—1tAWm)u. (3.11)

Then the fact that (I + t.Aw)) "' (I — T A(w)) is orthogonal for any t > 0 gives || y(7)|2 =
llull2 = 1, i.e., the constraints are preserved at every 7. The closed-form solution of y(7) can
be computed explicitly as a linear combination of # and g, in which the linear coefficients
are determined by 7, ||u|2, |lgll> and u*g.

Theorem 1 For every t > 0, y(t) of (3.11) satisfies ||y(t)|l2 = lull2. In addition, y(t) is
given in the closed-form as

y(@) = a(t)u + p(1)8, (3.12)

27 ||ul3
1—2(u*g)? + 72 ull3 lIgll3

(1 +turg)® — 2 ul3 gl
A1) = e, B(T) =
1 —2(u*g)? + 72 |ull3 lgl3
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We refer to [S1] for the details of the proof of this theorem.

A suitable step size T can be chosen by using a nonmonotone curvilinear (as our search
path is on the manifold rather than a straight line) search with an initial step size determined
by the Barzilai-Borwein (BB) formula [20]. They were developed originally for the vector
case in [20]. At iteration k, the step size is computed as

_ _ k=1\* . (k—1)
et _ (stk=DY* 5= k2 ‘(s ) w ’ .
|(S(k71))* w(k71)| (w(kfl))* wk=1 "’ :

where s®—1 = ;,® — ;,*=D and w*—D = A@L®)® — A@u*D)u* =D When %! or
752 is not bounded, they are reset to a finite number.

In order to guarantee convergence, the final value for T is a fraction of t%! or 7%-2
determined by a nonmonotone search condition. Let y(t) be defined by (3.11), cO =
Fu®), ok+h = nQ(k) + 1 with 0 < n < 1 a constant and 0©® = 1. The new points are
generated iteratively in the form u*+1 := y® (0 with t® = %rk*l(Sm ort® = %1’"'28”‘
and 0 < § < 1 a constant. Here m is the smallest nonnegative integer satisfying

2
FoORE®) <c® - pr® HA(u(k))u(k) H2 (3.14)

where each reference value C**D is taken to be the convex combination of C*) and
F*tDyas c*+D = (no®Oc® 4 Fu*k+Dy)/0*+D n Algorithm 1 below, we specify
our method for solving the constrained minimization problem (3.1) obtained from the dis-
cretization of the ground state of BEC. Although several backtracking steps may be needed
to update the u* 1 we observe that the BB step size %! or 72 is often sufficient for (3.14)
to hold in most of our numerical experiments.

Algorithm 1: A feasible gradient method

1 Given u©®, set p;, 8,7 € (0, 1), k = 0.

2 while stopping conditions are not met do

3 Compute T® %r“am ort® %rk*zé’", where m is the smallest nonnegative integer
satisfying the condition (3.14).

4 Set uk+D) y(1).

s | 0® ) — o® 4 1and C*HD — (no® c® 4 FuktDy) Qk+D).

6 k «<—k+1.

We can establish the convergence of Algorithm 1 as follows.

Theorem 2 Let {u® : k > 0} be an infinite sequence generated by the Algorithm 1. Then
either || Au®)u® ||, = 0 for some finite k or

lim inf HA(u(k))u(k) H —o.
k— o0 2

Proof Since the energy function F(u) is differentiable and its gradient V.F (u) is Lipschitiz
continuous, the results can be obtained using the proofs of [37] in a similar fashion. O

Remark 1 The convergence of the full sequence {u®} can be ensured if a monotone line
search is used. Given @ > 0, p1, 8 € (0, 1), the Armijo point at u® is defined as y(k)(r(k)),
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where y(t) is the curve (3.11), T® = &§™ and m is the smallest nonnegative integer
satisfying

F(e) <20 - ) e

Using the proofs of Theorem 4.3.1 and Corollary 4.3.2 [1] in a similar fashion, we can prove
that limg— oo [ A@®)u® |, = 0.

4 A Regularized Newton Method

In general, the Algorithm 1 works well in the case of weak interaction and slow rotation, i.e.,
|B| and |£2]| are small in the energy functional (1.6). However, its convergence is often slowed
down in the case of strong interaction and/or fast rotation, i.e., when one of the parameters
becomes larger, and thus it can take a lot of iterations to obtain a highly accurate solution.
Usually, fast local convergence cannot be expected if only the gradient information is used,
in particular, for difficult non-quadratic problems. Observe that the most nonlinear term in
(3.1) is the quartic function |u |* when o # 0. A Newton method is to replace F(u) by its
second-order Taylor expansion. In order to ensure the global convergence of the Newton’s
method, we adopt the trust region method [28,42,49] by adding a proximal term [lu —u® |13
in the surrogate function as:

50
| =

) 1
WO ) = VF@®) [u - u®] + SVFE@®) [ = u®u—u®] + 2

where §%) > 0 is a regularization parameter. Using Lemma 1, we obtain that
W® ) = W® (u) + constant,

where

WO ) = Ju*Au 4o Z (@) o (@ (u; - )

j=1

1 2
+2°‘Z[< W, ® 4a5(k)>|u W2 429 () (0, — ) }
The gradient of w® () is
(vw<’<>(u)) = (Au)j+4a (500 ) w8 () e — ul) ) P +69 (u; — ).

We next present the regularized Newton framework starting from a feasible initial point
1@ and the regularization parameter (9. At the k-th iteration, our regularized Newton
subproblem is defined as

min ~ W® ). .1
llulla=1
The subproblem (4.1) is the so-called trust-region subproblem. Since the dimension M in
(3.1) is usually very large so that the discretization error of (1.7) can be small, the standard
algorithms for solving the trust-region subproblem [28,42,49] usually cannot be applied
to (4.1) directly. Hence, we still use a gradient-type method similar to the one described
in subsection 3.2 to solve (4.1). The method is ideal for solving these regularized Newton
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Algorithm 2: A regularized Newton method

1 Given a feasible initial solution u(© with ||u(0) |l = 1 and initial regularization parameter 7@ > 0.
Choose 0 <1 <m < 1,1 <y; <.

2 Call Algorithm 1 to minimize problem (3.1) to a certain low accuracy for a feasible solution u®, Set
iteration k := 1.

3 while stopping conditions are not met do

4 Solve (4.1) to obtain a new trial point z®

5 Compute the ratio p(k) via (4.2).

6 Update u®+D from the trial point Z (&) based on (4.3).

7 Update & ) according to (4.4).

8 k< k+1.

subproblems since itis not necessary to solve these subproblems to a high accuracy, especially,
at the early stage of the algorithm when a good starting guess is not available.

Let z© be an optimal solution of (4.1). Generally speaking, an algorithm cannot be
guaranteed to converge globally if u**D is set directly to the trial point z¥) obtained from
a model with a fixed ). In order to decide whether the trial point z) should be accepted
and whether the regularization parameter should be updated or not, we calculate the ratio
between the actual reduction of the objective function F () and predicted reduction:

o FE) —Fu®)

T wh o) — wm k) 4.2)

If p(k) > n1 > 0, then the iteration is successful and we set u*+D — &) otherwise, the
iteration is not successful and we set u*tD = 4 ® that is,

k : k
u(k'H) _ Z( )1 lfp( ) > ni, (43)
u® otherwise.
Then the regularization parameter 81 is updated as
(0,8M7, if p® > 13,
36 e 1[8®.118®], it < p® <, (4.4)

[ylé(k), yer(k)] , otherwise.

where 0 < n; <2 < land 1 < y; < y, are chosen constants. These parameters determine
how aggressively the regularization parameter is decreased when an iteration is successful or it
is increased when an iteration is unsuccessful. In practice, the performance of the regularized
Newton algorithm is not very sensitive to the values of the parameters.

The complete regularized Newton algorithm to solve (3.1) is summarized in the Algo-
rithm 2.

The convergence of the Algorithm 2 can also be established as follows.

Theorem 3 Ler {u® : k > 0} be an infinite sequence generated by the Algorithm 2. Then
either || Au®)u® ||, = 0 for some finite k or

lim HA(u(k))u(k)H =0.
k— 00 2

Proof Since the energy function F () is differentiable and its gradient V.F(u) is Lipschitiz
continuous, the results can be obtained using the proofs of [50] in a similar fashion. O
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The discretization of (1.7) on a fine mesh usually leads to a problem of huge size (M > 1)
whose computation cost is very expensive, especially for high dimensional case. In addition,
for the Algorithm 2, it usually requests a good quality of initial data so that it converges
superlinearly. A useful technique is to adopt the cascadic multigrid method [21], i.e. solve
the minimization problem (1.7) on the coarsest mesh, and then use the obtained solution as
the initial guess of the problem on a fine mesh, and repeat until we obtain the solution on the
finest mesh. We present the mesh refinement technique via the cascadic multigrid method in
the Algorithm 2’, where the discretized problems are solved from the coarsest mesh to the
finest mesh. In practice, we always recommend to use this technique to prepare the initial
data on the finest mesh for the regularized Newton method. Of course, this technique can also
be adopted to prepare good quality initial data on the finest mesh for other existing numerical
methods, e.g. BEFD or BESP or Algorithm 1, for computing ground state of BEC.

Algorithm 2': A cascadic multigrid method for mesh refinement

1 Given an initial mesh 79 and u(O), setk = 0.

2 while convergence is not met do

3 Use u® as an initial guess on the kth mesh 7" k 1o calculate the optimal solution u®+D of the
minimization problem (3.1) using the Algorithm 2.

4 Refine the mesh 7% uniformly to obtain 7% +1,

5 k< k+1.

5 Numerical Results

In this section, we report several numerical examples to illustrate the efficiency and accuracy
of our method. All experiments were performed on a PC with a 2.3GHz CPU (i7 Core) and
the algorithms were implemented in MATLAB (Release 8.1.0). The Algorithm 1 is stopped
either when a maximal number of K iterations is reached or when

Hu(k"'l) —u® ”oo
—m < &o. S

The default values of g9 and K are set to be 10~¢ and 2000, respectively. In order to test the
spectral accuracy of the SP discretization, a tighter stopping criterion is taken. A normalization
step is executed if |u*u — 1| > 107* to enforce the feasibility. For non-rotating BEC with
strong interaction, i.e., B >> 1, the initial solution is usually chosen as the Thomas—Fermi
(TF) approximation [10,16,45]

Fvm TF
¢0(X)={VM g V@ =u 52)

0, otherwise,

2
Since the Algorithm 1 may converge slowly for computing the ground state of rotating BEC,

i.e., 2 # 0, we choose the regularized Newton method (i.e., Algorithm 2) together with the
cascadic multigrid method for mesh refinement (i.e., Algorithm 2’) and it is terminated when

2/3 1/2 \2/5
where pTF = 1 <%) R (%) and % (15;43‘#) for d = 1, 2 and 3, respectively.

Hu“‘“) —u® H < 5. (5.3)
o0
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where the default value of &g is set to 1078, In our experiments using Algorithm 2, we
first call the gradient type method, i.e., Algorithm 1, with a maximum number of iterations
Kinit = 100 to obtain a good initial guess u!. Then the regularized Newton subproblem
is solved by the Algorithm 1 up to a maximum number of iterations Kg,, = 200 or when
(5.1) is met. Since it is not necessary to solve the subproblems to a high accuracy and the
Algorithm 1 converges fast in the first few steps, the computation is not sensitive to the choice
of Kipir and Kyyp.

Let ¢, be the “exact” ground state obtained numerically with a very fine mesh and we
denote its energy and chemical potential as £, = E(¢,) and ug = u(¢,), respectively. To
quantify the ground state, one important quantity is the root mean square which is defined

as
s = el oy = [ FloePas, a=ryor 0

where U is the bounded computational domain.

5.1 Accuracy Test and Results in 2D

We take d = 2 and £2 = 0 in (1.7) and (1.6) and consider a harmonic potential with a stirrer
corresponding to a far-blue detuned Gaussian laser beam [16] as

1
Viy) =207+ + woe d (X0 +y%) (5.5)

withwy =4, § =1, xo = 1 and B = 200.

The ground state is first computed by the Algorithm 1 on a bounded computational domain
U = (-8, 8)? which is partitioned uniformly with the same mesh size & in each direction.
The initial data is chosen as the TF approximation (5.2). In order to compare the accuracy of
the FD and SP discretizations, we set &g = 10~2in (5.1). Let ¢>§9, and ¢>§5, be the numerical
ground states obtained with the mesh size / by using FD and SP discretization, respectively.
Table 1 depicts the numerical errors.

From Table 1, it is observed that the SP discretization is spectrally accurate, while the FD
discretization has only second order accuracy for computing the ground state of BEC in 2D.
Hence, when a high accuracy is required, the SP discretization is preferred since it needs
much fewer grid points, and thus it saves significantly memory cost and computational cost.

Table 1 Accuracy of the FD and SP discretizations for the 2D BEC in Sect. 5.1

Mesh size h=2 h=1 h=172 h=1/4
max ‘¢g ot 8.77E—3 3.73E-3 751E—4 2.13E—4
_ FD _ _ _ _
‘Eg E (%,h)‘ 45582 9.58E—3 1.98E—3 470E—4
— (&P _ _ _ _
‘Mg " (%,h)’ 1.50E—1 5.47E-3 8.47TE—4 2.05E—4
max ‘¢g - ¢1§}’h’ 433E-3 9.12E—4 6.73E—6 3.93E-10
‘Eg —E (¢§‘;)‘ 1.99E—2 1.42E—3 1.34E—7 1.14E—13
‘ g — It (¢§f;1)‘ 1.49E—1 5.40E—3 5.20E—6 9.49E—13
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Table 2 Comparison of numerical results computed by the BESP method (rows 2), the Algorithm 1 (row 3)
and the Algorithm 2 (row 4) for the 2D BEC in Sect. 5.1

max |¢g 12 E(¢g) g Xrms Yrms iter iters cpu(s)
0.0387 5.8506 8.3150 1.6992 1.7183 272 - 19.64
0.0387 5.8506 8.3150 1.6992 1.7183 225 - 2.52
0.0387 5.8506 8.3150 1.6992 1.7183 3 85 1.43

10? ---BESP

—— Algorithm 1
10° ¢ Algorithm 2
> -

- - -BESP
—— Algorithm 1
¢ Algorithm 2

norm of projected gradient
energy error

0 5 10 15 20 0 5 10 15 20
computational time (s) computational time (s)

Fig.1 Norms of the projected gradient Ay, ®) l2 and the energy errors against the computational time
for the BESP method, the Algorithm 1 and the Algorithm 2 for the 2D BEC in Sect. 5.1

To compare with existing numerical methods in the literature [7,10,14,16,17], we choose
the SP discretization with 2 = 1/16 and apply the Algorithm 1 and the Algorithm 2 to
compute the ground state of BEC in this example with the default stopping criteria. Then it
is also computed by using the normalized gradient flow method via the backward Euler sine
pseudospectral (BESP) method with time step Ar = 102 and the same stopping criterion as
in the Algorithm 1. Since there is an implicit system to be solved at each step for the BESP
method, a preconditioner for the Laplace operator has been employed in the computation.
Table 2 depicts the maximum value of the wave function max |¢, |2, the energy E(¢g), the
chemical potential ©, and the root mean squares X;ys and yns computed by the BESP
method, the Algorithm 1 and the Algorithm 2, respectively. It also shows the number of
iterations (iter), the computational time (cpu) for all the algorithms, as well as the sum of
the number of the inner iterations (iters) for the Algorithm 2. In addition, the norms of the
projected gradient I A@®)u® |5 of F(u®) and the energy errors |Fu®) — Finl against
the computational time are plotted in Fig. 1 for the three different methods, where Fpin
denotes the minimum energy obtained with rather tight tolerance.

From Table 2 and Fig. 1, we can see that our algorithms converge to the ground state much
faster than the BESP method due to the explicit iterative scheme in each step.

5.2 Accuracy Test and Results in 3D

We take d = 3 and £2 = 0 in (1.7) and (1.6) and consider a combined harmonic and optical
lattice potential [14] as

1
Vv, o =5 (3 4y +22) +50 [sin? (T5) +sin? (Z2) +5in? (52)], 5.0
2 4 4 4
together with different interaction constants 8 = 100, 800 and 6400.
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Table 3 Accuracy of the FD and SP discretizations for a BEC in 3D with a combined harmonic and optical
lattice potential (5.6) and B = 100 in Sect. 5.2

Mesh size h=1 h=1/2 h=1/4 h=1/8
max ‘¢g - ¢§}2’ 9.52E-2 9.98E—1 3.64E—2 8.91E—3
‘Eg _E (‘i’?ﬂ)’ 7.19 4.98E—1 1.17E—1 231E-2
‘ug —u (¢§3)’ 6.66 6.83E—1 1.54E—1 3.10E—2
max ‘¢g -, 1.75E—1 3.86E—2 6.32E—5 1.51E-8
‘Eg —E (¢§f;1)‘ 5.63 32562 1.60E—5 224E—11
g =1 (455, 5.24 115E—1 8.40E—5 8.00E—10

The ground state is numerically computed on bounded computational domains U =
(-8, 8)3 for B = 100 and 800, and U = (—12, 12)3 for B = 6400, which are partitioned
uniformly with the same number of nodes N, = N, = N, in each direction. The initial data
is chosen as

1 2,.2..2
- —(x+y?422) 2
b = A

To compare the accuracy of the FD and SP discretizations, we set &g = 10~'% in (5.1) and
apply the Algorithm 1 to solve this example for 8 = 100. Let qb;]% and ¢§E1 be the numerical

ground states obtained with the mesh size h = % by using FD and SP discretization,
respectively. Table 3 depicts the numerical errors.

Again, from Table 3, it is observed that the SP discretization is spectrally accurate, while
the FD discretization has only second order accuracy for computing the ground state of BEC
in 3D. Hence, when high accuracy is required and/or the solution has multiscale phenomena,
the SP discretization is preferred since it needs much fewer grid points, and thus it saves
significantly memory cost and computational cost.

Again, for comparison with existing numerical results in the literature [7,10,14,16,17],
we choose the SP discretization with Ny = Ny = N, = 27 + 1 and apply the Algorithm 1,
the Algorithm 2 and the BESP method to compute the ground state of BEC in this example
with the same stopping criteria as for the previous 2D example. Table 4 depicts the numerical
results obtained by the three different algorithms. They converge to the same result with

E(¢g) = 23.2356, g =27.4757, Xims = Yrms = Zrms = 1.8717 for g = 100,
E(¢g) = 33.8023, g =40.4476, Xims = Yrms = Zrms = 2.6620 for B = 800,
E(¢g) = 52.4955, g =63.7149, Ximg = Yrms = Zrms = 3.3684  for B = 6400.

In the table, although Algorithm 2 uses less inner iterations in the case of B = 6400 than
B = 800, the corresponding computing time is longer. The reason is that the step size is
obtained by line search in the inner Algorithm 1. Usually, a good stepsize can be obtained
by only one step in line search, but it is also possible that several backtracking steps are
performed. Our numerical results show that a few more steps are used in line search for
B = 6400 than that for 8 = 800. Consequently, a slightly longer computing time is consumed.
In addition, Fig. 2 plots the norms of the projected gradient || Au®)u® |, of F(u®) and
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Table 4 Comparison of B BESP Algorithm 1 Algorithm 2
numerical results computed by
the BESP method, the Algorithm iter  cpu(s) iter  cpu(s) iter  iters  cpu(s)
1 and the Algorithm 2 for the 3D
BECs in Sect. 5.2 100 177 850.94 112 76.18 3 59 53.33
800 475 238588 260 182.72 3 68 61.18
6400 728 3792.83 305 215.18 3 66 68.21
B=800 =800
- - -BESP - - -BESP
- Algorithm 1 jorithm
5 4 Algori:hm 2 o ﬁ:gori::m ;
5 ] N
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Fig.2 Norms of the projected gradient [A@®)u® |15 and the energy errors against the computational time
for the BESP method, the Algorithm 1 and the Algorithm 2 for the 3D BECs in Sect. 5.2

the energy errors |F ®y — Fmin| against the computational time for the three different
methods.

From Table 4 and Fig. 2, it is also observed that our algorithms converge to the ground
state much faster than the BESP method.

5.3 Results for Rotating BEC in 2D

We take d = 2 and the harmonic potential (1.5) with y, = y, = 1 in (1.7) and (1.6)
and consider different 8 and §2. Since the convergence of the feasible gradient method (i.e.
Algorithm 1) is often slowed down for the rotating BEC especially for large 8 and 2. In
this subsection, we choose the regularized Newton method (i.e. Algorithm 2) to compute the
ground state with the FP discretization on bounded computational domains U = (—10, 10)2
and U = (=12, 12)? for B = 500 and B = 1000, respectively. We remark that for large
£2 such as 0.90 or 0.95, we enlarge the size of the computational domain by 4 or 8 in each
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direction. The domains are partitioned uniformly with the number of nodes Ny = Ny = 2841
in each direction. In order to reduce the computational cost, the cascadic multigrid method
(i.e., Algorithm 2) is applied for mesh refinement with the coarsest mesh 79 chosen with
the number of nodes Ny = Ny = 24 4+ 1 in each direction.

For a rotating BEC, the ground state is a complex-valued function, and thus it is very
tricky to choose a proper initial data such that the numerical result is guaranteed to be the
ground state. Similarly to those in the literature [19], here we test our algorithms with the
following different initial data

(@) ga(x,y) = %e—(myz)/z’

(b) ¢y (x. y) = ”T’ye*("”yz)/z, ®) ¢5(x. y) = o (x. y).

[Pa(x, ¥)) + ¢p(x, ¥)]/2
gpa (x, ¥)) + ¢ (x, )1 /21
(= $2)¢a(x, y)) + 2¢p(x, y)
(1 = 2)¢a(x, ¥)) + 2¢5(x, I

(©) ¢clx,y) = (@) ¢a(x, y) = pe(x, y),

(d) dalx,y) =

(d) ¢5(x, y) = dalx, y).

We remark here that, when  >> 1, it is better to replace ¢, and ¢ in the above choices by
¢2(x) = fo(r) and ¢)(x) = f1(r)e’” which are the ground state and central vortex state with
winding number m = +1 of the GPE (1.3) with £2 = 0, respectively [10,19]. Here (r, 0)
is the polar coordinates in 2D. For a fixed B > 1, fo(r) and f(r) can be easily obtained
numerically since they are in 1D [10,19].

Table 5 Energy obtained numerically with different initial data of rotating BECs for § = 500 and different
£2 in Sect. 5.3

2 0.00 0.25 0.50 0.60 0.70 0.80 0.90 0.95

(a) 85118 8.5118 8.0246 7.5890 6.9731 6.1016 4.7790 3.7415
(b) 85118 8.5106 8.0246 7.58457  6.9731 6.1055 4.7778 3.74147
(b) 85118 8.5118 8.01977 75890 6.9731 6.1016 477787 3.7415
() 85118 8.5106 8.0246 7.5890 6.9726 6.1016 47778 3.7426
@ 85118 8.5118 8.0246 7.5890 6.9731 6.0997 4.7806 3.7415
@ 851187 851067  8.0246 7.5890 6.9726"  6.09977  4.7782 3.7420
(@ 85118 8.5118 8.0246 7.5845 6.9731 6.1016 4.7781 3.7417

Table 6 Ground state energy, the number of iterations for the regularized Newton method (iter), the sum of
the number of inner iterations for solving the subproblems (iters) on the finest mesh and the total computational
time (cpu) of rotating BECs for f = 500 and different §2 in Sect. 5.3

2 0.00 0.25 0.50 0.60 0.70 0.80 0.90 0.95
iter 3 3 3 3 49 18 30 153
iters 66 109 238 316 7845 2817 5483 29077
cpu(s) 1.14 18.71 41.57 54.43 147.03 130.87 315.76 556.15

Energy 8.5118 8.5106 8.0197 7.5845 6.9726 6.0997 4.7778 3.7414
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Fig. 3 Plots of the ground state density [¢g (x, y)\2—corresp0nding to the energy listed in the Table 5 with
“+” sign—of rotating BECs for 8 = 500 and different §2 in Sect. 5.3

Table 5 displays the energy obtained numerically with different initial data selected in the
above with B = 500 for different £2 = 0.00, 0.25, 0.50, 0.60, 0.70, 0.80, 0.90 and 0.95 (in
the table, we use a “f” sign to indicate the one with the lowest energy among different initial
data for given B and §2), and Table 6 summarizes the lowest energy among different initial
data and the corresponding number of iterations and computation time for 8 = 500 with
different £2. Figure 3 plots the ground state density |¢, (x, y)|? for B = 500 with different
£2. In addition, Tables 7 and 8 and Fig. 4 present similar numerical results for 8 = 1000.
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Table 7 Energy obtained numerically with different initial data of rotating BECs for 8 = 1000 and different
£2 in Sect. 5.3

2 0.00 0.25 0.50 0.60 0.70 0.80 0.90 0.95

(@) 119718 11.9718 11.09547 104392 9.5335 82610 636037  4.8832
(b 119718 11.9266 11.1326 104392 9.5283 82610 63607  4.8824
® 119718 11.9266 11.1054 104392 9.5335 8.2631 6.3606  4.8831
(¢ 119718 11.9165 11.1054 104392 9.5289 82610 63605  4.88247
@© 119718 11.9165 11.1326 104392 9.5283 82610 63605  4.8851
@ 119718 11.9266 11.1054 104392 9.5289 8.2632 6.3608  4.8831
@ 119718 1191657  11.1326 1043927 952837 826107  6.3605 4.8831

Table 8 Ground state energy, the number of iterations for the regularized Newton method (iter), the sum of
the number of inner iterations for solving the subproblems (iters) on the finest mesh and the total computational
time (cpu) of rotating BECs for g = 1000 and different §2 in Sect. 5.3

2 0.00 0.25 0.50 0.60 0.70 0.80 0.90 0.95
iter 3 3 3 3 10 72 654 721
iters 68 780 248 324 1273 13115 124281 135751
cpu(s) 1.18 28.52 108.98 106.86 105.28 313.67 2083.46 2285.93

Energy 11.9718 11.9165 11.0954 10.4392 9.5283 8.2610 6.3603 4.8824

From Tables 5, 6, 7 and 8, among those different initial data, either (d) or (d) gives the lowest
energy in most cases. Thus, in practical computations, we recommend to choose either (d) or
(d) as the initial data. Also, it is observed that the regularized Newton algorithm converges
quickly to the stationary solution within very few iterations, even for strong interaction, i.e.,
B > 1, and fast rotation i.e., §2 is near 1.

In addition, we also apply Algorithm 2 to solve another difficult problem with a quadratic-
plus quartic potential

2 25 2
ol +y) (5.7)

x2+2
Vi, y) = (1 —a) 2y +;<< :

for different £2 including 2 > 1, where @ = 1.2 and ¥ = 0.3. The domains are partitioned
uniformly with the number of nodes Ny = Ny = 28 +1for 2 < 5.0and Ny = Ny = 2° +1
for £2 = 5.0. The initial data can be chosen as (@), (b), (a), (¢), (b), (a) respectively for
different §2 listed in Table 9. The numerical results are reported in Table 9 and Fig. 5. They
show that our method works well for this challenging case too.

5.4 Application to Compute Asymmetric Excited States

When the trapping potential V (x) in (1.7) is symmetric and the BEC is non-rotating, similarly
to those numerical methods presented in the literature [10,14,16, 17], our numerical methods
can also be applied to compute the asymmetric excited states provided that the initial data
is chosen as an asymmetric function. To demonstrate this, we take d = 2, £2 = 0 and
B = 500 in (1.7) and the trapping potential is chosen as a combined harmonic and optical
lattice potential
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Fig. 4 Plots of the ground state density |¢g (x, )r)lz—corresponding to the energy listed in Table 7 with “f
sign—of rotating BECs for § = 1000 and different 2 in Sect. 5.3

Table9 Ground state energy, the number of iterations for the regularized Newton method (iter), the sum of the
number of inner iterations for solving the subproblems (iters) on the finest mesh and the total computational time
(cpu) of rotating BECs with a quadratic-plus quartic potential (5.7) for 8 = 1000 and different £2 in Sect. 5.3

2 0.00 0.50 1.00 2.00 2.50 5.00

iter 2 7 10 40 75 125

iters 106 1280 1906 7285 12,494 11,754
cpu(s) 2.11 106.45 124.49 211.15 266.65 985.45
Energy 14.9351 14.6629 12.4820 —2.3431 —21.7760 —513.7272
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Fig. 5 Plots of the ground state density |¢g (x, y)l2 of rotating BECs with a quadratic-plus quartic potential
(5.7) for B = 1000 and different §2 in Sect. 5.3

X

Vix,y) = % (x? + %) + 50 [sin2 ( - ) + sin? (”41)] . (5.8)

The ground and asymmetric states are numerically computed by the Algorithm 1 via the
SP discretization on the bounded computational domain U = (—16, 16)> which is parti-
tioned uniformly with the number of nodes Ny = N, = 28 + 1 in each direction. The
initial data is chosen as the TF approximation (5.2) for computing the ground state ¢y,

as go(x.y) = Y&

-2 \,2 . . . . .
> 5 e~ ("Y9/2 for the asymmetric excited state in the x-direction ¢y, as
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Table 10 Different quantities of the ground and asymmetric excited states and the corresponding computa-
tional cost for a BEC in 2D with the potential (5.8) and 8 = 500 in Sect. 5.4

¢ max |¢|? E(¢) e Xrms Yrms iter cpu(s)
[ors 0.0820 32.2079 41.7854 2.9851 2.9851 365 3.99
®10 0.0746 34.6053 43.8248 3.3029 2.8741 285 3.18
bo1 0.3749 34.6053 43.8248 2.8741 3.3029 272 3.03
?11 0.0666 37.0864 46.1442 3.1434 3.1434 117 1.32

(b)
16:
8
® " »
> 0 - H e
. W »
8
-16L
16 8 0 8 16
X
(d)
16:
0.2
8 8
o
e 9 ® W e
= I sss > 0 sHs 0
LR IR e N e
Llod
8 : 8
02
16¢ ‘ 16t ;
-6 -8 0 8 16 16 8 0 8 16
X X

Fig.6 Contour plots of the ground state ¢¢ (a), asymmetric excited state in the x-direction ¢ (b), asymmetric
excited state in the y-direction ¢ (c), and asymmetric excited state in both x- and y-directions ¢11 (d) of a
BEC in 2D with the potential (5.8) and 8 = 500 in Sect. 5.4

) 2,2 . . . . .
do(x,y) = %e‘(" +9/2 for the asymmetric excited state in the y-direction ¢p, and as

do(x,y) = %e’“zﬁz)/ 2 for the asymmetric excited state in both x- and y-directions
@11, respectively. The stopping criterion is set to the default value. Table 10 lists different
quantities of these states and computational cost by our algorithm. In addition, Fig. 6 shows
contour plots of these states.

From Table 10 and Fig. 6, we can see that our algorithm can be used to compute the

asymmetric excited states provided that the initial data is taken as asymmetric functions. The
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numerical results from our algorithm agree very well with those reported in the literature
[10,14,16,17] and the convergence speed of our algorithm is faster.

6 Concluding Remarks

Different spatial discretizations including the finite difference method, sine pesudospectral
and Fourier pseudospectral methods were adopted to discretize the energy functional and
constraint for computing the ground state of Bose—Einstein condensation (BEC). Then the
original infinitely dimensional constrained minimization problem was reduced to a finite
dimensional minimization problem with a spherical constraint. A regularized Newton method
was proposed by using a feasible gradient type method as an initial approximation and solving
a standard trust-region subproblem obtained from approximating the energy functional by
its second-order Taylor expansion with a regularized term at each Newton iteration. We
also adopt a cascadic multigrid technique for selecting initial data. The convergence of the
method was established by the standard optimization theory. Extensive numerical examples
of non-rotating BEC in 2D and 3D and rotating BEC in 2D with different trapping potentials
and parameter regimes demonstrated the efficiency and accuracy as well as robustness of
our method. Comparison to existing numerical methods in the literature showed that our
numerical method is significantly faster than those methods proposed in the literature for
computing ground states of BEC.
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