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ABSTRACT. In this paper, we mainly review recent results on mathematical
theory and numerical methods for Bose-Einstein condensation (BEC), based
on the Gross-Pitaevskii equation (GPE). Starting from the simplest case with
one-component BEC of the weakly interacting bosons, we study the reduction
of GPE to lower dimensions, the ground states of BEC including the existence
and uniqueness as well as nonexistence results, and the dynamics of GPE in-
cluding dynamical laws, well-posedness of the Cauchy problem as well as the
finite time blow-up. To compute the ground state, the gradient flow with dis-
crete normalization (or imaginary time) method is reviewed and various full
discretization methods are presented and compared. To simulate the dynamics,
both finite difference methods and time splitting spectral methods are reviewed,
and their error estimates are briefly outlined. When the GPE has symmetric
properties, we show how to simplify the numerical methods. Then we compare
two widely used scalings, i.e. physical scaling (commonly used) and semiclas-
sical scaling, for BEC in strong repulsive interaction regime (Thomas-Fermi
regime), and discuss semiclassical limits of the GPE. Extensions of these re-
sults for one-component BEC are then carried out for rotating BEC by GPE
with an angular momentum rotation, dipolar BEC by GPE with long range
dipole-dipole interaction, and two-component BEC by coupled GPEs. Finally,
as a perspective, we show briefly the mathematical models for spin-1 BEC,
Bogoliubov excitation and BEC at finite temperature.
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1. Introduction. Quantum theory is one of the most important science discoveries
in the last century. It asserts that all objects behave like waves in the micro length
scale. However, quantum world remains a mystery as it is hard to observe quantum
phenomena due to the extremely small wavelength. Now, it is possible to explore
quantum world in experiments due to the remarkable discovery of a new state of
matter, Bose-Einstein condensate (BEC). In the state of BEC, the temperature is
very cold (near absolute zero). In such case, the wavelength of an object increases
extremely, which leads to the incredible and observable BEC.

1.1. Background. The idea of BEC originated in 1924-1925, when A. Einstein
generalized a work of S. N. Bose on the quantum statistics for photons [58] to a
gas of non-interacting bosons [94, 95]. Based on the quantum statistics, Einstein
predicted that, below a critical temperature, part of the bosons would occupy the
same quantum state to form a condensate. Although Einstein’s work was carried
out for non-interacting bosons, the idea can be applied to interacting system of
bosons. When temperature 7' is decreased, the de-Broglie wavelength Aqp of the
particle increases, where A\gg = +/27h2/mkgT, m is the mass of the particle, & is
the Planck constant and kg is the Boltzmann constant. At a critical temperature
T., the wavelength \yp becomes comparable to the inter-particle average spacing,
and the de-Broglie waves overlap. In this situation, the particles behave coherently
as a giant atom and a BEC is formed.

Einstein’s prediction did not receive much attention until F. London suggested
the superfluid He as an evidence of BEC in 1938 [139]. London’s idea had inspired
extensive studies on the superfluid and interacting boson system. In 1947, by de-
veloping the idea of London, Bogliubov established the first macroscopic theory of
superfluid in a system consisting of interacting bosons [57]. Later, it was found
in experiment that less then 10% of the superfluid *He is in the condensation due
to the strong interaction between helium atoms. This fact motivated physicists to
search for weakly interacting system of Bose gases with higher occupancy of BEC.
The difficulty is that almost all substances become solid or liquid at temperature
which the BEC phase transition occurs. In 1959, Hecht [116] pointed out that
spin-polarized hydrogen atoms would remain gaseous even at 0K. Hence, H atoms
become an attractive candidate for BEC. In 1980, spin-polarized hydrogen gases
were realized by Silvera and Walraven [170]. In the following decade, extensive ef-
forts had been devoted to the experimental realization of hydrogen BEC, resulting
in the developments of magnetically trapping and evaporative cooling techniques.
However, those attempts to observe BEC failed.
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In 1980s, due to the developments of laser trapping and cooling, alkali atoms
became suitable candidates for BEC experiments as they are well-suited to laser
cooling and trapping. By combining the advanced laser cooling and the evaporative
cooling techniques together, the first BEC of dilute 3’Rb gases was achieved in
1995, by E. Cornell and C. Wieman’s group in JILA [12]. In the same year, two
successful experimental observations of BEC, with 23Na by Ketterle’s group [86] and
"Li by Hulet’s group [59], were announced. The experimental realization of BEC
for alkali vapors has two stages: the laser pre-cooling and evaporative cooling. The
alkali gas can be cooled down to several uK by laser cooling, and then be further
cooled down to 50nK-100nK by evaporative cooling. As laser cooling can not be
applied to hydrogen, it took atomic physicists much more time to achieve hydrogen
BEC. In 1998, atomic condensate of hydrogen was finally realized [99]. For better
understanding of the long history towards the Bose-Einstein condensation, we refer
to the Nobel lectures [80, 126].

The experimental advances [12, 86, 59] have spurred great excitement in the
atomic physics community and condensate physics community. Since 1995, numer-
ous efforts have been devoted to the studies of ultracold atomic gases and various
kinds of condensates of dilute gases have been produced for both bosonic particles
and fermionic particles [11, 84, 97, 130, 147, 149, 154]. In this rapidly growing
research area, numerical simulation has been playing an important role in under-
standing the theories and the experiments. Our aim is to review the numerical
methods and mathematical theories for BEC that have been developed over these
years.

1.2. Many body system and mean field approximation. We are interested
in the ultracold dilute bosonic gases confined in an external trap, which is the case
for most of the BEC experiments. In these cold dilute gases, only binary interaction
is important. Hence, the many body Hamiltonian for N identical bosons held in a
trap can be written as [133, 130]

N 2
Hy=Y" (_;—mAj + V(xj)> + Y Vimlxg —x), (1.1)

=1 1<j<k<N

where x; € R? (j = 1,..., N) denote the positions of the particles, m is the mass
of a boson, A; is the Laplace operator with respect to x;, V(x;) is the external
trapping potential, and Vit (x; —xx) denotes the inter-atomic two body interactions.
The wave function Uy := Uy (xy,...,xn,t) € L2(R?*N x R) is symmetric, with
respect to any permutation of the positions x;. The evolution of the system is then
described by the time-dependent Schrédinger equation

ih@t\I!N(xl, . ,XN,t) = HN\IJN(Xl, e ,XN,t). (12)

Here ¢ denotes the imaginary unit. In the sequel, we may omit time ¢ when we write
the N body wave function ¥ y.

In principle, the above many body system can be solved, but the cost increases
quadratically as N goes large, due to the binary interaction term. To simplify the
interaction, mean-field potential is introduced to approximate the two-body interac-
tions. In the ultracold dilute regime, the binary interaction Vi, is well approximated
by the effective interacting potential:

Vint (X5 — Xx) = g 6(x; — Xx), (1.3)
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where 4(+) is the Dirac distribution and the constant g = % Here a, is the s-
wave scattering length of the bosons (positive for repulsive interaction and negative
for attractive interaction), and it is related to the potential Viy, [133]. The above
approximation (1.3) is valid for the dilute regime case, where the scattering length
as is much smaller than the average distance between the particles.
For a BEC, all particles are in the same quantum state and we can formally take
the Hartree ansatz for the many body wave function as

Uy (x1,..oxnst) = [ [vu(x; 1), (1.4)

with the normalization condition for the single-particle wave function ¥y as

/R3 lbar (%, )2 dx = 1. (1.5)

Then the energy of the state (1.4) can be written as

B=N [ [ vuntof +Veokut0f + - lontolt] ax 00

Let us introduce the wave function for the whole condensate
P(x,t) = VN (x,t). (1.7)

Neglecting terms of order 1/N, we obtain the energy of the N body system as

h? 1
B = [ || ATue 0 + VOl 0P + Jalvx ol ax (1)
R3 [ 4T 2
where the wave function is normalized according to the total number of the particles,

/ 1h(x,t)|* dx = N. (1.9)
R3

Eq. (1.8) is the well-known Gross-Pitaevskii energy functional. The equation gov-
erning the motion of the condensate can be derived by [153]

SE(Y)
o
where 1) denotes the complex conjugate of 1 := 9(x,t). Eq. (1.10) is a non-
linear Schrodinger equation (NLSE) with cubic nonlinearity, known as the Gross-

Pitaevskii equation (GPE).

In the derivation, we have used both the dilute property of the gases and the
Hartree ansatz (1.4). Eq. (1.4) requires that the BEC system is at extremely low
temperature such that almost all particles are in the same states. Thus, mean field
approximation (1.8) and (1.10) are only valid for dilute boson gases (or usually
called weakly interacting boson gases) at temperature 7' much smaller than the
critical temperature Tt.

The Gross-Pitaevskii (GP) theory (1.10) was developed by Pitaevskii [152] and
Gross [109] independently in 1960s. For a long time, the validity of this mean
field approximation lacks of rigorous mathematical justification. Since the first
experimental observation of BEC in 1995, much attention has been paid to the
GP theory. In 2000, Lieb et al. proved that the energy (1.8) describes the ground
state energy of the many body system correctly in the mean field regime [133, 134].
Later H. T. Yau and his collaborators studied the validity of GPE (1.10) as an

2
mowxt) = S0 = | v bl 010
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approximation for (1.2) to describe the dynamics of BEC [96], without the trapping
potential V(x).

GP theory, or mean field theory, has been proved to predict many properties of
BEC quite well. It has become the fundamental mathematical model to understand
BEC. In this review article, we will concentrate on the GP theory.

1.3. The Gross-Pitaevskii equation. As shown in section 1.2, at temperature
T < T, the dynamics of a BEC is well described by the Gross-Pitaevskii equation
(GPE) in three dimensions (3D)

ihOpb(x,t) = —%Vz + V(x) + Ngly(x, t)|2] P(x,t), xR t>0, (1.11)

where x = (1,y,2)7 € R? is the Cartesian coordinates, V is the gradient operator
and V2 := V-V = A is the Laplace operator. In fact, the above GPE (1.11) is
obtained from the GPE (1.10) by a rescaling ¢ — v/N1, noticing (1.9), the wave
function + in (1.11) is normalized by

w0 = [ xR do = 1. (1.12)

1.3.1. Different external trapping potentials. In the early BEC experiments, a single
harmonic oscillator well was used to trap the atoms in the condensate [84, 60].
Recently more advanced and complicated traps are applied in studying BEC in
laboratory [153, 145, 61, 72]. Here we present several typical trapping potentials
which are widely used in current experiments.

I. Three-dimensional (3D) harmonic oscillator potential [153]:

m

Vho(X) = Vho(2) + Vho(y) + Vio(2),  Vio(a) = §w§a27 a=wzy,z2  (113)

where w;, wy and w, are the trap frequencies in z-, y- and z-direction, respectively.
Without loss of generality, we assume that w, < w, < w, throughout the paper.

II. 2D harmonic oscillator + 1D double-well potential (Type I) [145]:
m 2\ 2
Vi (%) = Vi (@) + Vio(®) + Vho(2), Vi (z) = oot (a2 —a2)°,  (1.14)

w w 2 xr
where +a are the double-well centers in z-axis, v, is a given constant with physical
dimension 1/[s m]'/2.
III. 2D harmonic oscillator + 1D double-well potential (Type II) [118, 67]:

Viw (00 = Vil (@) + Vao(y) + Vho(2). Vit (@) = e (le] —@)*. (115)

w w

IV. 3D harmonic oscillator + optical lattice potential [79, 153, 3]:
Viop (X) = Vio (%) 4+ Vopt (2) + Vopt () +Vopt (2),  Vopt (@) = I Eq sin®(gae), (1.16)

where ¢, = 27/, is fixed by the wavelength A, of the laser light creating the
stationary 1D lattice wave, E, = h%§2/2m is the so-called recoil energy, and I, is
a dimensionless parameter providing the intensity of the laser beam. The optical
lattice potential has periodicity To = 7/da = Aa/2 along a-axis (a = x,y, 2).

V. 3D box potential [153]:
Vi) = {

0, 0<x,y,z <L,
0, otherwise.

(1.17)
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where L is the length of the box in the x-, y-, z-direction.

For more types of external trapping potential, we refer to [153, 151]. When a
harmonic potential is considered, a typical set of parameters used in experiments
with 87Rb is given by
m = 1.44 x 10" *°[kg], w, = w, = w, = 207 [rad/s],a = 5.1x10"?[m], N : 10% ~ 107
and the Planck constant has the value

h=1.05x 1073 [Js].

1.3.2. Nondimensionlization. In order to nondimensionalize Eq. (1.11) under the
normalization (1.12), we introduce

. . . E
= x=2 SR =een, BH=S2 iy

where t5, s and E, are the scaling parameters of dimensionless time, length and

energy units, respectively. Plugging (1.18) into (1.11), multiplying by tg/m:r;ﬂ,
and then removing all”; we obtain the following dimensionless GPE under the nor-
malization (1.12) in 3D:

10 (x,t) = —%V%/)(x, t) + V(x)(x,t) + klY(x, t)[2h(x, 1), (1.19)

where the dimensionless energy functional F(1)) is defined as

Bw) = [ 510+ vealul + 1ot o (1.20)

and the choices for the scaling parameters t; and x,, the dimensionless potential
V(x) with 7, = tsw, and 7, = tsw,, the energy unit Es = h/t; = h%/ma?, and the
interaction parameter k = 4rasN/xs for different external trapping potentials are
given below [136]:

I. 3D harmonic oscillator potential:
1 h 1
ts = —, xs= , V(x)= 3 (w2 +7§y2 + 7322) )

Wy MWy

II. 2D harmonic oscillator + 1D double-well potential (type I):

m Y3 h Y3 a 1 2 2\2 2 2 2.2
(@) () e vyt

III. 2D harmonic oscillator + 1D double-well potential (type II):
1 h

ls=—, Ts= )
Wy MWy

a 1
o= V) =5 [(lel - @) + 27 49227

IV. 3D harmonic oscillator + optical lattice potentials:

; 1 h i 27T2x§IT 2mxs
= Ty = ) = "2 =5 T=2,Y,%,
W SV mwy T A2 i Ar Y

1
V(x) = 5(:102 + 7§y2 +722%) + kp sin®(qpx) + Ky sin? (qyy) + k- sin?(q.2).
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V. 3D Box potential:

mL?

t, = R V(x):{o’ 0<z,y,2<1,

00, otherwise.

h

1.3.3. Dimension reduction. Under the external potentials I-IV, when w, ~ 1/t; =
wy and w, > 1/ts =w, (& vy = 1 and 7, > 1), i.e. a disk-shape condensate, the
3D GPE can be reduced to a two dimensional (2D) GPE. In the following discussion,
we take potential I, i.e. the harmonic potential as an example.

For a disk-shaped condensate with small height in z-direction, i.e.

Wy R Wy, Wy > Wy, = YRl >, (1.21)

the 3D GPE (1.19) can be reduced to a 2D GPE by assuming that the time evolu-
tion does not cause excitations along the z-axis since these excitations have larger
energies at the order of fw, compared to excitations along the x and y-axis with
energies at the order of hw,.

To understand this [31], consider the total condensate energy E (1(t)) with

Dl1) = (1)
BO0) = 5 [ IVo@Pixg [ @ i) P

2
+X= / 22p()2dx + & / (1) 4dx. (1.22)
2 Jgs 2 Jps
Multiplying (1.19) by 1; and integrating by parts show the energy conservation
E((t) =E (), t=0, (1.23)

where ¢ = 1 (t = 0) is the initial function which may depend on all parameters -,
v, and k. Now assume that 1 satisfies

E(ir)
2
Take a sequence v, — oo (and keep all other parameters fixed). Since [g4 [¢(t)]? dx
= 1, we conclude from weak compactness that there is a positive measure n°(t)
such that

— 0, as 7y, — 00. (1.24)

[p(t)|* = n°(t) weakly as 7, — oo.

Energy conservation implies

/ z2|z/1(t)|2 dx — 0, as v, — oo,
]R3

and thus we conclude concentration of the condensate in the plane z = O:
n’(z,y, 2,t) = ny(,y,1)8(2),

where n3(t) := n3(z,y,t) is a positive measure on R?.

Now let 13 = 13(z) be a wave function with

[ wae)? dz =1,
R
depending on v, such that
[s(2)[* — d(2), as 7y, — oo. (1.25)
Denote by Sta the subspace
Stac = {¢ = ¥a(z,y)¢¥3(2) | Y2 € L*(R?)} (1.26)
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and let
I: L*(R3) — Sp.. € L*(R?) (1.27)
be the projection on St,:
(). = wa(2) | Fal) vl ) o (1.28)
Now write the equation (1.19) in the form
10 = A + F(¥), (1.29)

where Ay stands for the linear part and F(¢) for the nonlinearity. Applying II to
the GPE gives

10, (1) =T1AY + I1LF (¢)
=IA(IIY) + ILF(IIy) + I ((ITA — Ay 4+ (ILF () — F(IIy))) . (1.30)

The projection approximation of (1.19) is now obtained by dropping the commutator
terms and it reads

i0y(lo) = ILA(Ilo) + ILF(Ilo), (1.31)
(Lo)(t = 0) = Iy, (1.32)

or explicitly, with
(o) (x, y, z,t) =: Ya(x,y,t)1h3(2), (1.33)

we find

104 = —%v%z + % (z® + 705" + C) 2 + (ﬁ/ V3 (2) dz> [a|?1ha,  (1.34)

c= [~ HuPat [

— 00 o0

where
2

‘% dz.

Since this GPE is time-transverse invariant, we can replace ¢y — 1 e /2 and

drop the constant C' in the trap potential. The observables are not affected by this.
For the same reason, we will always assume that V(x) > 0 in (1.11).

The ‘effective’ GPE (1.34) is well known in the physical literature, where the
projection method is often referred to as ‘integrating out the z-coordinate’. How-
ever, an analysis of the limit process v, — oo has to be based on the derivation as
presented above, in particular on studying the commutators 114 — AII, TIF — FII .
In the case of small interaction 8 = o(1) [53], a good choice for 13(z) is the ground
state of the harmonic oscillator in z-dimension:

vste) = (L) et (1.35)

s

For condensates with interaction other than small interaction the choice of 3 is
much less obvious. Often one assumes that the condensate density along the z-axis
is well described by the (z,y)-trace of the ground state position density |¢,|?

Wl 2 0P = ale. O [ 1oy dndy (130)
R

and (taking a pure-state-approximation)

Ps3(z) = (/R2 |pg (2,9, 2)|? dxdy) 1/2. (1.37)
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Similarly, when wy, > 1/t; = wy and w, > 1/t = w, (& 7, > 1 and 7. > 1),
i.e. a cigar-shaped condensate, the 3D GPE can be reduced to a 1D GPE. For a
cigar-shaped condensate [31, 151, 153]

Wy > Wy, Wy > Wy, — vy >1, >, (1.38)

the 3D GPE (1.11) can be reduced to a 1D GPE by proceeding analogously.
Then the 3D GPE (1.11), 2D and 1D GPEs can be written in a unified way

1
iatw(xv t) = _§V2¢(X7 t) + V(X)w(xa t) + ﬂ |¢(X7 t)|2w(xa t)v X € Rda (139)
where
”y%xQ, d=1,
Vet +v2y%) d=2, (1.40)
3 (3 +2y? +922%), d=3;

fRQ ¢§3(ya Z) dde,
B=k fR ¥i(2) dz, V(x) =
L,

N[ D= N[

where 7, > 1 is a constant and 93(y, 2) € L? (R2) is often chosen to be the z-trace

of the ground state ¢y(z,y,2) in 3D as Yo3(y, 2) = ([ [dg(2, ¥, 2 )|2dgc)1/2 which
is usually approximated by the ground state of the corresponding 2D harmonic
oscillator [31, 151, 153]. The normalization condition for (1.39) is

/Rd lb(x, £)[2 dx = 1, (1.41)

and the energy of (1.39) is given by

B0) = [ |5IT000R + Vel 0P + Sl ax (a2)

For a weakly interacting condensate, choosing 23 and 3 as the ground states of
the corresponding 2D and 1D harmonic oscillator [31, 151, 153], respectively, we
derive,

('Yy'YZ)l/z d=1
27 ’ -

B:=k /=, d=2, (1.43)
1, d=3.

1.3.4. BEC on a ring. BEC on a ring has been realized by choosing Toroidal po-
tential (3D harmonic oscillator +2D Gaussian potential) [161]:
2 2
_oz +tv
Vior (X) = Vho (X) + Vgau(xv y), Vgau(xv y) = Woe “o (144)
where Vgay is produced by a laser beam, wg is the beam waist, and Vj is related to
the power of the plug-beam.
In the quasi-1D regime [161], w; = wy = wy, the toroidal potential can be written
in cylindrical coordinate (r, 6, z) as
2

Vior(r, 0, 2) = 5&) r? + Ew 22+ Voe 3. (1.45)

When w,,w, > 1, the dynamics of BEC in the ring trap (1.44) would be confined

T

—2
inr = R and z = 0, where —w 2 4 Vye 3 attains the minimum at R. Then
similar to the above dlmenswn reductlon process and nondimensionlization, we can
obtain the dimensionless 1D GPE for BEC on a ring as [110]:

i0b(0, 1) = —%aggw(e,t) +BRG6,), 6e0,27], t>0, (1.46)
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with periodic boundary condition, where 1 := (0, t) is the wave function and 3 is
a dimensionless parameter.

1.4. Outline of the review. Concerning the GPE (1.39), there are two basic
issues, the ground state and the dynamics. Mathematically speaking, the dynamics
include the time dependent behavior of GPE, such as the well-posedness of the
Cauchy problem, finite time blow-up, stability of traveling waves, etc. The ground
state is usually defined as the minimizer of the energy functional (1.42) under the
normalization constraint (1.41). In the remaining part of the paper, we will review
the mathematical theories and numerical methods for ground states and dynamics
of BECs.

In section 2, we review the theories of GPE for single-component BEC. Existence
and uniqueness, as well as other properties for the ground states are presented. Well-
posedness of the Cauchy problem for GPE is also reviewed. The rigorous analysis on
the convergence rates for the dimension reduction is introduced in section 2.3. After
an overview on the mathematical results for GPE, we list the numerical methods
to find the ground states and compute the dynamics for GPE in sections 3 and 4,
respectively. The most popular way for computing the ground states of BEC is the
gradient flow with discrete normalization (or imaginary time) method. Section 3
provides a solid mathematical background on the method and details on the full
discretizations. For computing the dynamics of GPE, the traditional finite difference
methods and the popular time splitting methods are taken into consideration in
section 4, with rigorous error analysis.

In section 5, we investigate the rotating BEC with quantized vortices. There
exist critical rotating speeds for the vortex configuration. In order to compute the
ground states and dynamics of rotating BEC in the presence of the multi-scale
vortex structure, we report the efficient and accurate numerical methods in section
6. For fast rotating BEC, the semiclassical scaling is usually adopted other than
the physical scaling used in the introduction. We demonstrate these two different
scalings in section 7, for the whole space case (harmonic trap) and the bounded
domain case (box potential). In fact, the semiclassical scaling is very useful in the
case of Thomas-Fermi regime.

Section 8 is devoted to the mathematical theory and numerical methods for dipo-
lar BEC. There are both isotropic contact interactions (short range) and anisotropic
dipole-dipole interactions (long range) in a dipolar BEC, and the dipolar GPE in-
volves a highly singular kernel representing the dipole-dipole interaction. We over-
come the difficulty caused by the singular kernel via a reformulation of the dipolar
GPE, and carry out accurate and efficient numerical methods for dipolar BECs.
In section 9, we consider a two component BEC, which is the simplest multi com-
ponent BEC system. Ground state properties as well as dynamical properties are
described. Efficient numerical methods are proposed by generalizing the existing
methods for single component BEC. Finally, we briefly introduce some other impor-
tant topics that are not covered in the current review in section 10, such as spinor
BEC, Bogoliubov excitations and BEC at finite temperatu re.

Throughout the paper, we adopt the standard Sobolev spaces and write the ||- ||,
for standard LP(R?) norm when there is no confusion on the spatial variables. The
notations are consistent in each section, and the meaning of notation remains the
same if not specified.
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2. Mathematical theory for the Gross-Pitaevskii equation. In this section,
we consider the dimensionless GPE in d (d = 1,2, 3) dimensions (1.39),

0 (x, 1) = —%VQUJ(X, B+ V) + 8 [ 2o 1), x€RY  (2.1)

where V(x) > 0 is a real-valued potential and 8 € R is treated as an arbitrary
dimensionless parameter. The GPE (2.1) can be generalized to any dimensions and
many results presented here are valid in higher dimensions, but we focus on the
most relevant cases d = 1,2, 3 for BEC.

There are two important invariants, i.e., the normalization (mass),

N o) = [ WP dx=Nwo) = [ 0P dc=1, £20, (22)

and the energy per particle
1
B 0) = [ [5I90P + Vool + Siul| ax= Bwco, 120, @3
R4

In fact, the energy functional E (1)) can be split into three parts, i.e. kinetic energy
Exin(¥), potential energy Epot (1) and interaction energy Fiyy (1), which are defined
as

Eim(¢):/Rd§|¢(x,t)|4dx, Epot(d)):/RdV(x)W(x,t)Fdx, (2.4)

1
Bian(0) = [ 5IV000 dx, E(W) = Ban() + Epos(¥) + Eun(v). (25
R
For convenience, we introduce the following function spaces:

Ly = {6l [ VeleeoPax <oof, X = X(RY = R 0 Ly (R
(2.6)

2.1. Ground states. To find the stationary solution of (2.1), we write
b(x,t) = p(x) e, (2.7)

where p is the chemical potential of the condensate and ¢(x) is a function indepen-
dent of time. Substituting (2.7) into (2.1) gives the following equation for (u, ¢(x)):

pp(x) = —%A¢>(X) + V(x)p(x) + Blo(x)[*p(x), x € RY, (2.8)

under the normalization condition
2.= 2dx = 1. 2.9
ol = [ o6 (2.9)

This is a nonlinear eigenvalue problem with a constraint and any eigenvalue i can
be computed from its corresponding eigenfunction ¢(x) by

wo= uo)= [ [5IV09 +VGl6GI + Aot | ax

— @)+ [ 5Io6tix = B) + Bu(o). (2.10)

The ground state of a BEC is usually defined as the minimizer of the following
minimization problem:
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Find ¢, € S such that

E,=F =min £ 2.11
g (¢9) = min £(¢), (2.11)
where S = {¢ | ||¢|l2 =1, E(¢) < oo} is the unit sphere.

It is easy to show that the ground state ¢4 is an eigenfunction of the nonlinear
eigenvalue problem. Any eigenfunction of (2.8) whose energy is larger than that of
the ground state is usually called as excited states in the physics literatures.

2.1.1. Ezistence. In this section, we discuss the existence and uniqueness of the
ground state (2.11). Denote the best Sobolev constant Cj, in 2D as

197120y 1 3oy

Cy = in
0#£fEHL(R?) [aly e

(2.12)

The best constant Cj, can be attained at some H'! function [187] and it is crucial in
considering the existence of ground states in 2D.
For existence and uniqueness of the ground state, we have the following results.

Theorem 2.1. (Ezistence and uniqueness) Suppose V(x) > 0 (x € R?) satisfies
the confining condition
lim V(x) = oo, (2.13)
|x|—00

there exists a ground state ¢, € S for (2.11) if one of the following holds

(1)) d=2, B > —Ch;

(1ii) d =1, for all B € R.
Moreover, the ground state can be chosen as mnonnegative |¢4|, and ¢, = e|¢,| for
some constant § € R. For 8 > 0, the nonnegative ground state |¢g4| is unique. If
potential V(x) € L2, the nonnegative ground state is strictly positive.

loc’
In contrast, there exists no ground state, if one of the following holds:

(1)d=3, B<0;
(i) d=2, B < —Cy.

To prove the theorem, we present the following lemmas.
Lemma 2.1. Suppose that V(x) > 0 (x € RY) satisfies ‘l‘im V(x) = oo, the
X|—00

embedding X — LP(RY) is compact, where p € [2,00] for d = 1, p € [2,00) for
d=2, and p € [2,6) for d = 3.

Proof. Tt suffices to prove the case for p = 2 and the other cases can be obtained
by interpolation in view of the Sobolev inequalities. Since X is a Hilbert space,
we need show that any weakly convergent sequence in X has a strong convergent
subsequence in L?(R?). Taking a bounded sequence {¢"}°°; C X such that

" — ¢ in X, (2.14)
in order to prove the strong L?(R?) convergence of the sequence, we need only prove
that

0" | L2ray = [10]] L2ra)- (2.15)
Using the weak convergence, there exists C' > 0 such that [, V(x)|¢"[?dx < C.
For any € > 0, from lim V(x) = oo, there exists R > 0 such that V(x) > % for

|x|—00
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|x| > R, which implies that
/ n " * < e. (2.16)

For |x| > R, applying Sobolev embedding theorem, we obtain

/|| |p|* dx = lim |p" |? dx. (2.17)
x|<R

Combining (2.16) and (2.17) together as well as the lower semi-continuity of the
L?(R?) norm, we have

limsup [|¢" (|72 gay — € < [|9)172(gay < liminf [|6" (172 ga)- (2.18)
n—00 n—0o0

Hence we get [|¢"||2(ray — [|@]| 12(re) and the strong convergence in L?(R?) holds
true. The conclusion then follows. O

The following lemma ensures that the ground state must be nonnegative.
Lemma 2.2. For any ¢ € X (RY) and energy E(-) (2.3), we have
E(8) > () (2.19)
and the equality holds iff ¢ = e*|¢| for some constant € R.
Proof. Noticing the inequality for ¢ € H'(R?) (d € N)[131],

VIl L2rey < VOl L2(ray, (2.20)
where the equality holds iff ¢ = €¥|¢| for some constant # € R, a direct application
implies the conclusion. g

The minimization problem (2.11) is nonconvex, but it can be transformed to a
convex minimization problem through the following lemma when g > 0.

Lemma 2.3. ([134]) Considering the density p(x) = |¢(x)|*> >0, for \/p € S, the
energy E(\/p) (2.3) is strictly convex in p if 3> 0.

Proof. The potential energy (2.4) is linear in p and the interaction energy (2.4) is
quadratic in p. Hence, Epoy + Eint is convex in p. For ¢1(x) = /p1(x), p2(x) =

p2(x) € S (p1,p2 > 0), we have ¢g(x) = \/p1(x) + (1 —0)p2(x) € S for any
6 € (0,1). Using Cauchy inequality, we get

s VI GIVIV: () + T DaGIVT = 0V (x)|
= 001 (%) + (1= 0)px)
<0p1(x) + (1~ O)p2(x)) (OIVoL () + (1 - 0)|[Vha(x)?)
: Op1 (%) + (1 — 0)pa()
O[T ()| + (1 - )|V ()2,

which implies the convexity of the kinetic energy Eyi, (2.5) (with possible approx-
imation procedure). The conclusion then follows. |

|V¢9 (X
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Proof of Theorem 2.1: We separate the proof into the existence and nonexistence
parts.

(1) Existence. First, we claim that the energy F (2.3) is bounded below under
the assumptions. Case (i) is clear. For case (ii), using the constraint ||¢||3 = 1 and
Gagliardo-Nirenberg inequality, we have

Bllolls = =113 - IVell3 = [ Voll3.

For case (iii), using Cauchy inequality and Sobolev inequality, for any € > 0, there
exists C. > 0 such that

el < lIollZllels < I8ll5 < IVol2llglle < elIVel3 + C-,

which yields the claim. Hence, in all cases, we can take a sequence {¢"}22; mini-
mizing the energy E in S, and the sequence is uniformly bounded in X. Taking a
weakly convergent subsequence (denoted as the original sequence for simplicity) in
X, we have

" — ¢, weakly in X. (2.21)

Lemma 2.1 ensures that {¢™} 7 | converges to ¢ in L? where p is given in Lemma
2.1. Combining the lower-semi-continuity of the H' and Ly norms, we conclude
that > € S is a ground state [134]. Lemma 2.2 ensures that the ground state
can be chosen as the nonnegative one. Actually, the nonnegative ground state is
strictly positive [134]. The uniqueness comes from the strict convexity of the energy
in Lemma 2.3.

(2) Nonexistence. Firstly, we consider the case d = 3, i.e. case (I'). If 5 <0, let
o(x) = r—ie~x’/2 € § and denote

¢°(x) =3 2p(x/e) € S, €>0, (2.22)
we find
C C
E(¢°) = 5—21+%+03+O(1), C1,Cy > 0. (2.23)

Hence E(¢°) — —oo as ¢ — 0" which shows that there exists no ground state.
Secondly, we consider the case d = 2. Let ¢,(x) (x € R?) be the smooth, radial
symmetric (decreasing) function such that the best constant Cj, is attained in (2.12).
If B < —C, let ¢5(x) = 1gp(x/€) (¢ > 0), and we have
B+ Gy

E(¢}) = 5oz T Cyi+O(1) ase — 0T, (2.24)

As e — 0%, E(¢;) — —oo, which shows that there exists no ground state. For
B =—Cyp, ase — 07, ¢ will converge to the Dirac distribution and the infimum of
the energy F will be the minimal of V(x) (suppose V(x) take minimal at origin),
given by the sequence ¢;. Thus, there exists no ground state for 3 = —Cj,. The
proof is complete. g

Remark 2.1. The conclusions in Theorem 2.1 hold for potentials satisfying the
confining condition, including the box potential as in (1.17). Since box potentials are
not in L2, there exists zeros in the ground state at the points where V(x) = +o0.

Results for the 3D case were first obtained by Lieb et al. [134].
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2.1.2. Properties of ground states. In this section, when we refer to the ground
state, the conditions guaranteeing the existence in Theorem 2.1 are always assumed
and potentials are locally bounded.

For the ground state ¢4, € S, we have the following Virial theorem when V' (x) is
homogenous.

Theorem 2.2. (Virial identity) Suppose V(x) (x € R, d = 1,2,3) is homogenous
of order s > 0, i.e. V(Ax) = AV (x) for all A € R, then the ground state solution
¢g €S for (2.11) satisfies

2Fxin(¢g) — 8 Epot(@g) + d Eing(¢g) = 0. (2.25)

Proof. Consider ¢°(x) = e~ %2¢,(x/e) € S (¢ > 0), and use the stationary condi-

tion of the energy E(¢°) at e = 1, then we get dEd(jE) }521 = 0, which yields the

Virial identity (2.25). O

Many properties of the ground state are determined by the potential V (x).

Theorem 2.3. [134](Symmetry) Suppose V(x) is spherically symmetry and mono-
tone increasing, then the positive ground state solution ¢4 € S for (2.11) must be
spherically symmetric and monotonically decreasing.

Proof. This fact comes from the symmetric rearrangements. O

To learn more on the ground state, we study the Euler-Lagrange equation (2.8).

Theorem 2.4. The ground state of (2.11) satisfies the Euler-Lagrange equation
(2.8). Suppose V(x) € L2, the ground state ¢4 € S of (2.11) is HZ .. In addition,

loc?

if Ve C°, the ground state is also C*°.

Proof. 1t is easy to show the ground state satisfies the nonlinear eigenvalue problem
(2.8). The regularity follows from the elliptic theory. O

For confining potentials, we can show that ground states decay exponentially fast
when |x| — occ.

Theorem 2.5. Suppose that 0 < V(x) € LZ_ satisfies (2.13) and ¢, € S is a

loc

ground state of (2.11). When 8 > 0, for any v > 0, there exists a constant C, > 0
such that

lpg(x)] < Ce ™™ xeRY d=1,2,3. (2.26)

Proof. The proof for d = 3 is given in [134] and the cases for d = 1,2 are the same.
For any v > 0, rewrite the Euler-Lagrange equation (2.8) for ¢, as

1 2 §
Q5v2+%)¢g=(u+%-—v—ﬁwaﬂ¢m (2:27)

Making use of the d-dimensional Yukawa potential Y (x) (d = 1,2, 3) [131] associ-
ated with —%VQ + ”;, ¢4 can be expressed as

2

0 = [ Vi3 [ut G-V - BloP| v, @28)
]Rd
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Noticing that ¢4 and the Yukawa potential are positive and V' is confining potential,

we see that for sufficiently large R > 0, u + ”72 —V(x) — Blog(x)]* <0 for [x| > R.
Thus, we get
2

W< [ ¥y [t G Ve B mE| dy. @)

Noticing that Y € L2 (d = 1,2,3) and |Y¥(x)| < Ce "I for sufficiently large
|x|, we find

2
C, = sup/ e”‘x‘Yd”(x -y) [u—i— v Viy) — B|¢g(y)|2] dy < oo, (2.30)
x Jly|<R 2

and the conclusion (2.26) holds. |

Remark 2.2. Results (2.26) can be generalized to 1D case for arbitrary 3, where
léglloo is bounded by Sobolev inequality. The proof is the same.

For convex potentials, the ground states are shown to be log concave.

Theorem 2.6. Suppose V(x) (x € R, d = 1,2,3) is convex, then the positive
ground state ¢4 of (2.11) is log concave, i.e. In(¢y(x)) is concave,

In(gy(Ax + (1= N)y)) = An(dy(x) + (1 = A In(ey(y)), xy €R? Ae[0,1].
Proof. See [134]. O

When £ > 0, we can actually estimate the L* bound for the ground state.

Theorem 2.7. Suppose that 0 < V(x) € C. (o > 0) satisfies (2.13) and > 0.
Let ¢, be the unique positive ground state of (2.11), we have

6ol < /52, 11y = E(8,) + 516,11 (2.31)

The chemical potential g < 2E(dy) and hence can be bounded by choosing arbitrary
testing function.

Proof. Applying elliptic theory to the Euler-Lagrange equation,
1
HgPg = <_§V2 +V+ ﬂ|¢g|2) bg, (2.32)

we get ¢g € 01203 From Theorem 2.5, ¢4 is bounded in L*°. Consider the point xgq
where ¢, takes its maximal, we can obtain

poda) = (=570 + V4810, ) | 040

> [V(XO) + B|¢9(XO)|2] ¢g(x0) > B|¢g(x0)|2¢g(x0)a

and so

bgll% = |y (x0)]? < %. (2.33)
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Remark 2.3. In 2D and 3D, for small 8 > 0 or 8 < 0, the L estimate above
can be improved by employing the WP estimates for (2.32) and the embedding
H?(RY) — L*(R?) (d = 2,3). In 1D, L™ bound can be simply obtained by
H'(R) — L>*(R), while the H' norm can be estimated by the energy.

2.1.3. Approzimations of ground states. For a few external potentials, we can find
approximations of ground states in the weakly interaction regime, i.e. |8] = o(1),
and strongly repulsive interaction regime, i.e. 8> 1 [33, 37]. These approximations
show the leading order behavior of the ground states and they can be used as initial
data for computing ground states numerically.

Under a box potential, i.e. we take

0 = T'eU=(0,1)4
vy = x=Enesm)te =015 (2.34)
400, otherwise,

n (2.8). When 8 =0, i.e. linear case, (2.8) collapses to

1
po =350, oo =0, ol = [ loGPdx=1.  (23)
U

For this linear eigenvalue problem, it is easy to find an orthonormal set of eigen-
functions as [31, 151, 153]

x) = [[ ¢jn.(@m), ¢1(x) = V2sin(irz), 1 €N, I = (ji, -~ ,ja) € N?, (2.36)

with the corresponding eigenvalues as

1
Hi= Y pie  m=glet o leN. (2.37)

Thus, for linear case, we can find the exact ground state as ¢y4(x) = ¢(1.... ,1)(x)
In addition, when |3] = o(1), we can approximate the ground state as ¢4(x) ~
é(1,...,1)(x). The corresponding energy and chemical potential can be found as

E, = E(¢g) = E(¢q,... 1y(x)) = dr?/2+ O(B),
pg = 1(dg) = (¢, 1)(%)) = dn’ /2 + O(B).
On the other hand, when 5 > 1, by dropping the diffusion term (i.e. the first term

on the right hand side of (2.8)) — Thomas-Fermi (TF) approximation — [131, 11],
we obtain

By 0y (%) =Blog" ()" (x),  xeU. (2.38)

From (2.38), we obtain
((TF
g " (x) = % xeU. (2.39)

Plugging (2.39) into the normalization condition, we obtain

MTF MTF
1= / |¢EF(X)|2 dx = 9 gx="9_ = MEF = 5. (2'40)
v B B

The TF energy ETF is obtained via (2.10),

ETF = T ﬂ/ |GTF [+ dx “q - g (2.41)
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Therefore, we get the TF approximation for the ground state, the energy and the
chemical potential when S8 > 1:

bg(x) ~ ¢y (x) =1, x€U, (2.42)
g
E,~E}" = 5 MR pg" =B (2.43)

It is easy to see that the TF approximation for the ground state does not satisfy
the boundary condition ¢|gy = 0. This is due to removing the diffusion term in
(2.8) and it suggests that a boundary layer will appear in the ground state when
B > 1. Due to the existence of the boundary layer, the kinetic energy does not go
to zero when 8 — oo and thus it cannot be neglected. Better approximation with
matched asymptotic expansion can be found in [37].

Under a harmonic potential, i.e. we take V' (x) as (1.40). When § = 0, the exact
ground state can be found as [31, 151, 153]

% w7 © =1

g=d B =l Gl et any
Yoty +7z (Yoyyy=) (e gy e 22) /2 .

2 g € T AR, d =3

Thus when || = o(1), the ground state ¢, can be approximated by (;52, ie.

Pg(x) = gbg(x), x € R%.

Again, when 8 > 1, by dropping the diffusion term (i.e. the first term on the right
hand side of (2.8)) — Thomas-Fermi (TF) approximation — [131, 11], we obtain

py by (%) = V(%) " (%) + Blog " (0)[Py " (x), xR (2.44)
Solving the above equation, we get
84() ~ 637 (x) = { YUaTVRN B V00 <
0, otherwise,

where 1" is chosen to satisfy the normalization ||¢; " [l2 = 1. After some tedious
computations [33, 37], we get

2/3 2/3
1 (387 3 387z _
(22" S0 e
1/2
/LEF — ( Yo vy E;]FF - % (ﬂv;w 7 d=2,
1 (155%%%)2/5 5 (15/37271/72)2/5 d=3
2 47 ? 14 47 ) .

It is easy to verify that the Thomas-Fermi approximation (2.45) does not have limit
as 3 — oo.

Remark 2.4. For the harmonic potential (1.40), the energy of the Thomas-Fermi
approximation is unbounded, i.e.

E(¢y") = +oo. (2.46)

This is due to the low regularity of (b;rF at the free boundary V(x) = u;rF. More
precisely, ¢;rF is locally C''/2 at the interface. This is a typical behavior for solutions
of free boundary value problems, which indicates that an interface layer correction
has to be constructed in order to improve the approximation quality.
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2.2. Dynamics. Many properties of dynamics for BEC can be reported by solving
GPE (2.1). In this section, we will consider the well-posedness for Cauchy problem
of GPE (2.1). For BEC, energy (2.3) is an important physical quantity and thus
it is natural to study the well-posedness in the energy space X (R?) (d = 1,2,3)
(2.6).

2.2.1. Well-posedness. To investigate the Cauchy problem of (2.3), dispersive esti-
mates (Strichartz estimates) have played very important roles. For smooth poten-
tials V' (x) with at most quadratic growth in far field, i.e.,

V(x) € C*(R%) and D¥V(x) € L®(R?), for all k € N§ with [k| > 2, (2.47)
where Ny = {0} UN, Strichartz estimates are well established [73, 175].

Definition 2.1. In d dimensions (d = 1,2, 3), let ¢’ and 7’ be the conjugate index
of gand r (1 < ¢, < 00), respectively, i.e. 1 =1/¢'+1/qg=1/r"+1/r, we call the
pair (q,r) admissible and (¢’,7’) conjugate admissible if

2 _a(3-2), o

2<r<oo if d=1;2<r<oo if d=2). (2.49)

and

2d
2<r < ——,
=TS a—2
Consider the unitary group e*Hx generated by HY = —3V?+V(x), for V(x)
satisfying (2.47), then the following estimates are available.

Lemma 2.4. (Strichartz’s estimates) Let (q,r) be an admissible pair and (v, o) be
a conjugate admissible pair, I C R be a bounded interval satisfying 0 € I, then we
have

(i) There exists a constant C' depending on I and q such that

<c(I : 2.50
Lo(Lr @) S (L D)llell 2 ray (2.50)

e

—itHY }

(ii) If f € LY(I,L%(R%)), there exists a constant C depending on I, q and o,
such that

/ €7i(tis)H"‘/f(S) ds
INs<t

Using the above lemma, we can get the following results [73, 176].

<CW, g, 9l fll (1,00 (r))- (2.51)
La(I,Lm(R%))

Theorem 2.8. (Well-posedness of Cauchy problem) Suppose the real-valued trap
potential satisfies V(x) >0 (x € R?, d = 1,2,3) and the condition (2./7), then we
have

(i) For any initial data (x,t = 0) = 1o(x) € X(RY), there erists a Tmax €
(0, +00] such that the Cauchy problem of (2.1) has a unique mazimal solution ¢ €
C ([0, Twmax), X). It is mazimal in the sense that if Tmax < 00, then ||¢ (-, t)]|x — oo
when t — T

(ii) As long as the solution 1)(x,t) remains in the energy space X, the L?-norm
(-, t)||2 and energy E(¢(-,t)) in (2.3) are conserved for t € [0, Tax)-

(i1i) The solution of the Cauchy problem for (2.1) is global in time, i.e., Tnax =
00, if d =1 or d=2 with 8 > Cy/||1ol|3 or d =3 with 8 > 0.
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2.2.2. Dynamical properties. From Theorem 2.8, the GPE (2.1) conserves the en-
ergy (2.3) and the mass (L?-norm) (2.2). There are other important quantities that
measure the dynamical properties of BEC. Consider the momentum defined as

P(t) = /R (6 VG ) dx, 120, (2.52)

where Im(c) denotes the imaginary part of ¢. Then we can get the following result.

Lemma 2.5. Suppose (x,t) is the solution of the problem (2.1) and |VV (x)| <
C(V(x)+1) (V(x) >0) for some constant C, then we have

P(t) = —/ b (x, £) 2V (x) dx. (2.53)
R4
In particular, for V(x) =0, the momentum is conserved.

Proof. Differentiating (2.52) with respect to ¢, noticing (2.1), integrating by parts
and taking into account that ¢ decreases to 0 exponentially when |x| — oo (see also
[73]), we have

B = /Rd [0V = Vi ] dx = /Rd [(=i,) Vi + i V) ] dx
= [ (57 vE e 0T) v (590 s Ve slelte ) v ax
:/ {1V|V¢|2 + V(x)V[p]? + £V|1/;|4] dx
Ra |2 5

:—/ [Y2VV (x)dx, t>0.
]Rd

The proof is complete. g

Another quantity characterizing the dynamics of BEC is the condensate width
defined as

oa(t) =/da(t), where §,(t) = /]Rd o2 (x, 1) dx, (2.54)

for t > 0 and a being either x,y or z, with x = x in 1D, x = (z,y)7 in 2D and
x = (z,y,2)" in 3D. For the dynamics of condensate widths, we have the following
lemmas:

Lemma 2.6. Suppose 1(x,1) is the solution of (2.1) in R? (d = 1,2,3) with initial
data 1(x,0) = y(x), then we have

0 :/Rd 200,00 + Blo|* — 20?0,V (x)] dx, t>0, (2.55)

6a(0) =60 = / o?[aho (x)]2dx, a=uxy, 2z, (2.56)
Rd
§a(0) = 60 = 2/ aTm (Pyath) dx. (2.57)
Rd

Proof. Differentiating (2.54) with respect to t, applying (2.1), and integrating by
parts, we obtain

balt) = —z‘/Rd [tp(x, 1) 0at)(x, t) — anp(x, )0 (x, t)] dx, t>0. (2.58)
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Similarly, we have

5alt) = [ (20,017 + Blu* = 2010120,V ()] dx (2.59)

and the conclusion follows. O

Based on the above Lemma, when V' (x) is taken as the harmonic potential (1.40),
it is easy to show that the condensate width is a periodic function whose frequency
is doubling the trapping frequency in a few special cases [47].

Lemma 2.7. (i) In 1D without interaction, i.e. d =1 and 8 =0 in (2.1), for any
initial data ¥(x,0) =y = Yo(x), we have

(1)
5. (1) = E(;/;o) n <5§0) _ &1{20)) cos(27.t) + ‘;2 sin(2v,t),  t>0. (2.60)

(i1) In 2D with a radially symmetric trap, i.e. d =2 and v, = vy = v in (1.40)
and (2.1), for any initial data ¥(x,y,0) = 1o = Yo(z,y), we have
(1)

5r(t) = EWo) | (5}9 - w> cos(2y,t) + ‘; sin(2y,t),  t>0, (2.61)

’77% . r

where 6,(t) = §,(t) + §,(¢), 59 = 3:(0) + 04(0), and 5 = 62(0) + 6,(0). Fur-
thermore, when the initial condition o(x,y) satisfies

Yo(x,y) = f(r)e™® with me€Z and f(0)=0 when m#0, (2.62)

we have, for anyt >0,

1
0z (t) =0y(t) = §5r(t)
(1)
:E;;b;) + ((59(60) _ %wzo)) cos(27y,t) + gw— sin(27,t), t>0. (2.63)

For the dynamics of BEC, the center of mass is also important, which is given
by

x.(t) = /Rd x[Y(x,t)|? dx, t>0. (2.64)

Following the proofs for Lemmas 2.5 and 2.6, we can get the equation governing
the motion of x..

Lemma 2.8. Suppose 1(x,t) is the solution of (2.1) in R (d = 1,2, 3) with initial
data 1(x,0) = ¢o(x), then we have

%x.(t) = P(t), X.(t) = —/ (%, 1)|°VV(x)dx, t>0, (2.65)
Rd
x.(0) =x = /Rd x|1o (x) |2 dx, (2.66)

%.(0) = xM = P(0) :/ Im (¢ Vo) dx. (2.67)
Rd
Proof. Analogous calculation to Lemma 2.5 shows that

%o(t) = % /Rd(wa _ V) dx = P(t), >0, (2.68)
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Hence, Lemma 2.5 leads to the expression for X.(t). O

Remark 2.5. When V(x) is the harmonic potential (1.40), Eq. (2.65) can be
rewritten as

X.(t) + Ax.(t) =0, t>0, (2.69)
where A is a d x d diagonal matrix as A = (y2) when d = 1, A = diag(y2,~;) when
d =2 and A = diag(y2,7;,72) when d = 3. This immediately implies that each
component of x. is a periodic function whose frequency is the same as the trapping
frequency in that component.

0
2

For the harmonic potential (1.40), Remark 2.5 provides a way to construct the
exact solution of the GPE (2.1) with a stationary state as initial data. Let ¢.(x)
be a stationary state of the GPE (2.1) with a chemical potential p. [43, 46], i.e.

(He, Pe) satisfying
pedex) = =520 + V6. + Blocl0e, olf=1.  (270)

If the initial data ¢ (x) for the Cauchy problem of (2.1) is chosen as a stationary
state with a shift in its center, one can construct an exact solution of the GPE (2.1)
with a harmonic oscillator potential (1.40) [55, 101]. This kind of analytical con-
struction can be used, in particular, in the benchmark and validation of numerical

algorithms for GPE.

Lemma 2.9. Suppose V(x) is given by (1.40), if the initial data o(x) for the
Cauchy problem of (2.1) is chosen as

Yo(x) = ¢e(x — X0), x € RY, (2.71)
where xq is a given point in R?, then the exact solution of (2.1) satisfies:
Y(X, 1) = Go(x — Xo(t)) e et it x €RY, >0, (2.72)

where for any time t > 0, w(x,t) is linear for x, i.e.
w(x,t) =c(t) -x+g(t), c(t) = (ci(t), - ,calt)T, x €RY, t>0, (2.73)
and x.(t) satisfies the second-order ODE system (2.09) with initial condition
x:(0) = x9, *.(0) =0. (2.74)
Proof. See detailed proof in [28]. O

2.2.3. Finite time blow-up and damping. According to Theorem 2.8, there is a max-
imal time T}y« for the existence of the solution in energy space. If T ax < 00, there
exists finite time blow up.

Theorem 2.9. (Finite time blow-up) In 2D and 3D, assume V (x) satisfies (2.47)
and dV (x)+x-VV(x) >0 forx € R? (d =2,3). When B <0, for any initial data
U(x,t = 0) = Po(x) € X with finite variance [,, |x[*|¢ho|* dx < oo to the Cauchy
problem of (2.1), there ezists finite time blow-up, i.e., Thax < 00, if one of the
following holds:

(Z) E(wO) <0; _

(it) E(tho) = 0 and Im ([pa ¥o(x) (x- Vipo(x)) dx) < 0;

(11i) E(o) > 0 and Im (fRd (%) (x - Viho(x)) dx) < —+/d E(vo)||xtbol| L2 -
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Proof. Define the variance
()= [ Pl o dx 275
R4

Lemma 2.6 indicates that 6/, (t) = 2Im (fpa ¥(x,t)(x - Vi)(x,t)) dx) and

S0 =2 [ (G190 + Sult = J1uPx- V(9 ) ax

—2d E(v) — (d—2) /R V|2 dx — 2/Rd b, O2(dV (x) +x - V(x)) dx
<2dE(W) =2dE(yy),  d=2,3.

Thus,

8, (t) < dE(io)t* + 6., (0)t + 6, (0). (2.76)
When one of the conditions (i), (ii) and (iii) holds, there exists a finite time t* > 0
such that d,, (t*) < 0, which means that there is a singularity at or before t = ¢t*. O

Theorem 2.9 shows that the solution of the GPE (2.1) may blow up for negative 8
(attractive interaction) in 2D and 3D. However, the physical quantities modeled by
1 do not become infinite which implies that the validity of (2.1) breaks down near
the singularity. Additional physical mechanisms, which were initially small, become
important near the singular point and prevent the formation of the singularity.
In BEC, the particle density [1|? becomes large close to the critical point and
inelastic collisions between particles which are negligible for small densities become
important. Therefore a small damping (absorption) term is introduced into the
NLSE (2.1) which describes inelastic processes. We are interested in the cases
where these damping mechanisms are important and, therefore, restrict ourselves
to the case of focusing nonlinearity, i.e. 8 < 0, where 8 may also be time dependent.
We consider the following damped nonlinear Schrodinger equation:

§00 = —5 VA V) B — i f(U), £> 0, x e RY, (2.77)
b(x,t=0)=1o(x), xeR (2.78)

where f(p) > 0 for p = |¢|? > 0 is a real-valued monotonically increasing function.

The general form of (2.77) covers many damped NLSE arising in various different
applications. In BEC, for example, when f(p) = 0, (2.77) reduces to the usual GPE
(2.1); a linear damping term f(p) = 6 with § > 0 describes inelastic collisions with
the background gas; cubic damping f(p) = 61|8|p with é; > 0 corresponds to two-
body loss [162, 155]; and a quintic damping term of the form f(p) = d23%p? with
d2 > 0 adds three-body loss to the GPE (2.1) [162, 155]. It is easy to see that the
decay of the normalization according to (2.77) due to damping is given by

N = 5 [ 1wl ax = -2 / GNPt dx <0, 10

Rd
(2.79)
Particularly, if f(p) = ¢ with § > 0, the normalization is given by

N = [ W OF dx = e NE) = [ G dx £20. (250)

For more discussions, we refer to [30].
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2.3. Convergence of dimension reduction. In an experimental setup with har-
monic potential (1.40), the trapping frequencies in different directions can be very
different. Especially, disk-shaped and cigar-shaped condensate were observed in
experiments. In section 1.3.3, the 3D GPE is formally reduced to 2D GPE in
disk-shaped condensate and to 1D GPE in cigar-shaped condensate. Mathematical
and numerical justification for the dimension reduction of 3D GPE is only avail-
able in the weakly interaction regime, i.e. 8 = o(1) [38, 53, 52]. Unfortunately,
in the intermediate (8 = O(1)) or strong repulsive interaction regime (3 > 1), no
mathematical results are available and numerical studies can be found in [29].

For weak interaction regime, the dimension reduction is verified by energy type
method with projection discussed in section 1.3.3 [38, 53]. Later, Ben Abdallah
et al. developed an averaging technique and proved the more general forms of the
lower dimensional GPE [52] without using the projection method. A more refined
model in lower dimensions is developed in [51]. Here, we introduce this general
approach. We refer to [52] and references therein for more discussions.

Consider the 3D GPE for (x,z) € R x R® withd+n =3 (d=1o0r d = 2)

1
iatw(xvzat) = _5 (AX+AZ) +V6(X5Z) +ﬂ|1/’|2 1/}(X5Z7t)a
IER— (2.81)
__ qJyinit £ _ d n
1/)(X7Z,0)—‘I’ (sz)a V (X,Z)— 2 282, XER ’ ZGR ’

where Ay and A, are the Laplace operators in x € R? and z € R, respectively.
The wave function is normalized as ||\I/i““||2L2(R3) = 1. Compared with the situation
in section 1.3.3 (1.39), we have 0 < e = 1/, < 1 (d = 2) with -y, = 1 in disk-shaped
BEC (2D) and 0 < ¢ = 1/y <« 1 (d = 1) with v, = 7, = + in cigar-shaped BEC
(1ID). Our purpose is to describe the limiting dynamics of (2.81) for 0 < ¢ < 1.

First, we introduce the rescaling z — £'/?z and rescale ¢ — e~ #"/2¢c=/4% (x, z,
t) to keep the normalization. Then Eq. (2.81) becomes

100 (X, 2, t) = Hyt)® + %sz + 55/2 [ve2yf,  (x,z) € RY x R™, (2.82)
with initial data
YE(t = 0) = UMt € L2(RT x R™), (2.83)
where
H, = 1 (-Ax+1x*), H,= E (=Az + |z> —n) B =5cR.  (2.84)
2 ’ 2 T gn/2

Here § = §¢™/? with a constant § € R means that we are working in the weak

interaction regime, i.e., 3 = O(¢'/?) in 2D disk-shaped BEC and 8 = O(e) in 1D

cigar-shaped BEC. Notice that the singularly perturbed Hamiltonian H, is a har-

monic oscillator (conveniently shifted here such that it admits integer eigenvalues).
By introducing the filtered unknown

UE = /e e, (2.85)
we get the equation
t -
10,0 (x,2,t) = HxU®(x,2,t) + F (—, \IIE) , Ve (t =0) = Uit (2.86)
€
where F' is equal to

F(s,¥) = § ¢i*Ha (\e*isﬂzqf\z e~ isHa \11) . (2.87)
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When ¢ is small, (2.82) (or, equivalently, (2.86)) couples the high oscillations in
time generated by the strong confinement operator with a nonlinear dynamics in
the x plane, which is the only phenomenon that we want to describe.

In [52], Ben Abdallah et al. have developed an averaging technique and proved
that, for general confining potentials in the z direction, the limiting model as € goes
to zero is

10,V = HyU + F, (), U(t =0) = Tinit (2.88)
where the long time average of F' is defined by
1t

F(0) = T1—1>r£oo T/O F(s,U)ds. (2.89)

For general confining operator H,, the convergence is proved using the fact that
F(s,7) is almost periodic [52], but the convergence rates are generally unclear. In
the specific case of a harmonic confinement operator, like here, this convergence
result can be quantified. The important point is that H, admits only integer eigen-
values and the function F' is 2w-periodic with respect to the s variable. Therefore,
the expression of F,, is not a limit but a simple integral, and we have in fact

Foy (V) = %/0 WF(S,\I/) ds. (2.90)

On top of that, one can characterize the rate of convergence and prove that W is a
first order approximation of W€ in e.

Rigourously, in order to state the convergence, we introduce the convenient scale
of functional spaces. For all £ € RT, we set

B := {1/; € HY(R?)

(2 + )2 € L2(R5) |
endowed with one of the two following equivalent norms:
lullg, = lullf2gms) + IHZ *ull72gs) + HEY ull72 @) (2.91)
or
lull, = lullFregay + 101 + [2%) 2] 2 gs)- (2.92)

For the equivalence, see e.g. Theorem 2.1 in [52].
We have the convergence as the following.

Theorem 2.10. For some real number m > 3/2, assume that the initial datum
U belongs to Bya. Let We(x,z,t) = ™=/ be the solution of the filtered
equation

t -
10 0% (x,2,t) = He WS (¢, 2,2) + F (E’ \I/5> , UE(t=10) = vt (2.93)

where . ‘ .
F(s,¥) = g |e " H@| Mo (2.94)
Define also U as the solution of the averaged problem

0,0 = Hy U + F, (@) . Wt =0) = winit, (2.95)

where Fy, is defined by (2.90). Then, we have the following conclusions.

(i) There exists Ty > 0, depending only on |[¥™||z .., such that ¥¢ and v
are uniquely defined and are uniformly bounded in the space C([0,To]; Bmta),
independently of € € (0,1].
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(ii) The function U is a first order approzimation of the solution W€ in C([0, Ty);
B..), i.e., for some C > 0, we have

[We(t) — W(t)|5,, < Ce, Ve[0T (2.96)
The readers are referred to [52, 51] for a detailed proof of Theorem 2.10.

Remark 2.6. The key property here is the periodicity of F (s, ¥), and the result
can be generalized to other dimensions R? = R? x RP~¢, more general nonlinearities
F([¥*)9 in (2.82) and other operators Hy, such that F(s, V) defined by (2.87) is
periodic.

Theorem 2.10 implies results of lower dimensional GPE (1.39). Let us take disk-
shaped BEC as an example, i.e., n = 1 and d = 2. Thus, the eigenvalues of H, are
the nonnegative integers. Let x,(z) be the normalized eigenfunction associated to
the eigenvalue p € Ny:

HZX:D = PXp> /X;Q) dz = 1. (2.97)

In particular,
Xo(z) = e_zz/z/wl/4, z € R. (2.98)

Consider a function ¥ € 5, expanded on this basis as
+oo
U(x,2) = Z ©p(%)xp(2) . (2.99)
p=0

Then we have
F(S7 \I]) =0 Z Qpypap3pa eiSQplp2p3p4 Pp2 (x)(pps (X)‘P_m(x) Xp1 (Z), (2100)
P1,pP2,P3,P4

where we define the coefficients

Qpgrs =P +8—q—71, Apgrs = <XquXrXs>-

Here and in the sequel, (-) denotes the integration over the z variable. We write
the expansion (2.100) shortly as

F(s,U) =46 Z Q1934 €251234 PpsPps Pps @ Xp1 - (2.101)

P1,P2,P3,P4

In the above sums, and in the sequel, @234 and €i534 stand for ap p,psp, and
Qp, papspas T€Spectively.

The expansion of Fj, (2.90) is obtained by averaging F'(s, ¥) over time s. Notic-
ing that the average of e**1234 vanishes if Q534 # 0, let us define the following
index set, whose information is preserved after averaging F(s, ¥) given by (2.101),
for any p € N,

A(p) = {(gq,r,s), such that p+ s =g +r}. (2.102)
Then we have

Fa(®) =6 ) > 1234 9py 0y Por @ Xpn- (2.103)

P1=0 (p2,p3,pa)EA(p1)
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o0
The solution of (2.93) is written as W (x, z,t) = > ¢} (xX,t)x,(2z) and the solution
p=0

of (2.95) is written as ¥(x,2,t) = > ¢p(x,t)xp(z). If the initial data is polarized
p=0
on the ground mode of the confinement Hamiltonian, i.e., we have
Y EN\V{0},  p5(t=0)=0 and i(t=0)= ™",

In this case, the averaged system (2.95) reads

i0¢pp, = Hxpp, +6 Z 1234 Pp2Pps Ppas
(p2,p3,pa) EA(P1)
Pp1 (t = 0) = 50;01 splmtv
where dgp, is the Kronecker delta. It is readily seen from this expression that
©p(t) = 0 for all ¢ as soon as p # 0. Hence the averaged system (2.95) reduces to
the single equation for ¢ as

i0rpo = Hxpo + aooooleol*¢os (2.104)

where agoop = \/% This is exactly the 2D GPE (1.39) with the choice (1.43) (notice
that we adopt a rescaling here).
Similarly, for a cigar-shaped BEC, i.e. n = 2, when initial data is polarized on
the ground mode of the confinement Hamiltonian, we recover the 1D GPE (1.39).
This averaging technique has solved the dimension reduction of 3D GPE in the
weak interaction regime 5 = o(1) (2.81). However, there seems no progress for the

intermediate interaction regime 8 = O(1) (2.81) yet.

3. Numerical methods for computing ground states. In this section, we
review different numerical methods for computing the ground states of BEC (2.11).
Due to the presence of the confining potential, the ground state decays exponentially
fast when |x| — oo and thus it is natural to truncate the whole space problem (2.1)
to a bounded domain U C R? with homogeneous Dirichlet boundary conditions.
Thus, we consider the GPE (2.1) in U as

1
i =—5 VAV Y +BYY, >0,  xeUCR (3.1)
Y(x,t) =0, xel'=0U, t>0. (3.2)
The normalization (2.2) and energy (2.3) then become

N =660 = [ WexoP dc=1, 20, (33)
U
and

B = [ |51900e 0 + VOl 0P + Slexolt] dx 120, (3)

Replacing R¢ with U, many results presented in section 2 can be directly general-
ized to bounded domain case. Similarly, finding the ground state ¢, of (3.1), i.e.
minimizing energy E(¢) (3.4) under normalization constraint N(¢) = 1 (3.3), is
equivalent to solving the nonlinear eigenvalue problem (2.8) with boundary condi-
tion (3.2). According to Theorem 2.1, ground state ¢, can be chosen as nonnega-
tive, and we will restrict ourselves in real-valued wave function ¢ throughout this
section.
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3.1. Gradient flow with discrete normalization. One of the most popular
techniques for dealing with the normalization constraint (3.3) is through the follow-
ing construction: choose a time sequence 0 =ty < t; < to < --- < t, < --- with
Tn 1= Aty =tp41 —tn, > 0 and 7 = max,>o 7,,. To adapt an algorithm for the solu-
tion of the usual gradient flow to the minimization problem under a constraint, it is
natural to consider the following gradient flow with discrete normalization (GFDN)
which is widely used in physical literatures for computing the ground state solution
of BEC [15, 27]:

o= o IV V96 = B[0P0, X €U, b <t < trir, 020,
(3.5)
A oy Ptg) U 0 3.6
Aot Ol ) = o ol XS =l .
o(x,t) =0, xel, 9(x,0) =o(x), x€U, (3.7)

where ¢(x, ;) = lim, ,,+ ¢(x,t) and [[¢oll2 = 1. In fact, the gradient flow (3.5) can
be viewed as applying the steepest decent method to the energy functional E(¢)
without constraint and (3.6) then projecting the solution back to the unit sphere in
order to satisfy the constraint (3.3). From the numerical point of view, the gradient
flow (3.5) can be solved via traditional techniques and the normalization of the
gradient flow is simply achieved by a projection at the end of each time step. In
fact, Eq. (3.5) can be obtained from the GPE (3.1) by ¢ — it. Thus GFDN is also
known as the imaginary time method in physics literatures.
The GFDN (3.5)-(3.7) possesses the following properties [27].

Lemma 3.1. Suppose V(x) >0 for allx € U, >0 and ||¢oll2 =1, then

(1) 1¢C)ll2 < [|o( tn)lle = 1 for tn <t <tpy1, n > 0.
(ii) For any 5 > 0,

E(¢(-,t)) < E(¢(-, 1)), tn <t <t <tpi1, n > 0. (3.8)
(iii) For B =0,

o(- 1) ) ( o(,tn) )
E<7 <E|(l+—F——— ], th <t<tpy1, n=>0. (3.9)
¢, )]l 16(:, tn)ll2 ! !

The property (3.8) is often referred as the energy diminishing property of the
gradient flow. It is interesting to note that (3.9) implies that the energy diminishing
property is preserved even with the normalization of the solution of the gradient
flow for § = 0, that is, for linear evolutionary equations.

Theorem 3.1. Suppose V(x) > 0 for all x € U and ||¢oll2 = 1. For B =0, the
GFDN (3.5)-(3.7) is energy diminishing for any time step T and initial data ¢,
i.e.

E(¢('7tn+1)) < E(¢(7tn)) <-e < E(¢(,0)) = E(¢0)7 n=012---. (3'10)

For § > 0, the GFDN (3.5)-(3.7) does not preserve the diminishing property for
the normalization of the solution (3.9) in general.
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In fact, the normalized step (3.6) is equivalent to solving the following ODE
exactly
d1(x,t) = pe(t, T)P(x,t), xeU, t,<t<tpy1, n>0, (3.11)
d(x,th) = o(x, 1, 1), x € U; (3.12)
where

1

po(t,7) = pop(tns1, Tn) = _Fln ||¢('7t;+1)”§7 th ST <tnir (3.13)

Thus the GFDN (3.5)-(3.7) can be viewed as a first-order splitting method for the
gradient flow with discontinuous coefficients [27]:

e = %v% — V()6 - Bl6%6 + ot T)e,  x €U, t>0, (3.14)
o(x,t) =0, xel, d(x,0) = ¢o(x), xeU. (3.15)

Let 7 — 0, we see that

Jim g (0.7) = nol0) = s [ G906 0 4 VG102050) + 0, )] .

This suggests us to consider the following continuous normalized gradient flow
(CNGF) [27]:

¢ = %W ~ V)6 = Blel’ b +pe(t)d,  xe€U, t>0, (3.16)
o(x,t) =0, xeT, d(x,0) = ¢o(x), x e U. (3.17)

In fact, the right hand side of (3.16) is the same as (2.10) if we view ug(t) as a
Lagrange multiplier for the constraint (3.3).

Furthermore, for the above CNGF, as observed in [5, 27, 91], the solution of
(3.16) also satisfies the following theorem:

Theorem 3.2. Suppose V(x) > 0 for allx € U, >0 and ||¢oll2 = 1. Then the
CNGF (3.16)-(3.17) is normalization conservative and energy diminishing, i.e.

ol = [ Pty dx =l =1, =0, (3.18)
U

d

SR =206 NE<0, 120, (3.19)

which in turn implies
E(¢( 1)) = E(¢(12)),  0<ty <ty <oo.

3.2. Backward Euler finite difference discretization. In this section, we will
present a backward Euler finite difference method to discretize the GFDN (3.5)-(3.7)
(or a full discretization of the CNGF (3.16)-(3.17)). For simplicity of notation, we
introduce the method for the case of one spatial dimension d = 1 with homogeneous
Dirichlet boundary conditions. Generalizations to higher dimension with a rectangle
U = [a,b] x [¢,d] C R? and a box U = [a, b] X [c,d] x [e, f] C R? are straightforward
for tensor product grids and the results remain valid without modifications. For
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d =1, we have [27]

(bt = %(bzz - V(I)d) - ﬂ |¢|2¢7 zrelU= (avb)a tn <t< thrl; n Z 07 (320)

3, tnr1) 2 B, t,) = M, a<z<b, n>0, (3.21)
[ trg1)ll2
¢(x,0) = do(z), a<z<bdb  Pat)=¢((b,t)=0,  t=0; (3.22)

with [[goll3 = [ 63(2) de = 1.
We choose the spatial mesh size h = Az > 0 with Az = (b — a)/M, choose the
time step 7 = At > 0 and define the index sets

Tu=4{ilji=12,...,M—1}, Ty =1{jlj=01,2,...,M}. (3.23)
We denote grid points and time steps by
zj=a+jh, j €T th =0T, n=0,1,2,---. (3.24)

Let ¢} be the numerical approximation of o(x;,t,) and ¢™ the solution vector
at time ¢ = t,, = n7 with components ¢}. Introduce the following finite difference
operators:

5;r¢j = E((bj-i-l - ¢j)7 [ ¢j = E(%‘ - ¢j—1)7 5m¢j = J+27hja
8 ¢} = ;(%‘H —¢}), O ¢ = ;(%‘ — oY), 60 = TJ, (3.25)
n n n n+1 n n—1
52gn = 21 — 297 + 97 52n = o7 — 207 + ¢
zvj T h2 ’ t¥y 72
We denote
Xar = {v = (0);ers, | v0=0a =0}  CHHY, (3.26)
and define the discrete [P, semi-H' and [ norms over X as
_ M—1 )
[olp=h > JosP, 6ol =R D [65v"s  Ilvllee = sup o],
= =0 JETH
(3.27)

M—1 M-1
v) = E u;7;, (u,v) = E u;T;, Yu,v € X
; o

The Backward Euler finite difference (BEFD) method is to use backward
Euler for time discretization and second-order centered finite difference for spatial
derivatives. The detailed scheme is [27]:

(1 ‘23
2 T¢ %ﬁ@”—vmn@”—ﬁwmQé% j € Tar, (3.28)
1) (1) 0 n+l _ (1)
=9 =0, ) =do(m) O =

The above BEFD method is implicit and unconditionally stable. The discretized
system can be solved by Thomas’ algorithm. The memory cost is O(M) and com-
putational cost per time step is O(M). In higher dimensions (such as 2D or 3D),
the associated discretized system can be solved by iterative methods, for example
the Gauss-Seidel or conjugate gradient (CG) or multigrid (MG) iterative method

JETY, n=0,1,---.
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[15, 27, 45]. With the approximation ¢™ of ¢ by BEFD, the energy and chemical
potential can be computed as

M—-1 ﬂ
Bt~ B =h Y 5 161ar” + Viaog P+ Slaje).
7=0
(s tn)) = E"+hz oY, n>o.

For =0, i.e., linear case, the BEFD discretization (3.28) is energy diminishing
and monotone for any 7 > 0 (see [27]).

3.3. Backward Euler pseudospectral method. Spectral method enjoys high
accuracy for smooth problems such as the ground state problems in BEC. Thus,
it is favorable to use spectral method in numerical computation of ground states.
For simplicity, we shall introduce the method in 1D (3.20)-(3.22), i.e. d = 1.
Generalization to d > 1 is straightforward for tensor product grids and the results
remain valid without modifications. We adopt the same mesh strategy and notations
as those in section 3.2.

For any function ¥(x) € L*(U) (U = (a,b)), ¢(z) € Co(U), and vector ¢ =

(¢o, b1, ... ,¢M)T € X with M an even positive integer, denote finite dimensional
spaces
l
Yy = span{@l(x) =sin(y(x —a)), w= bi—a’ zeUle TM} . (3.29)

Let Py : L? (U) — Y be the standard L? projection onto Yas and Iy : Co(U) —
Yar and Ing @ Xpr — Y be the standard sine interpolation operator as

M—1

(Pu) ( Z Yrsin ((z —a)), (Iuo) (z) = Z psin (i (x —a)), (3.30)

=1

and the coefficients are given by

b

O = 7 E a/a Y(x) sin ((x — a)) dz, ¢ = Z ¢;sin ( > leTu, (3.31)
where ¢; = ¢(x;) when ¢ is a function instead of a vector.

The backward Euler sine spectral discretization for (3.5)-(3.7) reads [25]:
Find ¢" ! (z) € Y (ie. ¢ () € Yas) such that

+ (0 1

M LV (@) — P (Vi) + 816" (@) 67 (w)] . w €U, (332)
¢* (x)
[l6F @)

The above discretization can be solved in phase space and it is not suitable in
practice due to the difficulty of computing the integrals in (3.31). We now present
an efficient implementation by choosing ¢°(z) as the interpolation of ¢ (z) on the
grid points {z;, j € T}, i.e ¢°(z;) = ¢o(x;) for j € Ty, and approximating
the integrals in (3.31) by a quadrature rule on the grid points. Let ¢} be the

o @) = 2 el n=0,1,-5 @) = Py (6o(a).  (3.33)
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approximations of ¢(z;,t,), which is the solution of (3.5)-(3.7). Backward Euler
sine pseudospectral (BESP) method for discretizing (3.5)-(3.7) reads [25]:

o) —or 1

s 1 n 1 .
=5 DoV Ve - BleplelY, jeTh, (334
W) _ 40 ol
¢0 :¢M :07 ¢9:¢O(fl;])7 ¢;’l+1 ||¢ 1)” ) JET]\Oiu n:O717"' . (335)
Here D3, a pseudospectral differential operator approximation of 0., is defined as

—— Z w2y sin(u(z; —a)). Jj€Tu. (3.36)

In the discretization (3.34), at every time step, a nonlinear system has to be
solved. Here we present an efficient way to solve it iteratively by introducing a
stabilization term with constant coefficient and using discrete sine transform (DST):

g —gn 1 (1)1 (1),m+1 2y L(1)m
T g D e (e Vi) = BITE) 6
(3.37)
where m > 0, ¢§-1)’0 = ¢} and j € TY. Here a > 0 is called as a stabilization
parameter to be determined. Taking discrete sine transform at both sides of (3.37),
we obtain

WD (0 ) @O+ @, €T, (339)

-
where (G™); are the sine transform coefficients of the vector G™ = (GI', - - , G
defined as )
G = (a—V(z) - Blef?) o™, jeTh. (3.39)
Solving (3.38), we get
(1),m+1 R S FOrvs Gm l . 3.40
(OO = s [+ 7 (@] 1Ty (3.40)

Taking inverse discrete sine transform for (3.40), we get the solution for (3.37)
immediately.

In order to make the iterative method (3.37) for solving (3.34) converges as fast
as possible, the ‘optimal’ stabilization parameter « in (3.37) is suggested as [36]:

1
Qopt = 5 (bmax + bmin) 5 (341)
where
= ) |2 - ; ) n2
b = | s (VI(@5) +Bloj ), ban = _min  (V(e;)+Bl071%) . (3.42)

Similarly, with the approximation ¢™ of ¢ by BESP, the energy and chemical
potential can be computed as

0‘

M-—1
— > wilen) |2+h2{ ()] 2 + |¢?|4 :
=1
M— lﬁ
p(@(tn) = p = E"+h Yy Slolt n>0.

7=0
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Remark 3.1. In practice, Fourier pseudospectral method or cosine pseudospectral
method can also be applied to spatial discretization for discretizing (3.20)-(3.22)
when the homogeneous Dirichlet boundary condition in (3.22) is replaced by pe-
riodic boundary condition or homogeneous Neumann boundary condition, respec-
tively.

3.4. Simplified methods under symmetric potentials. The ground state ¢,
of (2.11) shares the same symmetric properties with V(x) (x € RY) (d = 1,2,3). In
such cases, simplified numerical methods, especially with less memory requirement,
for computing the ground states are available.

Radial symmetry in 1D, 2D and 3D. When the potential V(x) is radially sym-
metric in d = 1,2 and spherically symmetric in d = 3, the problem is reduced to
1D. Due to the symmetry, the GPE (2.1) essentially collapses to a 1D problem with
r=|x| € [0,+00) for ¢ :=P(r,t) (d =1,2,3):

10p)(r,t) = -1 9 (rdlng) + (V(r) + Blv*) ¥, r € (0, +00), (3.43)

2rd=1 gr or
w =0, Y(r,t) =0, as r — oo. (3.44)
The normalization condition (2.2) becomes
Ny (1) = w(d) /Ooo () Pr*~tdr = 1. (3.45)

Here w(d) is the area of unit sphere in d dimensions, where w(1) = 2, w(2) = 27
and w(3) = 47. The energy (2.3) can be rewritten for radial wave function as

B ) =) [ (50000 + VOIS 0P + S0(r0l) 14 ar (3.6

Then, the minimization problem (2.11) collapses to :
Find ¢4 € S, such that

Eg = Er(¢py) = misn Er(p), (3.47)

PpES,

where S, = {p |w(d) fooo lo(r)2rd=tdr =1, E.(¢) < oo}.
The nonlinear eigenvalue problem (2.8) collapses to

B 1 d a1 d 2
1) = =5t g (7750 )4V 181 P0), 7 € (0.406), (349
with boundary conditions
©'(0) =0, o(r) -0, when 7 — oo, (3.49)

under the normalization constraint (3.45) with ¢ = ¢.

The eigenvalue problem (3.48)-(3.49) is defined in a semi-infinite interval (0, +00).
In practical computation, this is approximated by a problem defined on a finite in-
terval. Since the full wave function vanishes exponentially fast as r — 0o, choosing
R > 0 sufficiently large, then the eigenvalue problem (3.48)-(3.49) can be approxi-
mated by

no(r) = =g (0 VO + BlPle). 0 <r< Ry (350

with boundary conditions
¢'(0)=0,  ¢(R) =0, (3.51)
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under the normalization

R
w(d)/o lo(r)[2rd=tdr = 1. (3.52)

To compute the ground state g4, a method based on GFDN (3.5)-(3.7) can be sim-
plified. Here, we only present full discretization using a simplified BEFD method.

Choose time steps as (3.24), mesh size Ar = 2R/(2M + 1) with positive integer
M and grid points as

rj =JAr, 1= (j + ) Ar, § €T (3.53)

We adopt the same notation for finite difference operator as (3.25). Let @7, 1 be
2

the numerical approximation of (r; i+ 1:tn ) and ™ be the solution vector at time
t = t,, with components go . Then a snnpliﬁed BEFD method for computing the

ground state of (3.47) by GFDN with an initial guess ¢o(r) is given as [27]

T R 21 1 2
I V) -8 () Al deTiun s
1 1 1 )
<P(,)% = @%)a @S\/I)Jrl 707 SDE)JF% :<P0(Tj+%)7 J € 7}\%5
o',
n+1 __ j+§
]+§ H(p(l)H bl jET]\Of5 n_0715 9 (3 55)
where
2 ) 1 a-1 (1) d-1 , .d—1y (1) d-1 (1)
Ord ¥i41 (A2 T |:Tj+190 43 (ria +75 e +§+7° _%i|7

and the norm is defined as

le@ I = w(@Ar >~ o) [Py ) (3.56)
§=0

Here, we have introduced a ghost point 7_ 180 that the Neumann boundary con-
dition ¢’(0) = 0 is approximated with second order accuracy. The linear system
(3.54) can be solved very efficiently by the Thomas’ algorithm, where the compu-
tational cost is O(M) per time step, for all dimensions d = 1,2,3. The memory
cost is O(M). This tremendously reduces memory and computation complexity in
higher dimensions (d = 2,3) from O(M?) to O(M) compared with the proposed
BEFD (3.28) with Cartesian coordinates.

Cylindrical symmetry in 3D. For x = (z,y,2)T € R?, when V is cylindrically
symmetric, i.e., V is of the form V(r,z) (r = \/a2 + y?), the problem is reduced
to 2D. Due to the symmetry, the GPE (2.1) essentially collapses to a 2D problem
with r € (0,+00) and z € R for ¢ := ¢(r, 2, 1) :

i (r, z,t) = [1 0 ( aw) +a2_¢] + (V(r,2) + Blv*) ¥, (3.57)

or or 022
0P(0, 2,t)

3 =0, zeR, (rzt)—0, when r+|z] = occ. (3.58)
”
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The normalization condition (2.2) becomes

No(®) =2w/w/R|¢(r,z,t)|2rdzdr= 1. (3.59)

Then, the minimization problem (2.11) collapses to :
Find ¢4 € S. such that

Eg := Ec(py) = min Ec(p), (3.60)

pES.

where

Bel) =7 [ [ (onr 2P + I )P + 2V 2l + BlelY) rdzar, - 3.61)

and Se = {¢ 27 [5, [ lo(r, z)Prdzdr = 1, E.(p) < co}.
The nonlinear eigenvalue problem (2.8) collapses to

10 dp 0% 9
H@(Taz):—_ |:7“ or ( 8r> +W:| +(V(Taz)+ﬂ|@| )% T>Oa ZER, (362)
with boundary conditions
0p(0, z,t
% =0, z€R, ¢(rzt)—0, when r+|z|— oo, (3.63)

under the normalization constraint (3.59) with ¢ = ¢.

The eigenvalue problem (3.48)-(3.49) is defined in the 7-z plane. In practical
computation, this is approximated by a problem defined on a bounded domain.
Since the full wave function vanishes exponentially fast as r + |z| — oo, choosing
R > 0 and Z; < Zy with |Z1], |Z2| and R sufficiently large, then the eigenvalue
problem (3.62)-(3.63) can be approximated for (r,z) € (0, R) x (Z1, Z2),

110 [ 0p\ | P )
po) =3 1o (15) + G5+ e+ AP e o)
with boundary conditions
% —0, o(R,2) = o(r, Z1) = @(r, Z5) = 0, =€ [Z1, 2], 7 € [0, K], (3.65)

under the normalization

271'/ / (r,2)|*r dzdr = 1. (3.66)

To compute the ground state, the GFDN (3.5)-(3.7) collapses to a 2D problem. We
present a full finite difference discretization. Choose time steps as (3.24) and r-
grid points (3.53) for positive integer M > 0. For integer N > 0, choose mesh size
Az = (Zy — Z1)/N and define 2- grid points 2z = Z1 + kAz for ke T3 ={k | k=
0,1,...,N}.

Let gp?Jr%k be the numerical approximation of o(r Tiyds 2kt n) and @™ be the
solution vector at time ¢ = ¢,, with components <p;? FEpe Then a simplified BEFD

method for computing the ground state of (3.61) by GFDN with an initial guess
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wo(r, 2) is given below [27]:

1 _ .o
Yirse ~ Pitik

T

®n  _ @) 1) _ M _ M _ :
(p—%k - @%ku (pM-l-%k - SDH_%O - SDj-l—%N - 07 (.77k) € TI\O/[Nu
1)

Pil1
0 _ n+l jt+s k . 7-()
(Pj+% k— SDO(TjJr%vZk)v spj-i-%k = ||</7(1)2||c, (J,k) € Tyn, n 20, (3.67)

1 n 2 1 . *
= 5(63+53)—V(rj+%,2k)—ﬁ(cp],r%k) :|S0§-+)%k7 (4, k) € Tarns

where Ty = {(4,k) |0<j<M—-1, 1<k<N-1}Ton={0G,k) |0<j <
M, 0 <k < N} and

2, 1 NGO B RUNCH G
57‘<Pj+%k - (A’I")QTJ-JF% |:TJ+190j+%k (TJ+1 +7"J)<Pj+%k +7"380j,%k )
1 1 1 1 1 . *
62 " = [(p§'+)%k+1 _280;<2%k+(p§<£%k71], (.77k) ETMNa

“Pitsh T (Az2)?
and the norm is defined by
M-1N-1
1
M2 = 27Ar Az Z Z |<p§.+)% . er_,_%. (3.68)
§j=0 k=0
Here, we use ghost points to approximate the Neumann boundary conditions, which
is the same as the radially symmetric potential case.

Remark 3.2. When the potential V(x) is an even function, BEFD (3.28) and
BESP (3.34)-(3.35) can be used to compute the first excited states by choosing
proper initial guess (see [27, 36]).

3.5. Numerical results. In this section, we report numerical results on the ground
state by the proposed BEFD and BESP methods.

Example 3.1. Ground and first excited states (Remark 3.2) in 1D, i.e., we take
d=1in (2.1) and study two kinds of trapping potentials

Case I. A harmonic oscillator potential V(z) = ””—22 and 8 = 400;

Case II. An optical lattice potential V(z) = %2 + 25 sin® (Z£) and B = 250.

The initial data (3.7) is chosen as ¢o(z) = e~* /2 /zx/* for computing the ground
state, and resp., ¢o(z) = %6_12/2 for computing the first excited state. We solve
the problem with BESP (3.34)-(3.35) on [—16,16], i.e. a = —16 and b = 16, and
take time step 7 = 0.05 for computing the ground state, and resp., 7 = 0.001 for
computing the first excited state. The steady state solution in our computation is
reached when maxi<;j<am—1 |¢?+1 — ¢7] < 107'2. Let ¢y and ¢; be the ‘exact’
ground state and first excited state, respectively, which are obtained numerically
by using BESP with a very fine mesh h = 3% and h = 1—;8, respectively. We denote
their energy and chemical potential as E; := E(¢y), E1 := E(¢1), and ug := p(py),
w1 = p(d1). Let ¢S}Z and (;5%5)1 be the numerical ground state and first excited state
obtained by using BESP with mesh size h, respectively. Similarly, 1;2 and f%
are obtained by using BEFD in a similar way. Tabs. 3.1 and 3.2 list the errors for
Case I, and Tabs. 3.3 and 3.4 show the errors for Case II. Furthermore, we compute
the energy and chemical potential for the ground state and first excited state based
on our ‘exact’ solution ¢, and ¢;. For Case I, we have E, := E(¢,) = 21.3601
and pg = p(¢y) = 35.5775 for ground state, and E; := E(¢1) = 22.0777 and
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w1 = p(p1) = 36.2881 for the first excited state. Similarly, for Case II, we have
E, = 26.0838, pny = 38.0692, By = 27.3408 and p; = 38.9195. Fig. 3.1 plots ¢4
and ¢1 as well as their corresponding trapping potentials for Cases I&II. Fig. 3.2a
shows the excited states ¢, for potential in Case I with different 5.

meshsize h=1 h=1/2 h=1/4 h=1/8
max|dy — 6o 1.310E3 7.037E5 1.054E8 <E-12
log— S 1.975E-3 74255 2325E-8  <B-12

|Eg — E( h)| 5.688E-5 2.642E-6 9E-12 <E-12
g — p(; )| 1.661E-2 8.705E-5 9.44E-10 4E-12
max |¢g (bg_’ | 2.063E-3 1.241E-3 2.890E-4 7.542E-5
lpg — S5 3.825E-3 1.439E-3 3.130E-4 7.705E-5
|Eg — E(qﬁF h)| 2.726E-3 9.650E-4 2.540E-4 6.439E-5
g — (e, )| 2.395E-2 6.040E-4 2.240E-4 5.694E-5
TABLE 3.1. Spamal resolution of BESP and BEFD for ground state
of Case I in Example 3.1.

Mesh size h=1/4 h=1/8 h=1/16 h=1/32
max ¢ — ¢35 | 2.064E-1 6.190E-4 2.099E-7  <E-12
|1 — || 1.093E-1 3.200E-4 1.403E-7 <E-12
|Ey — E( fP,’I)| 5.259E-2 3.510E-4 5.550E-9 <E-12
|1 — pu( %12)| 1.216E-1 1.509E-3 4.762E-8 <E-12
max [p1 — @i )| 2.348E-1 8.432E-3 2.267E-3 6.040E-4
o1 — H 1.197E-1 4.298E-3 1.215E-3 2.950E-4
|Ey — E( f%)| 3.154E-1 5.212E-2 1.382E-2 3.449E-3
|1 — p( f%)| 4.216E-1 5.884E-2 1.609E-2 3.999E-3
TABLE 3.2. Spatial resolution of BESP and BEFD for the first
excited state of Case I in Example 3.1.

Mesh size h=1 h=1/2 h=1/4 h=1/8
max |y — bP 7.982E-3 1.212E-3 2.219E-6 1.9E-11
g — q,hH 1.304E-2 1.313E-3 2431E-6 2.8E-11
|E, — E( h)| 4.222F-4 1957E-4 4.994E-8 <E-12
g — n(¢Sh)|  9.761E-2 4.114E-3 5.605E-7 <E-12
max|¢>g ;_2 1.019E-2 581553 1.001E-3 2.541E-4
ég — ¢ED|l 1.967E-2 7.051E-3 1.300E-3 3.387E-4
|E, — E(¢"D)| 7.852E-2 2.961E-2 7.940E-3 2.027E-3
g — n(ER)|  1.786E-1 1.716E-2 6.730E-3 1.728E-3
TABLE 3.3. Spatial resolution of BESP and BEFD for ground state
of Case II in Example 3.1.
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Mesh size h=1/4 h=1/8 h=1/16 h=1/32
max |¢; — ?},’I 2.793E-1 1.010E-3 4.240E-7  2E-12
o1 — &5 |l 1.477E-1 5.241E-4 2.784E-7  2E-12
|E1 — E( ?P,)L)| 1.145E-1 8.337E-4 1.943E-8 <E-12
|1 — w( f‘iﬂ 1.593E-1 2.357E-3 1.097E-7  5E-12
max [p1 — ¢t Y| 3.134E-1 1.124E-2 3.231E-3 8.450E-4
1 — f%” 1.599E-1 5.779E-3 1.701E-3 4.122E-4
|E1 — E( f%ﬂ 6.011E-1 1.002E-1 2.688E-2 6.707E-3
[pr — u( ?%)| 6.315E-1 9.887E-2 2.742E-2 6.827E-3
TABLE 3.4. Spatial resolution of BESP and BEFD for the first
excited state of Case II in Example 3.1.

By
)
0,00

7,

FIGURE 3.1. Ground state ¢, (left column, solid lines) and first
excited state ¢ (right column, solid lines) as well as trapping po-
tentials (dashed lines) in Example 3.1. a): For Case I; b): For Case
II.

From Tabs. 3.1-3.4, Figs. 3.1 and 3.2a, we can draw the following conclusions.
For BESP, it is spectrally accurate in spatial discretization; where for BEFD, it
is only second-order accurate. The error in the ground and first excited states is
only due to the spatial discretization. Thus when high accuracy is required or the
solution has multiscale structure [37], BESP is much better than BEFD in terms
that it needs much less grid points. Therefore BESP can save a lot of memory and
computational time, especially in 2D & 3D.



40 WEIZHU BAO AND YONGYONG CAI

Example 3.2. Ground states in 2D with radial symmetric trap, i.e. we take d = 2
in (2.1) and
1

V(z,y)=V(r) = §7°2, (z,y) € R?, r=+z2+y%>0. (3.69)
The GFDN (3.5)-(3.7) is solved in polar coordinate with R = 84+ 1/128 under mesh
size Ar = g7 and time step 7 = 0.1 by using the simplified BEFD (3.54)-(3.55)
with initial data ¢o(x,y) = ¢o(r) = # e~""/2. Fig. 3.2b shows the ground state
solution ¢4(r) with different 5. Tab. 3.5 displays the values of ¢,4(0), radius mean

square Tyms = \/27r fooo r2|¢g(r)|?rdr, energy E(¢,) and chemical potential pg for
different 3.

B 04(0) rms  E(dg)  pg = (o)
0 0.5642 1.0000 1.0000 1.0000
10 0.4104 1.2619 1.5923 2.0637
50 0.2832 1.7018 2.8960 4.1430
100 0.2381 1.9864 3.9459 5.7597
250 0.1892 2.4655 6.0789 9.0031
500 0.1590 2.9175 8.5118 12.6783
TABLE 3.5. Numerical results for radial symmetric ground states
in Example 3.2.

(a). x (b). r

FIGURE 3.2. (a). First excited state solution ¢;(x) (an odd
function) in Example 3.1 with potential in Case I for different 5 =
0, 3.1371, 12.5484, 31.371, 62.742, 156.855, 313.71, 627.42, 1254.8
(with decreasing peak); and (b). 2D ground states ¢4(r) in Exam-
ple 3.2 for 8 =0, 10,50, 100, 250, 500 (with decreasing peak).

3.6. Comments of different methods. In literatures, different numerical meth-
ods have been introduced to compute ground states of BEC. In [160], Ruprecht
et al. used Crank-Nicolson finite difference method to compute the ground states
of BEC based on the Euler-Lagrange equation (2.8). Later, Edwards et al. pro-
posed a Runge-Kutta method to find the ground states in 1D and 3D with spherical
symmetry. Dodd [90] gave an analytical expansion of the energy F(¢) using the
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Hermite polynomials when the trap V' is harmonic. By minimizing the energy in
terms of the expansion, approximated ground state results were reported in [90]. In
[78], Succi et al. used an imaginary time method (equivalent to GFDN) to compute
the ground states with centered finite-difference discretization in space and explicit
forward discretization in time. Lin et al. designed an iterative method in [77]. After
discretization in space, they transformed the problem to a minimization problem in
finite dimensional vector space. Gauss-Seidel iteration methods were proposed to
solve the corresponding problem. Bao and Tang proposed a finite element method
to find the ground state by directly minimizing the energy functional in [43]. In
[27, 36], Bao et al. developed the GFDN method to calculate the ground state,
which contains a gradient flow and a projection at each step. Different discretiza-
tions have been discussed, including the finite difference discretization or spectral
discretization in space, explicit (forward Euler) discretization or implicit (backward
Euler, Crank-Nicolson) discretization in time.

In the current studies of BEC, the most popular method for computing the
ground state is the GFDN method. In fact, imaginary time method [78] is the same
as the GFDN method, while imaginary time is preferred in the physics community.
There are many different discretizations for GFDN (3.5)-(3.7) [27, 36], including
backward Euler, Crank-Nicolson, forward Euler, backward Euler for linear part
and forward Euler for nonlinear part, time-splitting for the time discretization and
centered finite difference or spectral method for spatial discretization. From our
experience, among these discretizations, BEFD and BESP are very easy to use,
robust, very efficient and accurate in practical computation. Furthermore, energy
diminishing is observed in linear case under any time step 7 > 0 and nonlinear case
when time step 7 is not too big [27]. If high accuracy is crucial in computing ground
states in BEC, e.g. under an optical lattice potential or in a rotational frame, BESP
is recommended.

4. Numerical methods for computing dynamics of GPE. In this section,
we review different numerical methods to discretize the Cauchy problem of the
GPE (2.1) for computing the dynamics of BEC. In fact, many efficient and accu-
rate numerical methods have been proposed for discretizing the above GPE, or the
nonlinear Schrodinger equation (NLSE) in general, such as time-splitting sine pseu-
dospectral method [31, 33, 34, 47], time-splitting finite difference method [183, 42],
time-splitting Laguerre-Hermite pseudospectral method [40], conservative Crank-
Nicolson finite difference method [76, 21, 20], semi-implicit finite difference method
[21, 20], etc. Each method has its own advantages and disadvantages. Here we
present the detailed algorithms for some of these methods.

In practice, we truncate the problem on a bounded domain U € R? (d = 1,2, 3) as
Eq. (3.1), with either homogeneous Dirichlet boundary conditions (3.2) or periodic
boundary conditions when U is an interval (1D), a rectangle (2D) or a box (3D).
For simplicity of notation, we shall introduce the method in one space dimension
(d =1). Generalizations to d > 1 are straightforward for tensor product grids and
the results remain valid without modifications. In 1D, the equation (3.1) becomes

O D) ) 4 V@)l ) + A1), @ < w < by 10, (4)

P(z,t =0) = o(x), a<xz<b, (4.2)

1



42 WEIZHU BAO AND YONGYONG CAI

with the homogenous Dirichlet boundary condition

Y(a,t) = (b, t) =0, t>0. (4.3)
The following periodic boundary condition
Pla,t) = (bt), Outb(at) = dpp(bt),  t>0, (4.4)
or homogeneous Neumann boundary condition
Oetp(a,t) = 8pp(b,t) =0, >0, (4.5)

is also widely used in the literature.

To discretize Eq. (4.1), we use uniform grid points. Choose the spatial mesh
size h = Az > 0 with Az = (b — a)/M (M an even positive integer), the time step
7, the grid points and the time step as in (3.24). Let Y7 be the approximation of
Y(zj,tn) and Y™ be the solution vector with components 7.

In the following, we will introduce two widely used schemes: the time-splitting
methods and the finite difference time domain (FDTD) methods.

4.1. Time splitting pseudospectral/finite difference method. The time split-
ting procedure was presented for differential equations in [174] and applied to
Schrodinger equations in [114, 178]. For the simplest two-step case, consider an
abstract initial value problem for w : [0,7] — B (B Banach space),

Eu(t) = (A+ B)u(t), u(0)eB, (4.6)
where A and B are two operators, the solution can be written in the abstract form
as u(t) = e!A+B)y(0). For a given time step 7 > 0, let ¢, = n7, n = 0,1,..., and
u™ be the approximation of u(t,). The time-splitting approximation, or operator
splitting (split-step) is usually given as [174, 192]

u"t = emAeT By, Lie-Trotter splitting, (4.7)
or

n+1

't e eTA2eTBemA 2y Strang splitting. (4.8)

Formally, from Taylor expansion, it is easy to see that the approximation error of
Lie-Trotter splitting is of first order O(7), and the error of Strang splitting is of
second order O(72). In principle, splitting approximations of higher order accuracy
can be constructed as [192]

n+1 a1TAeb17'Beag‘rAebg‘rB .

u e@mTAImTByn -y > 1, (4.9)

~ e

where coefficients a; and b; (j = 1,--- ,m) are chosen properly. One of the most
frequently used higher order splitting scheme is the fourth-order symplectic time
integrator (cf. [192, 40]) for (4.6) as:

w) = A yn (D) = 207B (1) (3) — p(05-0)7A |, (2)

1) _ (1-40)7B ,(3)

’LL( u(5) — 6(0.579)7'14 u(4)7 u(ﬁ) — 6297'3 u(5)7 (410)

)
un—i—l — eGTA u(G)

)

where the coefficient 6 can be calculated as

1
o=2 (2 tol/3 4 2*1/3) ~ 0.67560359597982881702. (4.11)
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4.1.1. Time splitting sine pseudospectral method. In this section we present a time-
splitting sine pseudospectral method, to numerically solve the GPE (4.1) with ho-
mogenous Dirichlet boundary condition (4.3). The merit of this method is that
it is unconditionally stable, time reversible, time-transverse invariant, and that it
conserves the total particle number.

Time-splitting sine pseudospectral (TSSP) method. From time ¢ = ¢, to
t =tn+1, the GPE (4.1) is solved in two splitting steps. One solves first

_ 1
i = —y/m, (4.12)
for the time step of length 7, followed by solving
OY(x,t
220D g, ) + B, v, ), (1.13)

for the same time step. Eq. (4.12) will be discretized in space by the sine spectral
method and integrated in time exactly. For t € [ty,, tpt1], the ODE (4.13) leaves |1|
invariant in ¢ [31, 33] and therefore becomes

Oy (x,1)

iy = V(@)i(z,t) + Blib(x, tn)|*p(x, ) (4.14)
and thus can be integrated ezactly. This is equivalent to choosing operators A, B
in (4.6) as

AY=L0np, B =—i(V() + Sl (1.15)

From time ¢ = ¢, to t = t,41, we combine the splitting steps via the standard
Strang splitting [31, 33, 47]:

M-1
2 —iTp? T :
P = = 37 e (), sin(u(; — a),
=1
: ) (1) .
Pl = o1V (@) 8ISV )T oM e Tar, (4.16)
D) M—-1 o o
Yt = = e @), sin(u(a; - a)), gt = vt =0,
=1

where py; = Im/(b—a) for I € Tar and (¢"); and (1(?)), are the discrete sine transform
coefficients of 1™ and ¥(?), respectively, which are defined in (3.31). One can also
exchange the order of the steps (4.13) and (4.14) in TSSP (4.16), and the numerical
results are almost the same.

Remark 4.1. For the GPE (4.1) truncated in a bounded domain with periodic
boundary condition (4.4) or homogenous Neumann boundary condition (4.5), a
time splitting Fourier or cosine pseudospectral method similar to TSSP (4.16) is
straightforward [44, 31, 33], i.e., solve the linear part (4.12) by Fourier or cosine
spectral discretization instead of sine spectral discretization.

4.1.2. Time splitting finite difference method. In section 4.1.1, a sine pseudospectral
method (or a Fourier pseudospectral method) is used to solve Eq. (4.12). Spectral
method is favorable in view of its high accuracy if the solution of continuous problem
(2.1) is smooth. For non-smooth potentials V(x) (random potential), the regularity
of the solution of the GPE (2.1) would be low. In such case, finite difference method
is suggested instead of spectral method.
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Time-splitting finite difference (TSFD) method From time ¢t = ¢, to t =
tn+1, the GPE (4.1) with homogenous Dirichlet boundary condition (4.3) is solved
in two splitting steps, (4.12) and (4.14). As indicated in section 4.1.1, Eq. (4.14)
can be integrated exactly. For the linear part (4.12), we use Crank-Nicolson finite
difference method. From time ¢ = ¢, to t = t,41, we combine the splitting steps
via the standard Strang splitting [42]:

—iT T n|2 n .
%(1) = TV E@)HBIIIN2 g0 e T,
) — ) 1 2 1 ) 2 2
it = @ o), T w? =wp =0, (417)

—iT €T (,2) 2 .
it = V@2 4@ e T

This method is also unconditionally stable, time reversible, time-transverse in-
variant, and it conserves the total particle number. The linear part of TSFD (4.17)
can be solved by the Thomas’ algorithm in 1D and discrete sine transform (DST)
in 2D and 3D. Thus, the computational costs of TSFD and TSSP are the same in
2D and 3D, while the cost of TSFD is cheaper in 1D due to the Thomas’ algorithm.

4.2. Finite difference time domain method. Finite difference time domain
(FDTD) methods for NLSE have been extensively studied in the literature [9, 76]
and are widely used. In this section, we present the most popular finite difference
discretizations for the GPE (4.1) with homogenous Dirichlet boundary condition
(4.3).

4.2.1. Crank-Nicolson finite difference method. The conservative Crank-Nicolson fi-
nite difference (CNFD) discretization of GPE (4.1) reads [76, 106, 34, 21, 20]

+om 1 Bin n n ,
007 = | =502 + Vi + (P )| T G e T nz 0, (48)

J

where

Vi=Vi(z), = §(¢j+1 +y),  jEeTy, n=012,....

J
The boundary condition (4.3) is discretized as

ntl — gntl — ), n=0,1,..

nHl = ., (4.19)

and the initial condition (4.2) is discretized as
v§ =vo(z;),  je T (4.20)

The above CNFD method conserves the mass and energy in the discretized level.
However, it is a fully implicit method, i.e., at each time step, a fully nonlinear system
must be solved, which may be very expensive, especially in 2D and 3D. In fact, if the
fully nonlinear system is not solved numerically to extremely high accuracy, e.g., at
machine accuracy, then the mass and energy of the numerical solution obtained in
practical computation are no longer conserved [21]. This motivates us also consider
the following semi-implicit discretization for the GPE.
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4.2.2. Semi-implicit finite difference method. The semi-implicit finite difference (SI-
FD) discretization of the GPE (4.1), is to use Crank-Nicolson/leap-frog schemes for
discretizing linear/nonlinear terms, respectively, as [21, 20]

. n 1 2 w?+1 w;‘l71 n|2,,n .
10} = [—5514—%—] f+ﬂ|¢j| (8 J€Tm, n>1. (4.21)
Again, the boundary condition (4.3) and initial condition (4.2) are discretized in
(4.19) and (4.20), respectively. In addition, the first step can be computed by any
explicit second or higher order time integrator, e.g., the second-order modified Euler
method, as

1
sj=uf - [(<ga e ) o o pe]. geTi

T

oY =) iz K—%&% - Vj> ¥l + ﬂ|¢§?|2w§?] .

For this SIFD method, at each time step, only a linear system is to be solved,
which is much more cheaper than that of the CNFD method in practical computa-
tion.

4.3. Simplified methods for symmetric potential and initial data. Similar
to section 3.4, when the potential V(x) (x € R, d = 1,2,3) and the initial data 1
are symmetric, then the solution of the GPE (2.1) is symmetric. In such cases, sim-
plified numerical methods, especially with less memory requirement, are available
for computing the dynamics of GPE.

4.3.1. Radial symmetry in 1D, 2D and 3D. When potential V' (x) and initial data
¥(x,0) = Yp(x) are radially symmetric for d = 1,2 and spherically symmetric for
d = 3, the problem is reduced to 1D. In such case, the GPE (2.1) collapse to the
1D equation (3.43) for ¢ := ¢(r,t) with r = |x| > 0.

In practical computation, the equation (3.43) is approximated on a finite interval.
Since the wave function vanishes as r — oo, choosing R > 0 sufficiently large,
equation (3.43) can be approximated by

1 0

i0p(r,t) = — 5 a 1y,

0
(rdlgw) + V() +BYPY, 0<r<R, (4.23)
with boundary conditions
Op(0,) =0, (R =0, >0, (4.24)
and initial condition
P(r,0) = o(r), 0<r<R. (4.25)
For this 1D problem, an efficient and accurate method is the time-splitting finite
difference (TSFD) method. Choose time steps as (3.24) and mesh size Ar =

2R/(2M + 1) for some integer M > 0. We use the same notations for the grid

points as (3.53), and let 7’/};‘1+ 1 be the numerical approximation of ¥ (r; +1 ,tn) and
2

1™ be the solution vector at time ¢t = ¢,, with components w;zr 1. The time-splitting
2
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finite difference (T'SFD) discretization for (4.23) reads

TR .
1/}]+1 = J+1 j+%a jETl\gfv
P, — 1/)(»1)1 @+,
A ——52d+v( )| TR 0SS M-
2 2 .
e =0 W =0 W) =), JETH
" —irBlp'?, 17/2 .
yrh =e i+ ¢;2+>%, jeTy, n>0. (4.26)

This method is second-order accurate in space and time, unconditionally stable and
it conserves the normalization in the discretized level. The memory cost is O(M)
and computational cost is O(M) per time step, which save significantly from O(M%)
and O(M9%1In M), respectively, in 2D and 3D when the Cartesian coordinates is used
by TSSP.

4.3.2. Cylindrical symmetry in 3D. For x = (z,y,2)T € R®, when V and v are
cylindrically symmetric, i.e., V and g are of the form V(r,z) and ¢y(r,z) (r =
V22 + y?), respectively, the Cauchy problem of the GPE (2.1) is reduced to 2D.
Due to the symmetry, the GPE (2.1) essentially collapses to the 2D problem (3.57)
with r € (0,+00) and z € R for ¢ := ¢(r, 2, t).

In practice, the GPE (3.57) is truncated on a bounded domain. Choosing R > 0
and Z1 < Z with |Z1|, |Z2| and R sufficiently large, then Eq. (3.57) can be
approximated for (r,z) € (0, R) x (Z1, Z2) as,

2
10 ( 81/1) n 9%y

ror TE 0z2

O (r, 1) = —& [ ] (V) 4Bl e, (2)

with boundary condition

99(0, 2,1)

or = 07 1/)(R727t) = 1/’(7”, Zlat) = 1/1(7"7 ZQvt) = 07 KAS [Zlsz]a re [OvR]v

(4.28)
and initial condition
Y(r, z,0) = o(r, 2), z €Z1,Z:], re€l0,R]. (4.29)

Similar to section 3.4, choose time steps as (3.24) and r- grid points (3.53) for
positive integer M > 0. For integer N > 0, choose mesh size Az = (Zy — Z1)/N
and define z- grid points z;, = Z; + kAz for k € TJ. Let 1/);‘+l . be the numerical
2
approximation of 9 (r; 152k, t,) and ™ be the solution vector at time ¢ = t,, with
components ¢, 1, . Then the time-splitting finite difference (TSFD) discretization
2

for (4.27) reads

R COTERTE LT

1 n .
¢J(+)1k= Q/Jj_;_%ku (.77]{)67-]8[N7

ijr k 1/);+ k 1
- ( ; *
f—q(mﬁ) (02, +ely). Gk € Tin,

w dj k’ ¢M+1k wj_;’_ 0 ¢]+ N (]7 )67-]\%N7

n —ir[V(r,, 1,20 +8102 17 ,
wj_:%lk:e i3 ey ¢<+ o (k) € T, (4.30)
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with 1/1?+%k = to(rj41,2k) for (j,k) € Tyry. This method is second-order ac-
curate in space and time, unconditionally stable and it conserves the normaliza-
tion in the discretized level. The memory cost is O(MN) and computational
cost is O(MNIn M) per time step, which save significantly from O(M?N) and
O(M?N In M), respectively, when the Cartesian coordinates is used by TSSP.

4.4. Error estimates for SIFD and CNFD. In this section, we present the
error estimates for CNFD (4.18) and SIFD (4.21). The notations for finite difference
operators, related finite dimensional vector space and norms are given in section 3.2.
Specially, for real valued nonnegative potential V(z), we define the corresponding
discrete weighted 12 norm for v = (up, ug, - ,uM)T € Xy as:

M—1
lullf =) Vil (4.31)
j=0
In the remaining part of this section, we use the notation p < ¢ to represent that
there exists a generic constant C' which is independent of time step 7 and mesh size
h such that |p| < Cq.
To state the error bounds, we define the ‘error’ function e € X, as

ef =Py tn) — V7,  jE€Ty, n>0, (4.32)

where ¢ := 9(z,1) is the exact solution of the GPE (4.1) and ¢} is the numerical
solution. We make the following assumption on the exact solution 1, i.e., let 0 <
T < Tax with Tihax the maximal existing time of the solution [73, 176]:

Y € C3([0, T]; Whe) N C2([0, T); W3°°) n C°([0, T]; W™ N Hy), (4.33)

where the spatial norms are taken in the interval U = (a, b).
For the SIFD method, we have [21, 20]

Theorem 4.1. Assuming that (4.33) holds and that V(x) € CY(U), there exist
hg >0 and0 < 19 < % sufficiently small, when 0 < h < hg and 0 <7 <79 < %, we
have the following error estimates for the SIFD method (4.21) with (4.19), (4.20)
and (4.22)

lellz S R2+72, (6™ 2 S BY 24732, ([0 lo < 14M1, 0 <n < —, (4.34)

all

where My = maxo<i<7 |9 (-,t)|| oo (). In addition, if either 90,V (z)|r = 0 (' = U,
Oy, is the outer normal derivative) or v € C°([0,T]; H3(U)), we have the optimal
error estimates

le™llz + 6 e ll2 S h* + 7%, 9"l <1+ My, 0<n<

SN

. (4.35)

Similarly, for the CNFD method, we have [21, 20]

Theorem 4.2. Assuming that (4.33) holds and that V(x) € C*(U), there exists
ho > 0 and 79 > 0 sufficiently small, when 0 < h < hg and 0 < 7 < 79, the
CNFD discretization (4.18) with (4.19) and (4.20) admits a unique solution ™
(0 <n <L) such that the following error estimates hold,

ez S h2 472, 165 e l2 S B2 +732, "o < 14+M;, 0<n <

Rl

. (4.36)
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In addition, if either 9,V (z)|r = 0 or ¢ € C°([0,T); H3(U)), we have the optimal
error estimates
T

el + o ez S h* + 72, "l <1+ My, 0<n< s (4.37)

Error bounds of conservative CNFD method for NLSE in 1D (without potential
V(x)) was established in [76, 106]. In fact, their proofs for CNFD rely strongly
on the conservative property of the method and the discrete version of the Sobolev
inequality in 1D

112 < IV fllze - I fllze, V€ H(U) with U CR, (4.38)

which immediately implies a priori uniform bound for || f||p-. However, the exten-
sion of the discrete version of the above Sobolev inequality is no longer valid in 2D
and 3D. Thus the techniques used in [76, 106] for obtaining error bounds of CNFD
for NLSE only work for conservative schemes in 1D and they cannot be extended
to either high dimensions or non-conservative finite difference scheme like SIFD.
Here, we are going to use different techniques to establish optimal error bounds
of CNFD and SIFD for the GPE (2.1) in 1D which can be directly generalized to 2D
and 3D. In the analysis, besides the standard techniques of the energy method, for
SIFD, we adopt the mathematical induction; for CNFD, we cut off the nonlinearity.

4.4.1. Convergence rate for SIFD. Firstly, SIFD (4.21) is uniquely solvable [20].

Lemma 4.1. (Solvability of the difference equations) Under the assumption (4.33),
for any given initial data ¥° € Xy, there exists a unique solution Y™ € Xy
of (4.22) form =1 and (4.21) for n > 1.

Define the local truncation error ™ € X of the SIFD method (4.21) with (4.19),
(4.20) and (4.22) for n > 1 and j € Ty as
5 V} V() tn—1) + (), tny1)
J

ny = (i — By, ta)?) (. ta) + {7 - :

, (4.39)

and by noticing (4.20) for n = 0 as
. 1 .
] 1= 1674 (2;,0) - <—55§ + Vj) o) =Bl P, e T, (440)

w® = o) — i [(_;5; " v;) o l;) + Bl () 2o (ay)

Then we have

Lemma 4.2. (Local truncation error) Assuming V(x) € C(U), under the assump-
tion (4.33), we have

~

17" oo < 72 4 A2, 0<n<=—1, and  [|6;7)s0 S 7+ h. (4.41)
T

~

In addition, assuming V(x) € C*(U), we have for 1 <n <L —1

24042 1<j<M-2
AR SR ’ 4.42
z 'lj

T+h, j=0,M-1.

Furthermore, assuming either 0,V (x)|r =0 or uw € C([0,T]; H3(U)), we have

T
1650 oo ST2+h% 1<n<—=—1. (4.43)
T
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Proof. First, we prove (4.41) and (4.42) when n = 0. Rewriting 7,/1](1) and then using
Taylor’s expansion at (x;,0), noticing (4.1) and (4.2), we get

5 ) (%5,5) = Yo(x;)
( —V}‘—ﬁ|¢o($j)|2) do(;) +1 (o 22/2 -

2
. K h2 1 s1 EP) s3
=1 (xj, 5) + 25 [7 /0 /0 /0 /53 Ozzaztbo(x; + sh) dsdss dss dsq

T

1 6
+Z-Z/ / attwj,sr/mdsdo}—w(xj,—)+0(72+7h2)7 j € Tar.
2 Jo Jo 2

=-eo3) 3

Then, using Taylor expansion at (z;,7/2) in (4.40), noticing (4.1), in view of triangle
inequality and the assumption (4.33), we have
071 S T2 Weeell Lo + M l[Yzasasll Lo + 72| Yetwsll Lo + 7(R2([Yzoaall L + Tllve] L)
([l Lo + TR ([ Yswaal| Lo + 72 (12| L)
<12+ R jeTu,
where the L°°-norm means ||9||po := supg<;<7 SUp,¢y [ (2, t)]. This immediately
implies (4.41) when n = 0. Similarly, we can get

10503 S Tl Yeeaaallioe + T2 Gtetal Lo + ThlVeamal o (19]lwase + [P L)
+ 72 el oo (19w + ¥l 2)?
STH+h, Jje€Tu,

where for 7 = 0, we use equation (4.3) to deduce that 1y (a,t) = ¥y (a,t) = 0.

Now we prove (4.41), (4.42) and (4.43) when n > 1. Using Taylor’s expansion
at (xj,t,) in (4.39), noticing (4.1), using triangle inequality and assumption (4.33),
wehaveforlgngg—l,

|77;I| S h2||¢wmmw||lz°° + T2 (Hwttt”LOO + ||wttmw||L°°) S T2 + h27 .7 € TM

Thus, (4.41) is true. For j =1,..., M — 2, we know

—1.

(4.44)
However, for j = 0, M — 1, we derive that 9, ¥, and .. are all zero on the
boundary I'; and it follows that for 1 <n < % —land j=0,M —1,

|5;r77;l| 5 h||7/)xxxx||L°° + T2 (Hd’tttz”L“’ + ||¢ttmmc||L°°) /S T+h. (4'45)

(4.44) and (4.45) prove (4.42).

In the case of 9,V (z)|r = 0 or u € C([0,T]; H3(U)), by differentiating (4.1),
we can show that ¥.|r = Yezez|r = Yetazlr = Yue|r = 0. Then (4.44) holds for
boundary case and (4.43) is correct. The proof is complete. ]

T
0507 | S PP Yawaanll Lo +7° ([Yutalloe + 1Yuzaallie) S72+h% 1<n < p

Now, we are going to establish the estimates in Theorem 4.1 by mathematical
induction [20].

Proof of Theorem 4.1. We first prove the optimal discrete semi-H' norm conver-
gence rate in the case of either 9,V (z)|r = 0 or ¢ € C°([0, T]; HZ(U)). Since ¢ = 0,
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(4.35) is true. For n = 1, using Lemma 4.2 and noticing ejl =(z;,7) —1/;]1 = —”779
(j € T)), we find that

letlo + 1187 et [lo S h* + 72 (4.46)
Recalling discrete Sobolev inequality which implies that ||e!||. < C1]|6} €|z, for
sufficiently small h and 7, we derive

16 oo < lleMloo + 6]l < My + 1. (4.47)

Now we assume that (4.35) is valid for all0 <n <m —1< % — 1, then we need to
show that it is still valid when n = m. In order to do so, subtracting (4.39) from
(4.21), noticing (4.4) and (4.19), we obtain the following equation for the “error”

function €™ € Xj:

1 entl 4 on—1
i0ie] = [—56926 + V}] % +& + 05, j€Tm, n>1, (4.48)
where £ € X (n > 1) is defined as
& = Bl (z;, ta) PY(@j tn) = BT YT, j € Tar. (4.49)
By the assumption of mathematical induction, we have [20]
€15 < Calle™(I3,  ll6F€™ 13 < CsllaFe™ 3+ [le™]3,  1<n<m—1, (450)

where Cs and C3 are constants only depending on M7 and .

Multiplying both sides of (4.48) by e}”‘l + e?_l and summing all together for
j € Tu, taking imaginary parts, using the triangular and Cauchy inequalities,
noticing (4.41) and (4.50) , we have for 1 <n <m —1

le™ 13 = lle"~HI3 = 2r Im (€7 + 0", "' ")
< 27 [lle™ I3 + e M + [l 113 + 1€ 113]
< Cyr(h? +72)% + 27 ([le" ™3 + le" 7 3) + 27C2le” 13-
Summing above inequality for n =1,2,...,m — 1, for 7 < %, we get

m—1
le™ 13 + lle™HI5 < CaT(h* +7°)% + Cs7 Y [le']l3, 1 <m <
=1

15

(4.51)

with positive constants Cy > 0 and Cs > 0 independent of 7 and h. In view of the
discrete Gronwall inequality [76, 106, 20] and noticing ||€®[|2 = 0 and ||e!||2 < h2+72,
we immediately obtain |[e"||2 < h% + 72 for n = m.

For the semi-H! norm, define the discrete linear energy for e” € X as

n 1 n n
E(e") = 5llage 2+ lle” 13- (4.52)

Multiplying both sides of (4.48) by e}”‘l — e?_l, summing over index j € Ty and

performing summation by parts, taking real part, we have

E(et) —&(e" ) = —2Re (" + et —e 1) 1<n<m-—1. (4.53)
Rewriting (4.48) as
et —en ™ = 2ir [t +XT]. J€ Tu, (4.54)

where x" € X/ is defined as

n 1 eptt 4 ep !
Xj = [—5557”/}] : :

— s j € Tu, (4.55)
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then plugging (4.54) into (4.53), we obtain
Ee™) =€) = —4rIm (" + 7", &" + 0" +x")
= —ArIm{"+n",x"), 1<n<m-1. (4.56)

From (4.55), (4.49) and summation by parts, we have

|<§"7X">| = %‘<§", <_%55 +V) (en-i-l +€n_1)>

S o (" + e[+ (€ V (e e )
S e IS + 16T em 13 + Nl e M IS + e I3 + lle™l15 + lle™ 113
+HaEE™ 15 + 11€™113
S lofer T+ a3 + oFe” 3, 1<n<m (4.57)
Similarly, noticing (4.50), (4.41) and (4.43), we have
(™, x™)| = % ‘<n” (—%65 + V> ("t + e”l)>‘ (4.58)

S 07 (T e[+ [ V(e 4 e )
SN e™ M3 + 110z e™ 13 + 107 e HIE + lle™ IS + lle™ |13 + llen 3
+ 0™ 13 + [l 13

SloFe™ 3 + oy e 3 + 1o e 3 + (72 + k%)%, 1<n<m.

Plugging (4.57) and (4.58) into (4.56), we get
E(e ™) = (") ST + )2+ 7 [[l6F e G + 107 e™ 13 + o e 3]
ST+ R +r[EET) +E(E™) +EE)], 1<n<m.

Summing above inequality for 1 <n < m — 1, we get

n+1
E() +E() ST + 1) + () +E(L) +7)_E(), 1<n<m-—1
=1

Using the discrete Gronwall inequality [20, 76], we have
Ee™)+&(e™) < (TR +E(e)+£(°) < (T2 +h?)?, 1<n<m-—1. (4.59)
Thus E(e™) < (72 + h?)? and

loze™ 3 < Ee™) + IV le™ 13 S (7% + h*)%. (4.60)
In view of the discrete Sobolev inequality, we get
le™ oo < Nl e™ ll2 S 72 + 2. (4.61)

Noticing that in all the above inequalities, the appearing constants are independent
of h and 7. Hence, for sufficiently small 7 and h, we conclude that

[ oo < N1U( tm) L) + l€™ oo < M1+ 1. (4.62)

This completes the proof of (4.35) at n = m. Therefore the result is proved by
mathematical induction.

For the case of assumption (4.33) and V' € C! without further assumptions, we
will lose half order convergence rate in the semi-H' norm because of the boundary
(4.42). Notice that the reminder term is O(h? 4 72)%/2 instead of O(h? + 72) in
(4.58), and that the remaining proof is the same. Hence, we will have the 3/2 order
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convergence rate for discrete semi-H! norm. The proof is complete. g

Remark 4.2. Here we emphasis that the above approach can be extended to the
higher dimensions, e.g. 2D and 3D, directly. The key point is the discrete Sobolev
inequality in 2D and 3D as

lunlloo < Cln Al funlls,  Ilonlloe < Ch™2[fvn s, (4.63)

where uj, and vy, are 2D and 3D mesh functions with zero at the boundary, respec-
tively, and the discrete semi-H' norm || - |2 and I°° norm || - || can be defined
similarly as the discrete semi-H! norm and the /> norm in (3.27). The same proof
works in 2D and 3D, with the above Sobolev inequalities and the additional tech-
nical assumption 7 = o(1/|Inhl) in 2D and 7 = o(h'/3) in 3D.

4.4.2. Convergence rate for CNFD. Let ™ € Xs be the numerical solution of the
CNFD (4.18) and e™ € X be the error function.

Lemma 4.3. (Conservation of mass and energy) For the CNFD scheme (4.18)
with (4.19) and (4.20), for any mesh size h > 0, time step 7 > 0 and initial data
1o, it conserves the mass and energy in the discretized level, i.e.

||¢n||§ = H'@[JO”%v Eh(¢n) EEh(¢O)7 n=0,12,..., (4'64)

where the discrete energy is given by

En(@") = 5100 12+ 9" 13 + Sl I3 (4.65)
Proof. Follow the analogous arguments of the CNFD method for the NLSE [77, 106]
and we omit the details here for brevity. O

For the solvability, we have

Lemma 4.4. (Solvability of the difference equations) For any given ™, there exists
a unique solution Y"1 of the CNFD discretization (4.18) with (4.19).

Proof. The proof is standard [10, 20]. In higher dimensions (2D and 3D), additional
assumption is needed for uniqueness, i.e., time step 7 is sufficiently small compared
with mesh size. g

Denote the local truncation error 7 € Xy (n > 0) of the CNFD scheme (4.18)
with (4.19) and (4.20) as
, 1 p
ﬁ;l = Z(S;r’t/J(LL'j,tn) - [_555 + ‘/J + 5 (|z/1(xj,tn+1)|2 + |¢($jatn)|2)

» V(@) tn) + P(x5,tnt1)
2 )
Similar to Lemma 4.2, we have

j€Tu. (4.66)

Lemma 4.5. (Local truncation error) Assume V(x) € C(U) and under assumption
(4.33), we have

~

"l S 7%+ 0% 0<n<— =1 (4.67)



MATHEMATICS AND NUMERICS FOR BEC 53

In addition, assuming V(x) € CY(U), we have for 1 <n <L —1

24h%, 1<j<M-2
<] T isIs ’ (4.68)
F4h, j=0,M—1.
In addition, if either 9,V (z)|r =0 or v € C°([0,T); HZ(U)), we have
T
657 oo ST2+h%  1<n<—=—1. (4.69)
T

One main difficulty in deriving error bounds for CNFD in high dimensions is
the {°° bounds for the finite difference solutions. In [20, 180, 10], this difficulty
was overcome by truncating the nonlinearity to a global Lipschitz function with
compact support in d-dimensions (d = 1,2, 3). This cutoff would not change v (z, t)
and 9™ if the continuous solution ¢ (x,t) is bounded and the numerical solution ¥"
is close to the continuous solution, i.e., if (4.36) or (4.37) holds.

Proof of Theorem 4.2. As in the proof of Theorem 4.1, we only prove the op-
timal convergence under assumptions (4.33) with either 9,V (z)|lr = 0 or ¢ €
C%([0,T); H3(U)). Choose a smooth function p(s) € C*°(R) such that

1, 0<|s| <1,
p(s) =4 €1[0,1], 1<]s]<2, (4.70)
0, ls] > 2.

Let us denote B = (M; + 1)? and denote
fs(s8) =p(s/B)s, s €R, (4.71)
then f, € C5°(R). Choose ¢° = ¢° € X/ and define ¢" € X (n > 1) as

1 n .
i8¢ = —§5§+‘G+§(f3(l¢?+ll2)+f5 (951)| 67772 jeTan (472)

where
1
+1/2 1 .
O =S @ e, GeTh n20 (4.73)
In fact, ¢™ can be viewed as another approximation of ¢ (x,t,). Define the ‘error’
function €" € Xy (n > 0) with components &} = ¢(x;,t,) — ¢} for j € Ty} and
denote the local truncation error 7™ € X as

W= ) — |8 Vi S (Fal(es b))+ Fa (e t0))
L (Eistn) +2¢(xj’t"+1), j € Tar, n>0. (4.74)
Similar as Lemma 4.5, we can prove
17 oo+ 16777 oo S 72+ 82, 0<n< L 1. (4.75)

T

Subtracting (4.74) from (4.72), we obtain

. AT 1 AT n ~n .
6 ey = [—§5§+‘/}] ejH/Q—i—Sj +17, J€Tm, n>0, (4.76)
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where é" € X defined as

n /8 1/}$7tn +’l/)$,tn
& =0 (10 taa) P+ iy 1)) LR Lot EOC ) 7
B n n n ,
=5 (7T P + £ 1871%) 67772, G € T (4.78)
Recalling that f, € C§°, for 0 <n < L — 1, we can show that [20]
€2 > N ley o€ S Do (Ie¥la+ 1157 l2) - (4.79)
k=n,n+1 k=n,n+1

This property is similar to that of the SIFD case (4.50). The same proof for Theorem
4.1 works. However, there is no need to use mathematical induction here, as C§°
property of f, guarantees (4.79). For simplicity, we omit the details here. Finally,
we derive the following for sufficiently small A and 7,

T

T

From (4.80), we know that (4.72) collapses to CNFD (4.18), i.e., ¥™ = ¢™. Thus,
we prove error estimates (4.37) for CNFD (4.18).

Again, for the case of assumption (4.33) and V € C! without further assump-
tions, we will lose half order convergence rate in the semi-H' norm. O

€™z + o€ l2 S A* + 7%, (9"l < Mi+1, 0<n (4.80)

Remark 4.3. If the cubic nonlinear term 3|1|%¢ in (4.1) is replaced by a general
nonlinearity f(|1|?)1, the numerical discretization CNFD and its error estimates in
I2-norm, [*°-norm and discrete H'-norm are still valid provided that the nonlinear
real-valued function f(p) € C3([0,00)). The higher dimensional case (2D or 3D) is
the same as Remark 4.2.

4.5. Error estimates for TSSP. From now on, we investigate the error bounds
for time-splitting method. In the last decade, there have been many studies on
the analysis of the splitting error for Schrodinger equations [54, 141, 179, 148, 88].
For NLSE, Besse et al. obtained order estimates for the Strang splitting error [54].
Later, Lubich introduced formal Lie derivatives to estimate the Strang splitting
error [141]. The formal Lie calculus enables a systematical approach for studying
splitting schemes.

In our consideration of the TSSP (4.16) for solving the GPE (4.1), we will restrict
ourselves to certain subspaces of H}(U). Let ¢(z) € H™(U)NHE(U) be represented
in sine series as

too
o(x) = Z¢l sin(p (z — a)), zeU = (a,b), (4.81)

=1
with g/b\l given in (3.36), define the subspace H™ (U) C H™ N H} equipped with the

sin
norm

]

1
oo 2
1L (V) = (Z u?m|¢z|2> , (4.82)
=1

which is equivalent to the H™ norm in this subspace. We notice that HJ (U) =
{¢p € H™(U)|0%* p(a) = 0% ¢(b) =0, 0 <2k < m, k€ Z}. Tt is easy to see that
e'*2 will preserve the H™ norm.

sin
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The TSSP (4.16) can be thought as the full discretization of the following semi-
discretization scheme. Let 1™ () be the numerical approximation of ¢ (x, t,,). From
time t =t,, to t = t,41, we use the standard Strang splitting:

S (@) = A gl (), 2 () = e V@B @D (1 ()

_ (4.83)
1/)[nJrl] (:E) — em-A/Alw{Q}(:E)7 xel.
In order to guarantee that e‘iT(V+B|¢|2)¢ is a flow in H, we make the following
assumptions on the potential V' (z)

V(z) € H"(U) and 8,V (z) € HIYU), m>1. (4.84)
To derive the optimal error bounds, we make the following assumption on the exact
solution 1, i.e., let 0 < T < Thax with Tihax the maximal existing time of the
solution [73, 176]:

Y € C([0,T); H™(U) N Hy(U)) - (4.85)

It is easy to get that ¢ is actually in H' under assumptions (4.84) and (4.85), by
showing that 82%¢|r = 0 (0 < 2k < m) from the GPE (4.1).
Now, we could state the error estimates for the TSSP (4.16).

Theorem 4.3. Lety™ € Xy be the numerical approximation obtained by the TSSP
(4.16). Under assumptions (4.84) and (4.85), there exist constants 0 < 19, hy < 1,
such that if 0 < h < hg, 0 <7 <79 and m > 5, we have

(e, t) = Las (6") @) 20y S B 472 0"l < M+ 1,
4.86
V(o) ~ ) @Dy S A7+ o< O

where the interpolation operator Ins is given in (3.30) and
Ml = maXte[OﬁT] ||'¢J(,t)||Loo

By Parseval’s identity, we can easily get the following.

Lemma 4.6. (Conservation of mass) The TSSP (/.16) conserves the total mass,
i.e.,

™13 = 1¥°13, n>1. (4.87)

The proof of Theorem 4.3 is separated into two steps. The first step is to establish
the error estimates for semi-discretization (4.83). Then we analyze the error between
the semi-discretization (4.83) and the full discretization TSSP (4.16).

The H' error bound for the semi-discretization (4.83) is the following.

Theorem 4.4. Let ™ (x) be the solution given by the splitting scheme (4.83).
Under assumption (4.84) and (4.85) with m > 5, we have ™ (z) € H?. and

sin

T

167 (@) = 0l )22 + 9@ (@) = o ta)) 22 S 72 0<n<—.  (488)

The semi-discretization (4.83) can be simplified as

Y (z) = S, (v (x)). (4.89)

Using the fact L>°(U) C H'(U) and following [141], we would easily obtain the H]
stability of the splitting (4.83).
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Lemma 4.7. (Hg-conditional L?- and H§ stability). If 1, ¢ € HE(U) with
[y < Mz, (@llmy < Mo, (4.90)

then we have

157(4) = Sr(@)ll2 < e®7[[Y = ¢l 2,
15+ (%) = Se (D) g < 7MY = Pllmg.

where ¢o and ¢1 depend on Ma, V(x) and .

(4.91)

To prove Theorem 4.4, we need the local error, which is the key point in analyzing
time-splitting methods.

Lemma 4.8. If ¢yo € H2,, then the error after one step of (4.83) in Hi norm is
given by

[0 (@) = gl ez + IV @) = vz )l < O7% (4.92)
where C' only depends on ||¢o| gs_, V(x) and B.

We use formal Lie derivative calculus to study the local error in Lemma 4.8. For
a general differential equation ¢; = F(¢) (¢ € H}), denote the evolution operator
¢t (v) as the solution at time ¢ with initial value ¢(0) = v. The Lie derivative Dp
is given by [141]

(DrG)(v) = %G(w%(v))hzo =G'(v)F(v), veHy), (4.93)

where G is a vector field on H{. Let T(¢) = 1Ay, V() = —i (V(2) + Bl¢[?) ¢

and H="T + V, and denote Dp, Dy and Dy as the corresponding Lie derivatives
(cf. [141]) for T', V and H, respectively. Similar to [141], one can compute the
commutator

[T, V](y) =

W)V (@) = V' ()T ()

~»

= %(—i)A(V(:v)w + Bl Py) — [—z’VAzp% — B (2|¢|2A¢%' B WAE%)]
= %¢AV+ VV -V + BY? AP + %ﬁ|v¢|2¢+ g@vlb V.

Under assumption (4.84) on potential V(x) with m > 5, following analogous argu-
ments in [141], we have

N Y@y < Cllaas, (0 + 1011 ). (4.94)
N 2, V) g < O, (1 + 613 (4.95)

Now, we can prove the local error.

Proof of Lemma 4.8. The proof is analogous to that in section 5 of [141]. Here,
we outline the main part. First of all, by using variation of constant formula (or
Duhamel’s principle), one can write the error as

W (z) =z, 7) = 7f (%) —/OTf(s)ds+r2 . (4.96)
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where f(s) = exp((r — s)Dr)Dy exp(sDr)Id(1po) (Id the identity operator), and
the remainder terms,

r = / / exp((7 — s — o)D) Dy exp(o D7) Dy exp(sDr)Id (1) dods,
0o Jo

1
ry = 12 / (1-6) exp(gDT) exp(6rDr) D% exp(gDT)Id(%) df.
0

For the principal part, we notice that the midpoint rule quadrature leads to

o (3) - /0 " f(s)ds = 7 /O er(8) 1" (67) db, (4.97)

where ker(f) is the Peano kernel for midpoint rule and [141]

f'(s) = 3R, [T, V])(e" = 2ehy). (4.98)
Hence the principal part is of order O(73). For vy — rq, denote
g(s,0) = exp((t — s — 0)Dr) Dy exp(o D7) Dy exp(sDr)Id(to), (4.99)
then we have
7_2 T T T—S
ro—T1=—g (—,0) —/ / g(s,0)dods + 7o — 71, (4.100)
with

To =T9 — %g (%,O) , T1=m —/O /0 g(s,0) dods. (4.101)

For 71, noticing that

exp(TDp)Id(tho) = exp(TDr)Id(do) + / exp((7 — s)Du) Dy exp(sDr)Id(to),
0
we can derive from the definition of g(s, o) and the form of r; that
171 ]|y < Crr®. (4.102)

Similarly, we get |[72|[ g1 < Cyr3. Here, Cy and Cy only depend on ||1bol| gs , V and
8. The remainder term is also a quadrature rule and it follows that

7_2 T T T—S
59 (5,0) —/0 /0 g(s,0) dods

where C,. depends on ¢z , V and §. Combining the above results together, we
can get Lemma 4.8. O

< C.73, (4.103)
Hy

Theorem 4.4 can be proved by a combination of Lemmas 4.7 and 4.8, using
induction [141], and we omit this part here.

Proof of Theorem 4.3. Having Theorem 4.4, we only need to compare the full dis-
cretization solution Ijs(¢™)(z) and the semi-discretization solution ™ (z) (0 <
n< I,

I (") (@) = (2) = In (") (2) = Par (9" (2)) + Par (91" () = 91" (). (4.104)
From Theorem 4.4, there exists some My > 0 such that [|)[™ | zm < Ms. Hence

1P (0 () =9t (@) | 2 S B, IV [Pa (@0 () =9l (@) 2 S h™ 7 (4.105)
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Denote e} (z) = Ins(¢™)(x) — Par (41" (), then 9 = Ins (1) (x) — Pas (91 (2) and
lef @)z S h™,  (IVep(@)|lz S A" llef (@)= S h™ 72 (4.106)

From the semi-discretization (4.83), there holds

Py () (z) = 24Py (v, Py (i) (z) = pM(efi(V(r)Jrﬁ\w“}\z)T (),

Pu(@ ) (@) = Pa (/4N (@), 2 el

Similarly, for the TSSP (4.16), there holds

T ®)(a) = e Dy () (@), (P () = I (e OHWTOR7 ) @),

Iy ™) (@) =™ (WP (2),  zeU.

Noticing that e’™® preserves H, norm, we find that

lle? (@)l zrg, = 1 (D) (@) = Par (01 (@) 1y,

sin sin

e @) g, = 1 1ar () (@) = Par () ()|

Following the analogous mathematical induction for SIFD (Theroem 4.1), we can
assume that error estimates (4.86) holds for n < % — 1. For n + 1, using the
techniques and results in [22], we have

110 () (@) = Par(@P) (@) 22 S Tl () (@) = Prr () (@) g2 + 7™,

110 (03 (@) = Pr (PN (@) |y S 7T (@) (@) = Par (1) (@) | gy +7h™ 1
Hence for n < % -1,

leg @llzs S Tllef @)l +7h™, lleft @)y < 7le @)l +7h™ " (4.107)

Then, mathematical induction and discrete Gronwall inequality would imply that
for all n < % — 1 and small 7,

ez @)llze S ™ +72 et (@)]lmg S P T 4T (4.108)

H™ -

sin

Hence || Ins (¢™)(z) — 1! @l ™! 4+ 72 and discrete Sobolev inequality gives
that [[¢"[|ec < M1 +1 (n < L) (cf. proof of Theorem 4.1). This would complete

the proof of Theorem 4.3. O

Remark 4.4. Similar as Remark 4.2, results in Theorem 4.3 can be extended to
higher dimensions (2D and 3D) and the proof presented in this section is still valid
with small modification of Lemma 4.7, by using the fact that H2(R?) c L>(R%)
(d=2,3).

For time splitting Fourier pseudospectral method and time splitting finite differ-
ence method (4.17), similar error estimates to Theorem 4.3 can be established.

4.6. Numerical results. In this section, we report numerical results of the pro-
posed numerical methods.

Example 4.1. 1D defocusing condensate, i.e. we choose d = 1 and consider GPE

2
00 = 2 Deats + 0+ Bl (4109)

with positive 8 = 50. The initial condition is taken as

1
W(z,0) = 1/46_:”2/2, z €R. (4.110)
™
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We solve this problem on [—16,16], i.e. a = —16 and b = 16 with homogenous
Dirichlet boundary conditions. Let 1 be the ‘exact’ solution which is obtained
numerically by using TSSP4 (fourth order time-splitting sine pseudospectral method
(4.10)) with a very fine mesh and time step, e.g., h = 557 and 7 = 0.0001, and
Yn, » be the numerical solution obtained by using a method with mesh size h and
time step 7.

First we compare the discretization error in space. We choose a very small time
step, e.g., 7 = 0.0001 for CNFD, TSSP4 and TSFD, 7 = 0.00001 for TSSP2 such
that the error from the time discretization is negligible compared to the spatial
discretization error, and solve the GPE using different methods and various spatial
mesh sizes h. Tab. 4.1 lists the numerical errors ||¢(t) — ¥n - (t)||;2 at t = 1 for
various spatial mesh sizes h.

Mesh h=1 n=1 h=L h=2L nh=1/64
TSSP2 9.318E-2 4.512E-7 <5.0E-10 <5.0E-10 <5.0E-10
TSSP4 9.318E-2 4.512E-7 <5.0E-10 <5.0E-10 <5.0E-10
TSFD 7.943E-1 3.147E-1 9.025E-2 2.239E-2 5.574E-3

CNFD 7.943E-1 3.147E-1 9.026E-2 2.240E-2 5.583E-3

TABLE 4.1. Spatial discretization error analysis: |9 (t) —¢n - (t)]];2
at time ¢ = 1 under 7 = 0.0001 for different numerical methods
including TSSP2 (4.16), TSFD (4.17), CNFD (4.18), and TSSP4
(fourth order time integrator (4.10) with sine pseudospectral
method).

Secondly, we test the discretization error in time. Tab. 4.2 shows the numerical
errors ||¢(t) — tn,-(t)[|;2 at ¢ = 1 with a very small mesh size h = 53 for different
time steps 7 and different numerical methods.

Time step 7=0.01 7=0.006 7=0.0025 7 =0.00125
TSSP2  4.522E-4 1.129E-4  2.821E-5 7.051E-6
TSSP4  1.091E-5 6.756E-7  4.213E-8 2.630E-9
TSFD 3.332E-2 8.261E-3  2.071E-3 5.323E-4
CNFD 1.099E-1 2.884E-2  7.268E-3 1.835E-3

TABLE 4.2. Time discretization error analysis: ||¥(t) — ¥~ (¢)|s2
at time ¢t = 1 under h =

1
1024

From Tabs. 4.1-4.2, one can make the following observations: (i) Both TSSP2
and TSSP4 are spectral accurate in space and they share the same accuracy for
fixed mesh size h, and resp., TSFD and CNFD are second-order in space and they
share the same accuracy for fixed mesh size h. (ii) TSSP2, TSFD and CNFD are
second-order in time and TSSP4 is fourth-order in time. In general, for fixed time
step 7, the error from time discretization of TSSP2 is much smaller than that of
TSFD and CNFD, and the error from time discretization of TSFD is much smaller
than that of CNFD. From our computations, the error bounds for SIFD are similar
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to CNFD and we omit it here (cf. [21, 20]). For more comparisons, we refer to [42]
and references therein.

Among the above numerical methods: (i) TSSP is explicit with computational
cost per time step at O(M In M) with M the total number of unknowns in 1D,
2D and 3D, TSFD and SIFD are implicit with computational cost per time step
O(M) and O(M In M) in 1D and 2D/3D, respectively, CNFD is implicit which is
the most expensive one since it needs to solve a fully coupled nonlinear system per
time step. (ii) The storage requirement of TSSP is little less than those of TSFD,
CNFD and SIFD. (iii) TSSP, TSFD and CNFD are unconditionally stable and
SIFD is conditionally stable. (iv) TSSP and TSFD are time transverse invariant,
where CNFD and SIFD are not. (v) TSSP, TSFD and CNFD conserve the mass
in the discretized level, where SIFD doesn’t. (vi) CNFD conserves the energy in
the discretized level, where T'SSP, TSFD and SIFD don’t. However, when the time
step is small, TSSP, TSFD and SIFD conserve the energy very well in practical
computation. (vii) Extension of all the numerical methods to 2D and 3D cases is
straightforward without additional numerical difficulty. Based on these compar-
isons, in order to solve the GPE numerically for computing the dynamics of BEC,
when the solution is smooth, we recommend to use TSSP method, and resp., when
the solution is not very smooth, e.g. with random potential, we recommend to use
TSFD.

4.7. Extension to damped Gross-Pitaevskii equations. In section 2.2.3, a
damping term is introduced in GPE to describe the collapse of focusing BEC. Our
numerical methods can be generalized to this damped GPE easily. For simplicity,
we will only consider 1D case and extensions to 2D and 3D are straightforward. For
d = 1, the general damped NLSE becomes [30, 32]

W= = Stea + VW + BTG~ f(WP)0, a<w<b, £>0,  (4111)
Yz, t =0) =o(z), a<x<Dh, Y(a,t) =(b,t) =0, ¢t>0. (4.112)

Due to the high performance of TSSP (4.16), we will extend it to solve damped
GPE and adopt the same notations and mesh strategy. From time ¢t = ¢,, to time
t =tn4+1, the damped GPE (4.111) is solved in two steps. One solves

1
for one time step, followed by solving

} U)t(xa t) = V(x)d;(az, t) + ﬂ|1/)($, t)|201/)($, t) —1 f(W’(Ia t)|2)1/)(17a t)v (4114)
again for the same time step. Equation (4.113) is discretized in space by the sine-
spectral method and integrated in time ezactly. For ¢ € [t,, t,+1], multiplying the

ODE (4.114) by 9 (x,t), the conjugate of ¥(x,t), one obtains

i G D00 D) = V@), O + B, 7+ —i f(b(, )Pl D2 (4.115)
Subtracting the conjugate of Eq. (4.115) from Eq. (4.115) and multiplying by —i
one obtains

10w 0 = w06 (e 1) + (e, 000 1) = 2 (W, )P oG, . (4116)

“L(g(s) —2s"), s>0, 5:20,
) SZO,SZO.

o

Let
1 N
g(S) = /T(S) dS, h(S,S ) = { (4117)
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Then, if f(s) > 0 for s > 0, we find

0< h(s,s") <s, for s>0, s >0, (4.118)
and the solution of the ODE (4.116) can be expressed as (with s’ =¢ —t,,)
0<p(t) = pltn+5) = [0, O = b (19 ta) Pt — 1) = h (plta), )
< p(tn) = |1/)(I,tn)|2, tn <t < tn+1- (4119)

Combining Eq. (4.119) and Eq. (4.13) we obtain
ii(t) = V(@)(z,t) + B [h (vl ta) Pt = tn)]” (1)
=i f (h ([, tn)]?t = tn)) (@, 1), tn <t <tnpr.  (4.120)
Integrating (4.120) from ¢, to t, we find
U@, t) = exp {i [~V (2)(t —tn) = G (2, ta) P t = tn) ]| = F (|(x, )%t — tn) }
X Pz tn),  tn <t < tpia, (4.121)

where we have defined
n n
Fls,n) = / F(h(s, ) ds' >0, G(s,n) = / B [h(s, s ds'.  (4122)
0 0

To find the time evolution between ¢ = t,, and ¢ = t,,41, we combine the splitting
steps via the standard second-order Strang splitting (TSSP) for solving the damped
GPE (4.111). In detail, the steps for obtaining w;”l from 97 are given by

w0 = e {-F (03P, 2) +i [-ven T -6 (wr D)} u

W= o AjZ/ (WD), sinuz; —a),  j €T, (4.123)
o3t (0 ) i [V -6 (o7 5)])
where w; are the sine-transform coefficients of a complex vector u = (uo, RN ) M)T

with ug = ups = 0 defined in (3.31), and
V) = 1(x,0) = o(z;), j=0,1,2,---, M. (4.124)

For some frequently used damping terms, the integrals in (4.117) and (4.122) can
be evaluated analytically (cf. [30]).

5. Theory for rotational BEC. In view of potential applications, the study of
quantized vortices, which are related to superfluid properties, is one of the key
issues. In fact, bulk superfluids are distinguished from normal fluids by their ability
to support dissipationless flow. Such persistent currents are intimately related to
the existence of quantized vortices, which are localized phase singularities with
integer topological charge [97]. The superfluid vortex is an example of a topological
defect that is well known in superconductors and in liquid helium. Currently, one
of the most popular ways to generate quantized vortices from BEC ground state
is the following: impose a laser beam rotating with an angular velocity on the
magnetic trap holding the atoms to create a harmonic anisotropic potential. Various
experiments have confirmed the observation of quantized vortices in BEC under a
rotational frame [1, 142, 68].
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5.1. GPE with an angular momentum rotation term. At temperatures T
much smaller than the critical temperature 7., following the mean field theory
(cf. section 1.2), BEC in a rotational frame is well described by the macroscopic
wave function ¢ (x,t), whose evolution is governed by the Gross-Pitaevskii equa-
tion (GPE) with an angular momentum rotation term [40, 41, 44, 97, 5], (w.l.o.g.)
assuming the rotation being around the z-axis:

2
mw = (—;—mvz + V(%) + Nglh(x,t)|> — QLZ) Y(x,t), (5.1)

where x = (x,7,2)7 € R? is the spatial coordinate vector, and
L, =—ih(z0, — y0,) (5.2)

is the z-component of the angular momentum operator L = (L, L,, L,)T given by
L = —ih(x A V). The appearance of the angular momentum term means that we
are using a reference frame where the trap is at rest. The energy functional per
particle E(¢) is defined as

h? N _
B = [ g (V0P 4 Vel + 2pult - 00| ax (53)
R3 m 2
and wave function is normalized as

/ (x, )] dx = 1. (5.4)
RS

5.1.1. Dimensionless form. For the conventional harmonic potential case, by intro-
ducing the dimensionless variables: ¢t — t/wp with wy = min{w,,wy,w,}, x = xxs
with 2, = \/h/mwo, ¥ — ¥/22/%, Q = Quo and E() — hwoEsq(-), we get the
dimensionless GPE

0 t 1
i 1/’((;;7 ) = (—§V2 + V(%) + & [(x,t)]* — QLZ> »(x,1t), (5.5)
where Kk = zfé\ijo = %, L, = —i(zdy —y0z) (L = —i(xAV)), V(x) =
3 (2a? +jy? +122%) with 9 = 22, 9y = 2% and v, = £=.

In a disk-shaped condensate with parameters w, ~ wy, and w, > wy (<= 7, =1,
vy ~ 1 and 7, > 1 with choosing wy = w;), the 3D GPE (5.5) can be reduced to a
2D GPE with x = (z,9)T (cf. section 1.3.3):

CoY(x,t 1
$ 28D 192y 4 Vi )+ eomll — QL (5.
where ¢y = \/7./2m and Va(z,y) = 5 (v22? +vpy?) [44, 46, 20, 97].

Thus here we consider the dimensionless GPE under a rotational frame in d-

dimensions (d = 2, 3):
o (x,t) 1

R TR —§v2¢ + V(X)) + BlYPY — QLy, xeRY t>0,  (57)

B= ”{ I v - {% oy 69

1 3 (Be? +ypy? +922%), d=3.

where

3

Then the dimensionless energy functional per particle Eg (1) is defined as

Eoot) = [ [5IV0e 0P +VOIWE + 5 ol - L] ax (59)
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and the normalization is given by

[ C O172 ay = 19, 0) |72 gay = 1. (5.10)

The vortex structure of rotating BEC in 3D is very complicated [4, 97] due to the
presence of vortex lines, while in 2D, the structure is relatively simple as the vortex
center is only a point. As a result, most investigations start from the 2D case.

5.2. Theory for ground states. Similar to section 2, the ground state wave func-
tion ¢4 := ¢4(x) of a rotating BEC satisfies the nonlinear eigenvalue problem (Euler-
Lagrange equation)

1
po(x) = —§v2 + V(%) + Blo)* — QLZ] p(x), xecRY d=2,3  (511)
under the normalization condition
ol = [ | 10G0P dx=1. (5.12)

with eigenvalue (or chemical potential) p given by

p=Eaa(0)+5 [ lobl* ax (5.13)
R4
The eigenfunction ¢(x) of (5.11) under the constraint (5.12) with least energy
is called ground state. The ground state can be found by minimizing the energy
functional Eg o(¢) (5.9) over the unit sphere S = {¢ | ||¢]l2 =1, Eg () < oo}
(I) Find (4} g, ¢y € S) such that

Eg,sz = Eg,sz(%) = glelgl Ega(9), M%,sz = M%,sz(%)- (5.14)

Any eigenfunction ¢(x) of (5.11) under constraint (5.12) whose energy Eg o(¢) >
Eg a(¢gy) is usually called as an excited state in the physics literature.

Existence/nonexistence results of ground state depend on the magnitude || of
the angular velocity relative to the trapping frequencies [165, 46, 64].

For the existence and simple properties of ground state for rotating BEC, we
have the following [46, 165].

Theorem 5.1. Suppose that V(x) is given in (5.8), then we have the conclusions
below.

i) In 2D, if ¢galx,y) € S is a ground state of the energy functional Eg q(¢),
then ¢g a(x, —y) € S and ¢pg.ao(—,y) € S are ground states of the energy functional
Eg _q(¢). Furthermore

Egﬂ = Eg,ffl’ u%,ﬂ = /‘g}ﬁg- (5.15)

it) In 3D, if ¢p.a(z,y,z) € S is a ground state of the energy functional Eg o(¢),
then ¢pa(x,—y,z) € S and ¢pa(—x,y,2) € S are ground states of the energy
functional Eg _q(¢), and (5.15) is also valid.

iii) When || < min{~y,,v,} and 8 > 0 in 8D or 8 > —Cy in 2D (Cy given in
(2.12)), there exists a minimizer for the minimization problem (5.14), i.e. there
exist ground state.

Theorem 5.1 is a direct consequence of the below observation and the theory for
non-rotating BEC (cf. section 2).



64 WEIZHU BAO AND YONGYONG CAI

Lemma 5.1. Under the conditions of Theorem 5.1, the following results hold.
i) In 2D, we have

EB7—Q(¢(‘T7 _y)) = Eﬂ,ﬂ(¢(x7y))7 E,B)_Q((b(_l',y)) = EB7Q(¢(.’II,3J)), ¢ € S.
ii) In 3D, we have
Eg _o(d(z, -y, 2)) = Ega(d(z,y,2)), Eg—a(d(—2,y,2)) = Ega(d(z,y,2)), ¢ €8S.
1) In 2D and 3D, we have

L weeor + (veo - Bl ) 1o + 2 jot] ax < Baalo)

L[ weeor + (veo + Sl +m) 108+ 5 161t ax. .10
Rd

For understanding the uniqueness question, note that Eﬂ)g(adéﬂ) = E@g(qﬁ%ﬂ)
for all & € C with |a] = 1. Thus an additional constraint has to be introduced to
show uniqueness. For non-rotating BEC, i.e. {1 = 0, the unique positive minimizer
is usually taken as the ground state. In fact, the ground state is unique up to a
constant a with |a| = 1, i.e. density of the ground state is unique, when Q = 0.
For rotating BEC under || < min{~v,,,}, the density of the ground state may be
no longer unique when [Q| > Q¢ with Q¢ a critical angular rotation speed.

When rotational speed exceeds the trap frequency in - or y- direction, i.e. 2 >
min{~y,, vy, }, there will be no ground state [64, 46].

Theorem 5.2. (nonezistence) Suppose that V(x) is given in (5.8), then there exists
no minimizer for problem (5.14) if one of the following holds:

(1) 8 <0 in 3D or B < —Cy (Cy given in (2.12)) in 2D;

(1) |Q| > min{vy,, vy}

5.3. Critical speeds for quantized vortices. From Theorems 5.1 and 5.2, only
the case of 0 < Q < min{~v,,7,} is interesting for considering the ground state of a
rotating BEC and we will assume 2 > 0 in the subsequent discussions. In particular,
the vortex appears in the ground state only if the rotational speed exceeds certain
critical value. Various experiments and mathematical studies confirm the existence
of such critical speeds.

In [165], for a radially symmetric potential in 2D, Seiringer proved that there
exists critical velocity €2g > 0 that a state containing vortices is energetically favor-
able for > Qg. The point is that, as Q increases from 0 to min{vg,~,}, the first
ground state with vortex should be the central vortex state, i.e., a state containing
central vortex (vortex line) in the rotational center (axis).

In 2D with radially symmetric potential V(r) (r = |x|, x € R?), the symmetric
state (m = 0) and central vortex state with index (or winding number or circulation)
0 # m € Z is the solution of the nonlinear eigenvalue problem (5.11)-(5.13) with
the form

H(X) = dm(r)e™?,  where (r,6) is the polar coordinate. (5.17)

In polar coordinate, the angular momentum term (5.2) becomes L, = —i%. In or-
der to find the above central vortex states with index m (m # 0), ¢(x) = ¢y, (r)ei™?,
we need to find a real nonnegative function ¢, (r) := 5 q (r) which minimizes the
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energy functional

Efo((r) = Bpa(d(r)e™)

= [T 0R + (270 + 55 ) 160 + Bloln)f ~ 2o | ar
= Ejo(e(r) —mQ,  Q>0, m>0, (5.18)

over the set S, = {¢(r) € R | 27 [ |p(r)|?r dr =1, ERo(¢) < oo, ¢'(0) =0 (m=
0), and resp. ¢(0) = 0(m # 0)}. The existence and uniqueness of nonnegative
minimizer for this minimization problem can be obtained similarly as for the ground
state when ©Q = 0 [134, 165]. It is clear from (5.18) that contribution of rotation in
the energy (5.18) is fixed with index m and the central vortex state with index m
is independent of 2. In fact, let us denote

E™(¢(r)) = Efa(e(r)) +m, (5.19)

and the central vortex state can be found as the minimizer of energy E™(¢) which
is independent of 2.

Similarly, in order to find the cylindrically symmetric state (m = 0), and resp.
central vortex line states (m # 0), in 3D with cylindrical symmetry, i.e. d =3 and
V(x) = V(r,z) in (5.7), we solve the nonlinear eigenvalue problem (5.11)-(5.13)
with the special form of wave function as

where (r,0,z) is the cylindrical coordinate, m is an integer and called as index
when m # 0. ¢, (r,2) is a real function independent of angle. It is equivalent to
computing a real nonnegative function ¢y, (r,2) 1= ¢'q(r, 2) which minimizes the
energy functional

Efa(¢(r,2)) = Egalé(r, 2)e™) (5.21)

— 00 > 2 2 m_2 _ 9 4
= 7r/0 /m [I(MI +10:9] +(2V(r,z)+ - 2mQ> 8 + Bo] ]rdzdr,

over the set Sc = {¢p e R| 27 [ [ [6(r, 2)|*r dzdr = 1, EJ'((¢) < 00, 8,¢(0,r)
=0 (m =0),and resp. ¢(0,z) =0 (m #0), —00 < z < co}.

For 2D case, by carefully studying the energy functional (5.18), Seiringer [165]
established the estimates of critical velocity €, (m > 0) when a central vortex ¢(r)

with index m + 1 is energetically favorable to a central vortex state with index m
for Q > Q,,, ie., E§§1(¢(r)) < ERg(é(r)). The critical speed is given by

= min B (6(r)) — mip E™(9(r)) > 0. (5.22)

The estimates for €2, is the following.

Theorem 5.3. (c¢f. [165]) In 2D, assume potential V(r) = 3r? (r = |x|, x € R%),
for positive B > 0 and m > 0, then the following bounds on ., hold,

2me 2 9
Qm < (2m + 1)7 (1 + \/7ﬂ> (3+ [In(B/(2me?))]) , (5.23)
Q,, > 2m + 1 , (5.24)
(m+2),/1+ m
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m N2
where by, = 7“4(2;()"”')

2m—+3
as Qi1 < St Q.

. In addition, there is a relation between the critical velocities

In particular, we notice that €y is the critical velocity for the appearance of
vortex in the ground state. For large 2, the central vortex state (5.17) will no
longer be the right ansatz for ground state due to the symmetry breaking [165].

Theorem 5.4. (cf. [165]) In 2D, assume potential V (r) = 1~42r? (r = |x|, x € RY),
for fized rotational speed 0 < ) < 7., there exists a constant Bq, such that if B > Bq,
no ground state of problem (5.1]) is an eigenfunction of the angular momentum
operator L, (5.2). Let ¢4 be the ground state of (5.14) when 8 > Bq, then |¢4] is
not radially symmetric.

For small rotational speed € with radial potential V' (r), the minimizer of problem
(5.14) remains the same as the ground state of the non-rotating case, i.e., the ground
state of small €2 is the same as that of 2 = 0. This observation is recently proved
rigourously by Aftalion et al. [7].

Theorem 5.5. (cf. [7]) In 2D, assuming potential V (r) = 372r? (r = x|, x € R%),
let ¢ o(x) be the solution of the minimization problem (5.14) with rotational speed
Q and ¢} o(r) be the unique positive minimizer for (5.14) with Q@ = 0 (see section
2). There exists By > 0, such that when B > By, for 0 < Q < Qg (constant Qg
depends on B3), ¢% o = ei9¢%70 for some constant 6 € R.

All these results are valid for general potential V' (r) [165, 7].

When € increases, the number of vortices in the ground state will also increase
and the vortices interact. At high rotational speed, vortices will form a lattice,
known as an Abrikosov lattice [5, 97, 4]. For the fast rotational speeds, Correggi
[83] studied the expansion of energy (5.9) and proved that the vortices will be
asymptotically equidistributed, which means that the vortices will form a triangle
lattice. For general harmonic potentials in 2D, i.e., v, # 7,, Ignat et al. estimated
the critical angular velocity for the existence of n vortices in the ground state as
well as the location of the vortex centers [119, 120].

If an anharmonic potential, i.e. V(x) = V(r) = O(r*) when r — o0, is considered
instead of harmonic potentials, there exists another phase transition [81, 82]. When
Q) increases, the ground state of a rotating BEC with anharmonic potential will first
undergo a phase transition to the vortex state, and then become a vortex lattice.
If the velocity 2 keeps increasing, the vortex lattice will disappear, and the density
will be depleted near the trap center. Then all the vortices will be pushed away
from the center and form a giant vortex (or vortex ring) [159]. Thus, there are three
typical critical speeds that can be identified with these kinds of phase transitions in
rotating BEC [81]. In the study of the critical speeds, a more widely used scaling
is different from the one adopted here [5] (cf. section 7).

5.4. Well-posedness of Cauchy problem. This section is devoted to the well-
posedness of Cauchy problem for the rotating GPE (5.7). We use the same notations
for function spaces as those in section 2.

Like the non-rotating case (2 = 0) (cf. section 2), the key part is to establish the
dispersive estimates like Lemma 2.4 for the evolutionary operator e’*/# generated
by the linear operator

1
Lr=-3V?+V(x)-QL, xcR) d=23. (5.25)
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For the special case V(x) = “—2|x|2 and €2 = w, Hao et al. obtained the dispersive

2

estimates for e?**® using a generalization of Mehler’s formula for the kernel of e*Fz
[111, 112, 73]. Later, Antonelli et al. found another approach to establish the
dispersive estimates for e®F# without those assumptions on Q and V in [111, 112].
It turns out that the rotational term L, does not affect the dispersive behavior (in
short time), and the dispersive estimates for e?*“% are then analogous to those in
Lemma 2.4 for harmonic potentials. Then the well-posedness of the rotational GPE

(5.7) follows from the classical arguments [73, 176].

Theorem 5.6. (¢f. [13]) Assume that V(x) is given by (5.8) and denote Ymin =
min{yo} (Vo > 0; a« = z,y for d =2, and o = x,y,z for d = 3), then we have the
following results.

(i) For any initial data ¢(x,t = 0) = ¥o(x) € X(R?) (d = 2,3), there exists
@ Thax € (0,400] such that the Cauchy problem of (5.7) has a unique mazimal
solution ¢ € C ([0, Tymax), X). It is mazimal in the sense that if Tmax < 00, then
l(-,t)||x — oo when t — T,

(ii) As long as the solution 1)(x,t) remains in the energy space X, the L?-norm
l(-,t)||l2 and energy Ega(i(-,t)) in (5.9) are conserved for t € [0, Timax)-

(i1i) The solution of the Cauchy problem for (5.7) is global in time, i.e., Tnax =
oo, if 8> 0.

(w) If B <0 in 2D and 3D, and if either:

(1) V(x) is azially symmetric, i.e., Q L,V (x) = 0;
(2) QL,V(x) #0 and dy/(1 — (/Ymin)? > 1 with |Q] < Ymin (d = 2,3).

Then there exists 1y € X (R?) such that finite time blow-up happens for the solution
of the corresponding Cauchy problem (5.7).

5.5. Dynamical laws. In this section, we present results on the dynamical prop-
erties of rotating BEC governed by GPE with an angular momentum term (5.7).

For the dynamics of angular momentum expectation in rotating BEC, we have
the following lemmas [28]:

Lemma 5.2. Suppose ¥(x,t) is the solution to the Cauchy problem of (5.7), then
we have

d(L:)(t)

Eram (v2 - ’yj) Ouy(t), where 0zy(t) = / zyl(x,t)2dx, t>0. (5.26)
Rd

Consequently, the angular momentum expectation and energy for mon-rotating part
are conserved, that is, for any given initial data ¥(x,0) = (%),

(Lz)(t) = (L2)(0), Epo(¥) = Ego(vo), 20, (5.27)

at least for radially symmetric trap in 2D or cylindrically symmetric trap in 3D,
LE Yz = Vy-

For the condensate width defined by d,(-) in (2.54), we can obtain similar results
to that in Lemma 2.6 [28].
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Lemma 5.3. Suppose ¥(x,t) is the solution of the problem (5.7), then we have
dalt) = /Rd [(Bya — 0p) (4iQ0(x0y + Yo )Y + 2% (2% — y?)|Y]?)
+2|0a9 % + BlY|* = 2a[9?0aV (x) | dx, >0, (5.28)
60(0) =00 = /Rd o?|1ho (x)|2dx, a=uxy, 2, (5.29)
50(0) = 00 — 2 / o [ QUtol? (28, — yBs) a + Tm (Todatlo)] dx.(5.30)

Rd

Lemma 5.4. (i) In 2D with a radially symmetric trap, i.e. d =2 and vz = vy = Yr
in (5.7), for any initial data Y(x,y,0) =g = Yo(x,y), we have for any t >0,

(1)
= Es.a(to) —ZQ<LZ>(O) [1 — cos(27,t)]+0) cos(27,t) + or
Vr 27y
where 6,(t) = §,(t) + §,(¢), 59 = 3:(0) + 04(0), and 5 = 62(0) + 6,(0). Fur-
thermore, when the initial condition o(x,y) satisfies

Yo(x,y) = f(r)e™® with meZ and f(0)=0 when m#0, (5.32)

o (t)

sin(27,t), (5.31)

we have, for anyt >0,

1
02(t) =06y (t) = §6T(t)
€]
_W [1 — cos(27.t)] + 62 cos(27.t) + 217 sin(2v,t).  (5.33)

This and (2.54) imply that

E Q 55"
Op =0y = \/w [1 — cos(2v.t)] + 5% cos(27zt) + — sin(29,t).
Thus in this case, the condensate widths o, (t) and o,(t) are periodic functions with
frequency doubling the trapping frequency.

(i1) For all other cases, we have, for anyt >0

(1)
Salt) = M + (5&0) - Eﬁﬂiéwo)) c0s(274t) + gi sin(2vat) + falt),
Ta a Ya
(5.34)
where fo(t) is the solution of the following second-order ODE:
fa(t)+4’7§ fa(t) :Fa(t)7 fa(0) :fa(o) =0, (5'35)

with
Fa(t) = / [2|3a¢|2 = 2|Vy? = BlYl* + (2720” — 4V (%)) [V + 4Q0 L.y
Rd
+(Oya — 0z) (429@ (x0y + y0z) ¥ + 202(2? — y2)|1/)|2) dx.
Let ¢.(x) be a stationary state of the GPE (5.7) with a chemical potential s,

i.e., (fte, Pe) satisfies the nonlinear eigenvalue problem (5.11)-(5.12). If the initial
data 1)o(x) for the Cauchy problem of (5.7) is chosen as a stationary state with a
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shift in its center, one can construct an exact solution of the GPE with an angular
momentum term (5.7), which is similar to Lemma 2.9 [28].

Lemma 5.5. Suppose V(x) is given by (5.8), if the initial data 1o(x) for the
Cauchy problem of (5.7) is chosen as

Yo(x) = e (x — X0), x € RY, (5.36)
where Xq is a given point in R?, then the exact solution of (5.7) satisfies:
Y(X, 1) = Pe(x — Xo(t)) e et g0t xRy t>0, (5.37)

where for any time t > 0, w(x,t) is linear for x, i.e.

w(x,t) =c(t) -x+g(t), c(t) = (cr(t), -+ ,ca®)?, x €RY, t>0, (5.38)
and x.(t) = (z.(t),y.(t))T in 2D, and resp., x.(t) = (zc(t),ye(t), z.(t))T in 3D,
satisfies the following second-order ODE system.:

Fe(t) = 2Q00(t) + (72 — Q%) 2e(t) = 0, (5.39)
fe(t) +29ic(t) + (v — Q%) ye(t) = 0, t>0, (5.40)
zc(0) =20, ¥e(0) = vo, (0) = Quo, 9e(0) = —Qmo.  (5.41)
Moreover, if in 3D, another ODE needs to be added:
() +22(t) =0,  z(0) =z,  %(0)=0. (5.42)
We note that the above ODE system (5.39)-(5.41) can be solved analytically [28].

6. Numerical methods for rotational BEC. In this section, we first present
efficient and accurate numerical methods for computing ground states, as well as the
central vortex states (5.17) of rotating BEC modeled by the GPE with an angular
momentum term (5.7). To compute the dynamics of rotating BEC based on GPE
(5.7), there are new difficulties due to the angular momentum term L, in (5.7). We
will show how to design efficient numerical methods for simulating the dynamics of
the rotational GPE (5.7). In most cases, we consider the potential V(x) given as
(5.8) if no further clarification.

6.1. Computing ground states. In order to find the ground state for rotational
GPE (5.7), we need to solve the minimization problem (5.14). Analogous to the non-
rotating case (cf. section 3), we adopt the gradient flow with discrete normalization
(GFDN) method (or imaginary time method) [45].

SE 1
o = —%@) =5V - V(X0 - oo+ Q Lt by <t<twyr,  (61)
il
H(X,tni1) = o(x,th ) = Lﬁl) xeRY d=2,3, n>0, (6.2)
[oC, i)l
#(x,0) = ¢o(x), x € R?  with | o2 = 1; (6.3)
where 0 = tg < t; < ta < --- < tp, < --- with 7, = tp41 —¢t, > 0and 7 =

max,>o Tn, and @(x,t5) = lim, = ¢(x,?). As stated in section 3, the gradient
flow (6.1) can be viewed as applying the steepest descent method to the energy
functional Ega(¢) (5.9) without constraint and (6.2) then projects the solution
back to the unit sphere in order to satisfy the constraint (5.12).

In non-rotating BEC, i.e. Q = 0, the unique real valued nonnegative ground
state solution ¢4(x) > 0 for all x € R? is obtained by choosing a positive initial
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datum ¢(x) > 0 for x € R?, e.g., the ground state solution of linear Schrédinger
equation with a harmonic oscillator potential [15, 27]. For rotating BEC, e.g.,
2] < min{vy,,}, our numerical experiences suggest that the initial data can be
chosen as a linear combination of the ground state and central vortex ground state
with index m = 1 of (5.7) when 8 = 0 and Q = 0, which are given explicitly in
section 6.5.

6.1.1. Backward Euler finite difference method. In order to derive a full discretiza-
tion of the GFDN (6.1)-(6.3), we first truncate the physical domain of the problem
to a rectangle in 2D or a box in 3D with homogeneous Dirichlet boundary condition,
and then apply backward Euler for time discretization and second-order centered
finite difference for spatial derivatives. The backward Euler finite difference method
is similar to the BEFD discretization for non-rotating BEC in section 3.2 and we
omit the details here for brevity [45].

6.1.2. Backward Fuler Fourier pseudospectral method. Computing the ground state
of rotating BEC is a very challenging problem, especially for fast rotational speed
Q2 close to min{~s, vy}, where many vortices exist in the ground state. In order
to achieve high resolution for the vortex structure, a very fine mesh must be used
if BEFD is used for discretizing the GFDN (6.1)-(6.3), when  is large. Here, we
propose a Fourier pseudospectral discretization in space for the GFDN (6.1)-(6.3)
to maintain the accuracy for high rotational speed €2 with less computational cost.

We first truncate the problem (6.1)-(6.3) in 2D on a rectangle U = [a, b] x [¢, d],
and resp. in 3D on a box U = [a,b] X [¢,d] x [e, f] with homogeneous Dirichlet
boundary condition:

1
(bt = §v2 — V(X) - ﬁ|¢|2 + Q Lz ¢7 tn <t< tn+17 X € U7 (64)

B ) 2 0, t,) = —2ootn) s ep s, (6.5)
(st 2y
(;5(}(, ')|6U =0, (;5(}(, 0) = ¢Q(X), x €U with H(bQHLz(U) =1, (6.6)

where ¢(x,tE) = lim, .+ ¢(x,1).

For the simplicity of notation, we only present the methods in 2D. Generalizations
to d = 3 are straightforward for tensor product grids and the results remain valid
without modifications. Choose mesh sizes Ax := % and Ay := d;,C with M and

N two even positive integers and denote the grid points as

zji=a+jAz, j=0,1,...,M; yp:=c+kAy, k=0,1,....,N. (6.7)
Define the index sets

Tun ={G,k) |j=1,2,...,. M =1, k=1,2,...,N — 1},
Ton ={0G,k) | §=0,1,2...,M, k=0,1,2...,N}.

Let ¢%, be the numerical approximation of the solution ¢(x;,yk,t,) of the GFDN

(6.4)-(6.6) for (j, k) € T x and n > 0, and denote ¢" € CMFUXINF1) 4 he the

numerical approximate solution at time ¢ = ¢,,. Define

2qm M M N
2

)\g:d_cv p:_7577_17q:_

_ 2pm
b—a’

N
o, —— 1L .
oyl (63)
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Then the backward Euler Fourier pseudospectral (BEFP) discretization for solv-
ing GFDN (6.4)-(6.6) reads as [45, 26, 194]

¢ ; V2¢(1 ‘k 0 (yaifb(l) _ x@;¢(1)) ‘jk — [Bl6% 2 + V] %k 7
(6.9)
n+1 ¢§-? 0 .
i = H¢§-?H27 &0 = do(zj,uk), (G, k) € Tarn (6.10)

where Vi, = V(zj,yx) for (j,k) € T n, |61 ||z denotes the discrete 12 norm given
M—1N-1

by [[¢M|2 = AzAy S 2 |¢§-}c) 2, and V2, 93 and 05 are the Fourier pseudospec-
j=0 k=0

tral approximations of V2, 9, and ,, respectively, which can be written as

M/2-1 N/2-1
(V30) 5 = 7% MN Z > (A)2] Gpge™r (@D we=e) - (6.11)
—M/2 qg=—N/2
) M/2 1 Nj2-1
S T (zj—a) 1)\y( c)
(020) 0 = MN ZM/2 ZN/Q)‘ ¢pqe ’ e (6.12)
q_
. M/2-1 Nj2-
S n iIXT(zi—a) \Y —c
(8y¢)jk = VN Z Z )‘g(bpqe )\p( j )e >\q (Y )7 (613)

=—M/2 qg=—N/2

for —-M/2 <p<M/2-1, -K/2<q< K/2-1. Here apq denotes the Fourier
coefficients of mesh function ¢, as

M-1N-1 M-1N-1
- 2jpT - 2kqm Sy T -
g = E E Pjke" e N = E E T A e L L N (A VY
j=0 k=0 =0 k=0

Similar to those in section 3.3, at every time step, we can design an iterative method
to solve the linear system (6.9) for ¢(!) via discrete Fourier transform with a stabi-
lization term. We omit the details here for brevity.

Remark 6.1. For large , there exists many local minimums for the energy (5.9).
To calculate the energy accurately, when the pseudospectral discretization BEFP
(6.9) is used, the terms involving derivatives in energy (5.9) should use the pseu-
dospectral approximations like (6.11)-(6.13). For a numerical approximation ¢%

given by the BEFP (6.9), the discretized energy EQ)Q@") can be computed as

M—-1N-1
Ejale") =Avdy 3 3 [—Iaw"g |+ —|<a;¢">jk|2+v<xj,yk>|¢yk|2
j=0 k=0
+i9Q (25(95™ )k — yr (956" )j1) By |¢ E (6.15)

6.2. Central vortex states with polar/cylindrical symmetry. As shown in
Theorem 5.4, if the potential is radially symmetric, the ground state density of a
rotating BEC may be no longer radially symmetric. Thus, those simplified finite
difference methods for computing ground states of non-rotating BEC with radially
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symmetric or cylindrically symmetric potentials in section 3.4 can not be directly
used for computing ground states of rotational GPE (5.7).

For central vortex state (5.17) and central vortex line state (5.20), when potential
V is radially symmetric in 2D or cylindrically symmetric in 3D, finding the central
vortex state (5.17) in 2D or the central line vortex state (5.20) in 3D, is almost the
same as computing the radially symmetric (2D) or cylindrically symmetric (3D)
ground states in section 3.4. Simplified backward Euler finite difference method
can be directly used here.

6.2.1. Formulation of the problem with cylindrical symmetry. When we consider the
harmonic potential V' (x) (5.8), the polar and cylindrical symmetries lead to new
efficient and accurate numerical methods. Since angular momentum rotation does
not affect the central vortex states, here we will only consider the GPE (5.7) with
Q = 0. In particular, for 3D, we consider GPE

9 1/ 9 & ,
v &1/1 = {—5 <@ =+ a—yz + @) + Vi(z,y,2) + BlYI° | ¥, (6.16)

where V(x) = 1(v2(22 +y?) +7222)+ W (z), and ¢ := )(z,y, z, ) is the normalized
wave function of the condensate with

||¢(x,y,z,t)||§ = /'a |¢(x,y,z,t)|2 drdydz = 1. (6.17)
R‘

To find cylindrically symmetric states (m = 0) and central vortex line states with
index or winding number m (m # 0) for the BEC, we write [46]

U@y, 2,t) = e ln (2, y, 2) = e Hm Gy (r, 2)e™, (6.18)

where (r,0, z) is the cylindrical coordinates, p,, is the chemical potential, ¢,, =
dm(r, z) is a function independent of time ¢ and angle 4. Denote

o1 10 9] 9 o m? .1 0? 9 9
Bm¢—2|:—ra/r <T67‘)+’YTT + 7'2:|¢7 B¢_2|:_622+FYZZ (bv

By, := Bl + B,

(6.19)

Plugging (6.18) into the GPE (6.16) and the normalization condition (6.17), we
obtain (see [47, 48, 46, 41] for more details)

Ko P = [Bm + W(Z) + ﬁ|¢m|2} Pm, (’I“, Z) € (07+OO) x (—OO,—i—OO), (6'20)

¢m(0,2) =0 (for m #0), —00 < z < 00, (6.21)
lim ¢, (r,2) =0, —o00 <z < o0, ‘ l‘im dm(r,z) =0, 0<r<oo, (6.22)
T—r00 z|—o0

under the normalization condition
||¢m||§ = 27r/ / |¢m(r,z)|2 r dzdr = 1. (6.23)
0 —o0

From a mathematical point of view, the symmetric states (m = 0) and central
vortex line states with index m (m # 0) of the BEC are defined as the minimizer
of the nonconvex minimization problem (5.21).
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To compute the symmetric states and central vortex line states of BEC, we use
the gradient flow with discrete normalization (GFDN) method [41]:

%(b(nz,t) = —Bpmd — [W(2) + Blo]*] ¢, tn <t <tpp1, n>0,(6.24)

#(0,z,t) =0 (for m # 0), zeR,, t>0, (6.25)
lim ¢(r,z,t) =0, z € R, | llim é(r,z,t) =0, r € R = (0,00), (6.26)
T—00 z|—o0
¢(Tazatr_1+1)
o(r, z,tpy1) = (b(r,z,t:g )= ———— = (6.27)
! e )l
o(r, 2,0) = ¢o(r,2),  with [[¢o(-)llc = 1; (6.28)
where 0 = tg < t1 < -+, ||6(-)||? = 2= fooo ffooo |p(r, 2)|? v dzdr, and ¢(r, z,t5) =

lim, ,,+ o(r, z,t).

For the time discretization of (6.24)-(6.28), we adopt the following backward
Euler scheme with projection:

Given ¢, find ¢"*! and ¢%/x such that

Tn+1 _ AN ~ ~
¢ (Tvz)T (b (’I“, Z) _ _Bm ¢n+1 _ (W(Z) + ﬁ |¢"|2) ¢n+17 (629)

én-{-l (T, Z)
n+1 _ _ .
P =

For § = 0, it is shown in section 3 (cf. [27]) that the scheme (6.29) is en-
ergy diminishing. However, (6.29) involves non-constant coefficients so it can not
be solved by a direct fast spectral solver. Therefore, we propose to solve (6.29)
iteratively (for p = 0,1,2,...) by introducing a stabilization term with constant
coefficient (cf. section 3.3)

(6.30)

én-{-l,?-ﬁ-l _ ¢n

. = —(Bm + )" TP 4 (0 — W(z) = Bl¢" ) 9" TP, (6.31)

q;n—i-l

The stabilization factor «,, is chosen such that the convergence of the iteration is

‘optimal’ and ;, should be chosen as (cf. section 3.3 and [25]) au, = 1 (b1, + b,

with

min = min  [W(2) +Blo"(r,2)P], b = max  [W(z) + Bl6"(r,2)"] .
(r,2)eRT xR (r,2)eRT xR

G =g, g = i g, g = (6:32)

6.2.2. Eigenfunctions of By,. The numerical scheme for (6.24)-(6.28) requires solv-
ing, repeatedly, (6.31). Therefore, it is most convenient to use eigenfunctions of B,,
as basis functions. Thanks to (6.19), we only need to find eigenfunctions of B,
and B*. We shall construct these eigenfunctions by properly scaling the Hermite
polynomials and generalized Laguerre polynomials.

We start with B*. Let H;(z) (I = 0,1,2,...) be the standard Hermite polynomials
of degree [ satisfying [40, 41, 35]

H'(z) — 2z H|(2) + 2l Hi(2) =0, z € R, 1=0,1,2,..., (6.33)
/ Hy(z) Hy(z) e ® de= 72" 6y, 1,I=0,1,2,..., (6.34)

where ;0 is the Kronecker delta.
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Define the scaled Hermite functions
h(z) = e 212 H) (\Az2) V2 (v, /m)/4, 2 €R. (6.35)
It is clear that lim|,|_, hi(2) = 0.
Plugging (6.35) into (6.33) and (6.34), a simple computation shows

1 1 1
B*hy(z) = —Eh;’(z) + 5732%(,2) = (l + 5) v, hi(z), z€R, 1>0, (6.36)

/ hl(z) hl/ (Z) dz = 5”/, l, l/ = 0, 1, 2, e (637)
Hence {h;}2, are eigenfunctions of the linear operator B* in (6.19).

We now consider Bj,. To this end, we recall the definition for the generalized
Laguerre polynomials.

For any fixed m (m = 0,1,2,...), let ﬁ}f(r) (k=0,1,2,...) be the the generalized-
Laguerre polynomials of degree k satisfying [177]

d? d rm Tm
(rm—l—(m—i-l—r)E)Lk(7")+I€Lk(r)=O, k=0,1,2,..., (6.38)
/ e L) L (r) dr = CF Sy, ko k' =0,1,2, ..., (6.39)
0
where

C,T_I‘(m+1)<k—;m > ~[[k+5), k=o012....

j=1
We define the scaled generalized-Laguerre functions L} by

(1) /2 L
L (r) = e 7™ e " /2 L (y,12). (6.40)
mC
Plugging (6.40) into (6.38) and (6.39), direct computation leads to
B} L (r) = v 2k +m+ 1)L (r), (6.41)

27T/ L (r) L (r) v dr = O - (6.42)
0

Hence {L}'}72, are eigenfunctions of By,,.
Finally we derive from the above that [40, 41, 35]

B (Lt (r)hi(2)) = l(2) B, Ly (r) + Ly (r) B* hu(2) (6.43)

o2k m+ DL ()i (2) + 7 (z n %) L () (=)

= |7@RE+m+1)+1. (l + %)] L (r)hi(2). (6.44)

Hence, {L}(r)hi(2)}75—o are eigenfunctions of the operator B, defined in (6.19).
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6.2.3. Interpolation operators. In order to efficiently deal with the term |¢™[2¢"+1»
in (6.31), a proper interpolation operator should be used. We shall define below
scaled interpolation operators in both r, z directions and in the (r, z) space.

Let {2}, be the Hermite-Gauss points, i.e., they are the N + 1 roots of the
Hermite polynomial Hy41(2), and let {0}, be the associated Hermite-Gauss
quadrature weights [177]. We have

N

~ Hl(ZA’S) Hl/(":'S) ’
g z = o ,LI'=0,1,...,N. 4
25 TR /ARl I o BE=0L (6:4)

We then define the scaled Hermite-Gauss points and weights by

A~ N 52
z Zg

z:\;_ wﬁ:%, s=0,1,2,...,N. (6.46)
We derive from (6.35) and (6.45) that
N
> wihi(z) he(z) = 6w,  LI'=0,1,...,N. (6.47)
s=0
Let us denote
YE =span{hy : k=0,1,--- ,N}. (6.48)

We define
I% : C(R) — Y2 such that (I f)(2s) = f(25),0 <s < N, Vf € C(R). (6.49)
Now, let {f;”}]l‘/io be the generalized-Laguerre-Gauss points [177, 166, 41]; i.e.
they are the M + 1 roots of the polynomial ﬁ’A’}H(r), and let {@7"}M, be the

weights associated with the generalized-Laguerre-Gauss quadrature [177, 166, 41].
Then, we have

L L) L)
Sy S S g, R K =01 M. (6.50)

m_ | n o IO M (6.51)
Tj = 9 w] = ~m T J=U1 ’ . .
Yr Yr ( b )

We derive from (6.40) and (6.50) that

M
Sl L) LT =
§=0

_ fz”: m Ly (i) Lig (i)
=0 G VoE
= Ok, k. k'=0,1,..., M. (6.52)
Let us denote
Xy =span{L;': k=0,1,--- ,M}. (6.53)

We define

If; : C(Ry) — Xpp such that (Iypf)(r]") = f(r]*),0 < j < M, Vf € C(Ry).
(6.54)
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Finally, let
X" =span{L™(r)h(z) : k=0,1,2,...,M, 1=0,1,2,....,N}.  (6.55)
we define 17 : C(Ry x R) — X7 such that

Iyin ) 2s) = f(r,z6), j=0,1,-+- M, s=0,1,--- \N, Vf € C(Ry x R).
(6.56)
It is clear that Iy = Iy o IR
Note that the computation of the weights {w", w?} from (6.51) and (6.46) is not
a stable process for large m, M and N. However, they can be computed in a stable
way as suggested in the Appendix of [166].

6.2.4. A Hermite pseudospectral method in 1D. In this section, we introduce a Her-
mite pseudospectral method for computing ground states of 1D BEC. In fact, when
Y > 7, in (6.16), the 3D GPE (6.16) can be approximated by a 1D GPE (cf.
section 1.3.3). In this case, the stationary states satisfy

1 92 1 9 9 9
no= -5 + 3 W+ BloP o (657)
under the normalization condition
6] = / () dz = 1, (6.58)

where ¢ = ¢(z). The stationary states can be viewed as the Euler-Lagrange equa-
tions of the energy functional E(¢), defined as

B = [ [yl + (3224w ) 1o+ 1ol s @50

under the constraint (6.58). Similarly, in this case, the normalized gradient flow
(6.24)-(6.28) collapses to [40, 41, 35]

0
50 t) = —B% — W (z)p — Blo[*¢, (6.60)
| llim ¢(z,t) =0, t>0, (6.61)
(b(zvt; 1)
1) = Gz, ) = 6.62
¢(Z +1) ¢(Z +1) ||¢(,tn+1)||2 ( )

#(2,0) = do(2), zeR  with |éo(-)||l2 =1, (6.63)

where ¢(z, t7) = lim, .+ ¢(2, 1), |6()[13 = J7 [6(2)]? dz.
Similarly, the scheme (6.31) in this case becomes:

grirt (z) — 9" (2)

T

= —(B* 4 an)¢" P 4 (an, — W(z) — Blo"*) "2
(6.64)
We now describe a pseudo-spectral method based on the scaled Hermite functions
{hi(z)} for (6.64)-(6.32).
Let (u,v)r = fRuvdz and ¢% € Y{. Forn = 0,1,---, set gZ;X,H’O = ¢R and
oy = & (b, + b7) with

min

min=__min_[W() +Blon ()], bhae = max [W(2)+BloR ()]

—00<z<00 —oo<z<0o0
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Then, the Hermite pseudospectral method for (6.64)-(6.32) is
Find ¢ """ € Y such that

bl g ntlptl
u-ﬁ-(BZ—f—an) 7]?‘ P+ 7hl

-
R
= (Iillan =W = BI6R)DER " hi) 0 IS N, p=01,--, (6.65)
~ n+1
7;[4—1 hm ¢n+1,p, 7];—1—1 nj\j-l
163 12

We note that ¢y "P*" can be easily determined from (6.65) as follows:
We write the expansion

Frria+i(, Z¢n+l P2, () = O hu(z), (6.66)

Mz

Il
=)

and
N

g"(2) = Iy |(an = W(2) = Blo (2)2) G377 (2)]| = D237 u(2),

=0

where the coefficients {g;""}{Y, can be computed from the known function values
{g™P(zs)} . through the discrete Hermite transform using (6.47), i.e

gt = Zg (25) hu(zs) W (6.67)
Thanks to (6.36)-(6.37), we find from (6.65) that
n+1,p+1 n
- 1
/A [% (z + 5) —i—an} bt L gmP 1 =0,1,...,N, (6.68)
-

from which we derive

2 ATL,P
Sntl,p+1 o +TG

l=0,1,...,N. 6.69
l 1+T[O¢n—|—’yz(l—|—%)}, y Ly ) ( )

Then, ¢ and ¢ can be determined from the second equation in (6.65).

6.2.5. A generalized-Laguerre pseudospectral method in 2D. We now consider the
2D BEC with radial symmetry. The physical motivation is that when -, > =, in
(6.16), the 3D GPE (6.16) can be approximated by a 2D GPE (cf. section 1.3.3).
In this case, the radial symmetric state (m = 0) and central vortex state with index

m (m # 0) satisfy

0 0
Hm (bm - % [_%g ( ar ) -‘1-’737“2 + + 2B|¢m|2 ¢m7 (670)
¢m(0) =0 (for m #0), Tli)ngo (bm(r) =0, (6.71)

under the normalization condition

H@Aﬁ—2ﬂ[;l@dﬂFTdr—1, (6.72)
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where ¢, = ¢, (r). Again, this nonlinear eigenvalue problem (6.70)-(6.72) can also
be viewed as the Euler-Lagrange equations of the energy functional E(¢, ), defined
by

E(sbm)—w/ooo [|ar¢>m|2+ (w" + )|¢>m| +ﬂ|¢m|] (6.73)

under the constraint (6.72). Accordingly, the normalized gradient flow (6.24)-(6.28)
collapses to [40, 41, 35]
9 v
E(b(ru t) = _Bm(b - B|¢|2¢7 (674)
#(0,t) =0 (for m #0), lim o(r,t) =0, t >0, (6.75)

Qb(rvt; 1)
7tn = 7t: 7+7
(b(r +1) ¢(T +1) ||¢(7 n+1)||7«

¢(r,0) = ¢o(r), 0<r<oo,  with [go()]l»=1, (6.77)

where ¢(r, t;5) = lim,_,,+ ¢(r,t), [|6(-)|} = 27 [~ |¢(r)[* r dr. The scheme (6.31)
in this case becomes:

¢”*1’p+;_ D) (B, + an)d I (an - Bl"R) L. (678)

(6.76)

We now describe a pseudo-spectral method based on the scaled generalized-Laguerre
functions {L}*(r)} for (6.78)-(6.32).

Let (u, ’U)TR+ = [e+ uvrdr and ¢Y; € X};. Forn =0,1,---, set q%\ljl’o = ¢y
and ay, = 3 (b, + bl,,) with
n : n 2 n n
bmin = Ogl<noo [ﬂ|¢M(T)| ] ’ bmax = Omax [ﬂ|¢ ( )| }

Then, the generalized-Laguerre pseudospectral method for (6.78)-(6.32) is:
Find ¢} """ € X} such that

’471\7’/;1):0le B ¢7I\I/[ r in+1 p+1 m
TR+

.
= (Ifil(on - BIOF)PIEN L LY) L 0<k< M, p=0,1,--, (6.79)
T84

Tn+1
n+1 hm (bn-i-l,p n+1 I\/;L
M CM g

The function g?)?jl’p *1 can be easily determined from (6.79) as follows:
We write the expansion

M M
Oh ) = D e T LR (), o) = Y0k Lt (), (6.80)
k=0 I;/;O
9" (2) = I | (e = B0 (NI?) G577 ()] = S0 g™ Lt (),
k=0

where the coefﬁments {g°" 1L, can be computed from the known function values
{gmP(r} my M j=o through the discrete generalized-Laguerre transform using (6.52),
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ie.,
A'n« ;D _ n r
g g™ ( i) Wi (6.81)

Thanks to (6.41)-(6.42), we find from (6.79) that

in+1l,p+1 Q/A)n ~
%k = [y Qk+m+1) +a,] ¢y P 2P k=0,...,N, (6.82)

from which we derive

In+lp+l _ op+7 40"
k 1+T[an+”yr(2k—|—m—|—1)]’

k=0,1,...,N. (6.83)

Then, "H and gb"“ can be determined from the second equation in (6.79).

6.2.6. A generalized-Laguerre-Hermite pseudospectral method in 3D. We are now
in position to describe the generalized-Laguerre-Hermite pseudo-spectral method
for computing symmetric and central vortex line states of 3D BEC with cylindrical
symmetry [40, 41, 35].

Let (u,v),g+xr = fwauvrdrdz and ¢%,y € XWy. Formn = 0,1,---, set

Siv’ = otn and oy, = L (b2, + 00 ) with U = RY x R,

bl = min [W : bl = W v (r2)2]
min (rr,Izl)lgU [ (2)+ﬁ|¢MN(T Z)' } max (TI,I;??U[ (Z)—*—ﬁ'(bMN(r Z)| ]
Then, the generalized-Laguerre-Hermite pseudo-spectral method for (6.31)-(6.32)
is: find ¢"+1’p+1 € X1ty such that for 0< k<M, 0<I<N,p=0,1,---,

n+1,p+1 _4n
ME 4 (B + an) @y L (r)hu(2)
Rt xR

-
:(%Kan— W) - Bt M) L (68)
T, xR
n+1
Tn+1l _ n+1,p n+tl _ _VYMN
MN — MN > MN — ||¢n+l||

The function g?);fj]\l,’p 1 can be easily determined from (6.84) as follows:
We write the expansion

M N
~716/},’_]\1])1)4-1 Z Z ¢n+1 ,p+1 Lm )hl Z Z lLk 2), (6.85)

k=0 1=0 k=0 =0

and

M N
971 2) = L [ (0 = W) = BldRanl®) G515 ] = 303 i L r)(2)

k=0 l=

where the coefficients {g;;”} can be computed from the known function values
{g™P(r", z5)} through the discrete generalized-Laguerre transform and discrete
Hermite transform using (6.52) and (6.47), i.e

an’ = Zzg”p P 2e) P hy(zs) Wb w?. (6.86)

s=0 7=0
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Thanks to (6.41)-(6.42) and (6.36)-(6.37), we find from (6.84) that

ntlptl  in . A
et = — |2k +m + 1)y (l + 5) + an] nELptl | gnp - (6.87)
from which we derive
n ~AT,D
P P T T Gy (6.88)

Tl Ttk +m A )+ ((+ D]
Then, gi;’](j]\l, and gb’](j]\l, can be determined from the second equation in (6.84).
6.3. Numerical methods for dynamics. In this section, we consider different

numerical methods for solving the GPE (5.5) with an angular momentum rotation
term in d-dimensions (d = 2, 3) for the dynamics of rotating BEC:

' W = —%v% + V()Y + Bl —QL.Yp, xeRYL >0, (6.89)
(x,0) =vo(x), xR [ol2=1, (6.90)
where L, = —i(z0y — yJ;) and V(x) in d dimensions is given in (5.8).

In fact, many efficient and accurate numerical methods have been proposed
for discretizing the above GPE, such as the time-splitting Fourier pseudospectral
method via the alternating direction implicit (ADI) to decouple the angular mo-
mentum rotation term [44], time-splitting finite element method based on polar
and cylindrical coordinates in 2D and 3D, respectively, such that the angular mo-
mentum rotation term becomes constant coefficient [28], time-splitting generalized
Laguerre-Hermite pseudospectral method via eigen-expansion of the linear opera-
tor [35], finite difference time domain methods [21], etc. Each method has its own
advantages and disadvantages. Here we present the detailed algorithms for some of
these methods.

6.3.1. Time splitting Fourier pseudospectral method via an ADI technique. Due to
the external trapping potential V(x), the solution ¥(x,t) of (6.89)-(6.90) decays
to zero exponentially fast when |x| — oo. Thus in practical computation, we can
truncate the problem (6.89)-(6.90) into a bounded computational domain:

1
0 (x,) = =5V + [V(x) + BlY° = QL] ¢, x €U, t >0, (6.91)
¥(x,0) = o(x), xeU; (6.92)
with periodic boundary condition. Here we choose U = [a,b] X [¢,d] in 2D, and
resp., U = [a,b] X [¢,d] X [e, f] in 3D, with |al, |b], |c|, |d|, |e|] and |f]| sufficiently
large.
We choose a time step size 7 > 0. For n = 0,1,2,---, similar to the case of

non-rotating GPE in section 4.1.1, from time t =t,, = n7 to t = t,,41 = t, + 7, the
GPE (6.91) is solved in two splitting steps. One solves first [44]

i Opp(x,t) = —%Vzd)(x, t) — QL W(x,t) (6.93)

for the time step of length 7, followed by solving
10 (x,1) = V(x)$(x,£) + Bl (x, 1) P (x, 1), (6.94)
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for the same time step. (6.94) can be integrated exactly [28, 44], and we find for
xecUandt, <t<t,41:

b(x,t) = e WV EIHBIVCRtEIE—n) (x4, (6.95)

To discretize (6.93) in space, compared with non-rotating BEC (cf. section 4), i.e.
Q=0 in (6.89), the main difficulty is that the coefficients in L, are not constants
which causes big trouble in applying sine or Fourier pseudospectral discretization.
Due to the special structure in the angular momentum rotation term L., we will
apply the alternating direction implicit (ADI) technique and decouple the operator
—%V2 — QL. into two one dimensional operators such that each operator becomes
a summation of terms with constant coefficients in that dimension. Therefore, they
can be discretized in space by Fourier pseudospectral method and the ODEs in
phase space can be integrated analytically.

Discretization in 2D. When d = 2 in (6.93), we choose mesh sizes Az > 0 and
Ay > 0 with Az = (b —a)/M and Ay = (d — ¢)/N for M and N even positive
integers, and let the grid points be

zj=a+jAz, j=0,1,2,--- ,M; yr=c+kAy, k=0,1,2,---,N. (6.96)
Let % be the approximation of ¥(z;,y,tn) and ¥" be the solution vector with

component ¢ .
From time ¢t = t,, to t = t,,41, we solve (6.93) first

for the time step of length 7, followed by solving

i Oh(x,t) = —% (X, 1) + Q0,0 (x, t), (6.98)

for the same time step. Using the standard second order Strang splitting, a time
splitting Fourier pseudospectral (TSSP) method for solving (6.91)-(6.92) can be
written as [44]:

M/2—-1

1/,]%) _ /Z: e i (Hp+2Qykpp) /4 @p eiup(rra), (G, k) € TAOM”
p=—DM/2
N/2—1 .

Ui = D e A/ () M) (k) € Ty,
qg=—N/2

1/}](2) — o~V u)+BI85 1) 1/}](%)7 G k) € Ton (6.99)
N/2—1 o

77/}](‘4) _ Z e iT(N; 20 0g) /4 (¢§3))q eiAq(yrc), (. k) € TAOM,
qg=—N/2

M/2-1 .

—iT(u? %, Tji—a .
1/);1]:'_1 = Z e (l‘p+2£zykl‘p)/4 (1/}/(64))17 e pp (5 ), (], k) c T]\04N7
p=—M/2
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—

where for each fixed k, (¢7), (p = —4 ... 2 _1) with an index a, the Fourier
coefficients of the vector ¥ = (¢§, ¥, -, 1/JEJ‘M_1),€)T, are defined as
M—1
— 1 . 2pm M
o) — o =inp(z;—a) - P ——— .., ——1; (6.100
(wk)p szowke ,U‘p b_a7 p 27 9 ) ( )
similarly, for each fixed j, @q (¢ = —%, e ,% — 1), the Fourier coefficients of
the vector ¢$ = (Y5, ¥y, -+, w?(NA))T’ are defined as
N—1
— 1 —i) (yk* ) 2q7T N N
)y — - a o—irg(yr—c) ) =—-— ..., ——1. (6.101
(1/}])q Nkzoq/}]ke B P d_cv q 25 ) 2 ( )

For the TSSP (6.99), the total memory requirement is O(M N) and the total com-
putational cost per time step is O(MN In(MN)). The scheme is time reversible
just as it holds for the GPE (6.91), i.e. the scheme is unchanged if we interchange
n+n+1and 7+ —7in (6.99). Also, a main advantage of the numerical method
is its time-transverse invariance, just as it holds for the GPE (6.91) itself. If a con-
stant « is added to the external potential V', then the discrete wave functions 7,/);: !

ia(n+1)T

obtained from (6.99) get multiplied by the phase factor e~ , which leaves the

discrete quadratic observable W;I;j !|2 unchanged.
Discretization in 3D. When d = 3 in (6.93), we choose mesh sizes Az > 0,
Ay > 0 and Az > 0 with Az = (b—a)/M, Ay = (d —¢)/N and Az = (f —e)/L

for even positive integers M, N and L, and let the grid points be
rj=a+jAr, yp=c+kAy, (j,k) € Tayn; z1=e+1Az 0<1<L. (6.102)

Let ¢7,; be the approximation of ¥(xj, yk, z1, tn) and ™ be the solution vector with
component ¢7,.
Similar as those for 2D case, from time ¢ = ¢,, to t = t,1, we solve (6.93) first

1

i Opp(x,t) = (—5811 - iazz - iQy@m) W(x,b), (6.103)

for the time step of length 7, followed by solving

1

w0 = (-3

26yy - i@zz + iQx8y> P(x,1), (6.104)
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for the same time step. A second order time splitting Fourier pseudospectral (TSSP)
method for solving (6.91)-(6.92) can be written as [44]:

M/2-1 L/2—1
—iT(2u2+~2+4Q 8 TN N Ti—a ivs(z1—e
) = Z S e )/ (G einp(55=a) a(aie),

—M/2 s=—L/2
N/2 1 L/2-1 .
kl Z Z o iT (2N 77 —4Qw; ) /8 (¢J<_1>) eia(yr—c) Livs(zi—e)
J s 9
—N/2 s=—L/2 !

—4iT x zZ 5 y
%(2 — o~V ye2)+BlU 517 wﬁ-i?, G, k1) € Tongs (6.105)

N/2—1 L/2-1 .
Jkl Z Z —lT(2>\3+7§—4QIj>\q)/8(wj(g)) ez’)\q(yk—c) ei%(zl_e)’

qgs

—N/2 s=—L/2
M/2 1 L/2-1 .
n+1 —ZT 2u + 2440y Hp)/8 (4) ipup(xj—a) Livs(zi—e
Jkl = E E » 175 kip)/ (wk )pse p(zj—a) Hivs(z )7
—M/2 s=—L/2

where
TN =16, k)| j=0,1,...,M, k=0,1,...,N, 1=0,1,...,L},

and for cach fixed k, () | (~M/2 < p < M/2—1, ~L/2 < s < L/2 — 1) with
an index «, the Fourier coefficients of the vector el 0<j<M,0<I<L),are
defined as

b
.
|

1
(¢g)ps = P e~ thp(zj—a) e—i%(ZL—e), _

J

3

M M
2 2

v

L.
27

<p< <s<

~
I
o
II§
<

similarly, for each fixed j, @qs (-N/1<q¢<N/2—-1,—-L/2<s<L/2—1)with
an index «, the Fourier coefficients of the vector ¢, (k =0,--- ,N,1=0,---,L),
are defined as

(w;x) Ni i 71)\ (yr—c) 7i’ys(zlfe), _
=0 1=0

)2

N
2

|
o

<qg< <s<

with vy = 2” for s = —L/2,---,L/2 — 1. For the scheme (6.105), the total
7.

memory requ1rement is OOMN L) and the total computational cost per time step
is O(MNLIn(MNL)). Furthermore, the discretization is time reversible and time
transverse invariant in the discretized level.

6.3.2. Time-splitting finite element method based on polar/cylindrical coordinates.
As noticed in [28, 21], the angular momentum rotation is a constant coefficient in
2D with polar coordinates and 3D with cylindrical coordinates. Thus the original
problem of GPE with an angular momentum rotation term defined in R? (d = 2,3)
for rotating BEC can also be truncated on a disk in 2D and a cylinder in 3D as
bounded computational domain with homogeneous Dirichlet boundary condition:

i0pp(x,t) = —%vzw + [V(x)+Blw)* —QL.]v, x€eU, t>0, (6.106)
Y(x,t) =0, xel'=9U, t>0, P(x,0) = o(x), xeU; (6.107)
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where we choose U = {x = (x,y) | r = v/2? + y?> < R} in 2D, and resp., U = {x =
(,y,2) | = Va2 +y2 < R, Z1 < z < Za} in 3D with R, |Z1|, |Z2| sufliciently
large.

We choose a time step size 7 > 0. For n =0,1,2,---, from time ¢t = t,, = n7 to
t =tp41 = tn, + 7, the GPE (6.106) is solved in two splitting steps. One solves first

i Opp(x,t) = —%v%(x, t) — QL.Y(x,t) (6.108)

for the time step of length 7, followed by solving

i 0p(x,t) = V(x)p(x, 1) + Ble(x, )Y (x, 1), (6.109)
for the same time step. (6.109) can be integrated exactly [44], and we find for x € U
and t, <t <tnp41:

h(x,t) = e IV OIHBILEtn)FIl—tn) gy 1), (6.110)

Discretization in 2D. To solve (6.108), we try to formulate the equation in a
variable separable form. When d = 2, we use the polar coordinate (r,8), and
discretize in the #-direction by a Fourier pseudo-spectral method, in the r-direction
by a finite element method (FEM) and in time by a Crank-Nicolson (C-N) scheme.
Assume [28]

L/2-1
Wi 0,t)= > (rt) ", (6.111)

I=—L/2

where L is an even positive integer and 1@(7‘, t) is the Fourier coefficient for the
I-th mode. Plugging (6.111) into (6.108), noticing the orthogonality of the Fourier
functions, we obtain for —% << % —landO<r<R:

~ b 2 R
10 (r,t) = —%% (rw> + (2% - m) Dirt),  (6.112)
G(R,t) =0 (foralll),  ¢(0,t)=0 (forl+0). (6.113)

Let P* denote all polynomials with degree at most k, M > 0 be a chosen integer,
0=1r9 <71 <rg<---<ry = R be a partition for the interval [0, R] with a mesh
size h = maxo<m<nm {Tm+1 — Tm }. Define a FEM subspace by

Uh = {uh €Cl0,R] | u"
for I =0, and for [ # 0,
Uh = {uh € C[0,R] | u

e Pk 0<m< M, uh(R):o}

[T7n ;T7n+1]

€ PF 0<m< M, uh(O):uh(R):()}7

"]
[Tm7Tm+1]
then we obtain the FEM approximation for (6.112)-(6.113): Find ¢/ = ¢f*(-,t) € U"
such that for all " € U and t,, <t <t 41,

iiA(l/hh(-,t), ¢") = B (-,1),0") + PO, o) —IQAW], ¢"),  (6.114)

R R h h
. N N b hy rodu”(r) dv*(r)
At o) = [Cra ey e Bt = [ 2 S

R
C(ul,v™) :/ 1 ul(r) " (r) dr, ul, v e UM
0
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The ODE system (6.114) is then discretized by the standard Crank-Nicolson scheme
in time. Although an implicit time discretization is applied for (6.114), the 1D
nature of the problem makes the coefficient matrix for the linear system band-
limited. For example, if the piecewise linear polynomial is used, i.e. k =1 in U",
the matrix is tridiagonal. Fast algorithms can be applied to solve the resulting
linear systems.

In practice, we always use the second-order Strang splitting [174], i.e. from time
t =t, tot =tpqq: 1) first evolve (6.109) for half time step 7/2 with initial data
given at t = t,; ii) then evolve (6.108) for one time step 7 starting with the new
data; iii) and evolve (6.109) for half time step 7/2 with the newer data. For the
discretization considered here, the total memory requirement is O(ML) and the
total computational cost per time step is O(M LIn L). Furthermore, it conserves
the total density in the discretized level.

Discretization in 3D. When d = 3 in (6.108), we use the cylindrical coordinate
(r,0,z), and discretize in the #-direction by the Fourier pseudo-spectral method, in
the z-direction by the sine pseudo-spectral method, and in the r-direction by finite
element or finite difference method and in time by the C-N scheme. Assume that,

L/2-1 K-
P(r,0,z,t) Z Z Yrr(r,t) e sin(ug(z — a)), (6.115)
I=—L/2 k=1
where L and K are two even positive integers, ux = % (k=1,---,K—1) and

121\1,1@(7", t) is the Fourier-sine coefficient for the (I, k)th mode. Plugging (6.115) into
(6.108) with d = 3, noticing the orthogonality of the Fourier-sine modes, we obtain,
for——<l< 5—1,1<k<K-1and0<r <R, that [28]:

~ 0 2 12 .
iatwl,k(f‘, t) = —%% (T%@) + (l— + = - ) 2/1171@(7‘, t), (6.116)

with essential boundary conditions
Gir(R,t) =0 (for all 1),  9y4(0,¢) = 0 (for | #0). (6.117)

The discretization of (6.116)-(6.117) is similar as that for (6.112)-(6.113) and it is
omitted here.

For the algorithm in 3D, the total memory requirement is O(M LK) and the
total computational cost per time step is O(M LK In(LK)).

6.4. A generalized Laguerre-Fourier-Hermite pseudospectral method. Li-
ke section 6.2, for polar coordinate in 2D and cylindrical coordinate in 3D, a similar
Laguerre-Hermite pseudospectral method can be designed for computing dynamics
for rotating BEC (6.89)-(6.90). Here, we assume that the potential V' (x) in (6.89)-
(6.90) is given as [35]

2(2? +y?) +1222), d=3,

(
2% 4 4?) i_s (6119

V(x) =Vi(x) + W(x), W(x) = {%

where W (x) is a real potential.
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Denoting
Bi¢p = {—% ((W >—|—;”yr(:z +o?) - QLZ} é, (6.119)
B.o - [—%ﬁ—ﬂm /s (6.120)
Ao = We+seP e Bo={ (5%, 5, 423 G2

then the GPE (6.89) becomes
i0p(x,t) = Ay + Bp,  xeRY, >0, (6.122)

Forn =0,1,2,..., let " := ¢)"(x) be the approximation of ¥(x,¢,). A standard
Strang splitting second-order symplectic time integrator for (6.122) is as follows

P == A2y @) = em By gyt = A2y (6.123)

Thus the key for an efficient implementation of (6.123) is to solve efficiently the
following two subproblems:

i0p)(x,t) = AY(x,t) = [W(x) + Blv(x,1)|*] ¥(x, ), x € RY, (6.124)

and

10u)(x,t) = By(x,t) = —EVQ + Vi(x) — QL | ¥(x,1), x € RY,
2 (6.125)
lim (x,t) =0.

|x| =400
The decaying condition in (6.125) is necessary for satisfying the mass conservation.
6.4.1. Discretization in 2D. In the 2D case, we use the polar coordinates (r,6), and

write the solutions of (6.125) as ¢(r,0,t) . Therefore, for t > t, (ts is any given
time), (6.125) collapses to [35]

. 10 0 18 1 .
10p(r, 0,1) = [—55 (TE) 5.2 502 + ”yrr + Q0| Y(r, 6,1)
:= B (r,0,t), (6.126)
P(r, 0 + 27, t) = (r,0,1t), r € (0,00), 6€(0,2m), lim ¥(r,0,t)=0.
r—>00

For any fixed m (m = 0,+1,£2,...), recalling the scaled generalized-Laguerre func-
tions L} (6.40) (n > 0), a simple calculation shows that

B, (LL’"‘(T) ei’”e) = pem LM ()™, k=0,1,2,.... (6.127)

where
Lem = Yr(2k + |m| + 1) — mQQ, k=0,1,2,.... (6.128)
This immediately implies that {L‘km|(7°) em k=0,1,---, m=0,41,42,---} are

eigenfunctions of the linear operator B .
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For fixed even integer M > 0 and integer K > 0, let X = span{LLm‘ (r)eim?
k=0,1,.... K, m=-M/2,—-M/2+1,...,—-1,0,1,...,M/2—1}. The generalized-
Laguerre-Fourier spectral method for (6.126) is to find ¥k (1, 0,t) € Xk, iee.

M/2-1 K

Y (r,0,t) = Z leime ZU}km(t)LLm(T)] , 0<r<oo, 0<60<2m,
m=—M/2 k=0

(6.129)
such that
OV m(r,0,t) 10 0 1 9% 1 .,, .
— = | =5 \r= ) —s=s5 1tz Q 0,t
‘ ot 2r Or T@r 2r2 062 +2%T +iQ0y | (. 0,1)

= BivYgm(r,0,t), 0<r<oo, 0<6<2m. (6.130)

Noting that lim, e LI™/(r) = 0 for k = 0,1,2,... and m = 0,+1,42,... [177];
hence, lim, oo Wi ar(r,0,t) = 0 is automatically satisfied. In addition, the ex-
pansions in r- and #-directions for (6.129) do not commute. Plugging (6.129)
into (6.130), thanks to (6.127), noticing the orthogonality of the Fourier series,

fork=0,1,..., Kand m=-M/2,-M/2—-1,...,—-1,0,1,...,M/2 — 1, we find
At (t - .
i- #)zt( ) _ L Y (8) = [y (2K + [m| + 1) — mQ] g (2). (6.131)
The above linear ODE can be integrated exactly and the solution is given by
’ijm(t) = efillflwn(t*ts) ’@[Ajkm(ts)a t 2 tS' (6.132)

Plugging (6.132) into (6.129), we obtain the solution of (6.130) as
Vren (1,0, 1) =e~ O e (1,6, )

M/2—1 K
= > leim"ze”km“tf’d?km(ts)f:km'(r)] . t>t,, (6.133)
m=—M/2 k=0
with
. 1 27 ) 00
Do (ts) = — / [e_m“g / wKM(T,G,tS)LLm(T)rdT] do. (6.134)
27T 0 0

To summarize, a second-order time-splitting generalized-Laguerre-Fourier spectral
method for the GPE (6.89) with d = 2 is as follows:

Let 10 = Ixpr1bo where Iy is the L2 projection operator from L2((0,00) x
(0,27)) onto X g ar, we determine )"+ (n=0,1,---) by [35]

W (1, 0) = e WEOHBW O/ 2m (1. g

M/2-1 K -
A0 = Y leim" S e ), L,g”'(r)] , (6.135)
m=—M/2 k=0
D (r, 0) = IV OB D O /24,(2) (1. ),
with
o 1 27 ) o) m
Py = o i [ezm"/o PO (r,0) L (T)rdr] do. (6.136)

The scheme (6.135) is not suitable in practice due to the difficulty to compute
the initial data ¥%,, = Ilxp1bo and the integrals in (6.136). We now present an
efficient implementation by choosing 4% ,,(r,6) as the interpolation of ¢ (r, 8, 0) on
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a suitable grid, and approximating (6.136) (for all m) by a quadrature rule on this
grid.

It is clear that the optimal quadrature rule, hence the collocation points, for the
r-integral in (6.136) depends on m [40, 41]. However, we have to use the same set of
collocation points for all m to form a tensorial grid in the (r,0) domain. Therefore,

let {#; };SBMQ be the Laguerre-Gauss points [177, 166]; i.e. they are the K+ M /2+1
roots of the standard Laguerre polynomial f/(;(+M/2+1(r) = ﬁK+M/2+1(r). Let

{w; };SBM/ % be the corresponding weights associated with the generalized-Laguerre-
Gauss quadrature (6.50). We then define the scaled generalized-Laguerre-Gauss
points and weights r; and w; (j =0,1,..., K+ M/2) asin (6.51) and the appendix
of [166].

Let 65 = %WW (s =0,1,--- ,M —1). For any given set of values {t;5, 0 < j <
K+ M/2;0 < s < M-—1}, we can define a unique function v in X ks interpolating
this set, i.e.,

M/2—1

K
P(r,0) = Z Z%m L™ (e such that

m=—M/2 k=0
1/1(7"3‘795):1/13‘5, OS]SK+M/250§5§M_1

(6.137)

By using the discrete orthogonality relation (6.52) for the scaled generalized La-
guerre functions and the discrete Fourier orthogonality relation

M-—1
1 ) s
D e ek K < M2, (6.138)
s=0
we find that
R ] M1 - K+M/2
Dem =37 2 €™ D0 @ L) (6.139)
s=0 7=0
and that
M/2-1 K K+M/2 M—1

27 e’} N o’
2. __ 2 _ 2 __ 12, .
||w||2-—/0 /0 [iPrdrdd =2m 3 > |l =37 Z:; ;'M wj.

m=—M/2 k=0

We can now describe the second-order time-splitting generalized-Laguerre-Fourier
pseudospectral (TSGLFP2) method for the GPE (6.89) with d = 2 as follows:

Letwg-)s =1o(r;,0s)for0<j < K+M/2and0<s < M-1. Forn=0,1,2,---,
we compute 1/1?;'1 (0<j<K+M/2,0<s<M-—1) by [35]

—iT T n 2 n
%(_1) — o~ iTW(rs,0:)+B1¥7. ]/2%5,
M/271 K -
W= D e e e (), LM () | (6.140)
m=—DM/2 k=0

n —iT r;,0s (22 2
’l/}] +1 =e [W(r;,0 )+ﬁ|'¢']3 ‘ ]/21/}](‘5)7

where {wkm} are the expansion coefficients of ¢(!) given by (6.139).
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6.4.2. Discretization in 3D. In the 3D case, by using the cylindrical coordinates
(r,0,z), we can write the solutions of (6.125) as v (r,0, z,t). Therefore, for t > t
(ts is any given time), (6.125) collapses to [35]

, 1[ 10 (0 192 02 ,
00,220 = 5 |15 (rr) g g+ 2]

:(BL—FBZ)U)(T,H,Z,t) B1/)(T,9,z,t),
W(r, 0+ 2, z,t) = Y(r, 0, 2, t), O0<r<oo, 0<O<2m z€R,
lim ¢(r,0,z,t) =0, —00 < z <00, t>ts.

T—00

Let the scaled Hermite functions hi(z) (I = 0,1,...,) be given in (6.35). For any
fixed m (m =0,+1,+2,...), we find that [35]

B (LLm‘(T) e hz(Z)) = (s + M) LY () €™ hy(2), No= (1 + %)%. (6.141)

Hence, {L‘kml(r) e hy(2), k,1 =0,1,---, m = 0,£1,£2,---} are eigenfunctions
of the linear operator B = B + B, defined in (6.121) for d = 3.

Then a second-order time-splitting generalized-Laguerre-Fourier-Hermite spec-
tral method for the GPE (6.89) with d = 3 can be constructed analogously to
(6.135). Here, we only present pseudospectral method generalizing TSGLFP2
(6.140).

Define the scaled Hermite-Gauss points 2, and weights w7 (0 < p < L) by (6.46).
For any given set of values {¢jsp, 0<j < K+ M/2; 0<s<M—-1;0<p<L},
we can define a unique function 9 in Yy = span{L‘kml(r) em™h(z) : 0<k<
K, —M/2<m < M/2—-1, 0<1[< L} interpolating this set, i.e.,

M/2—1

Y(r,0,2) = Z Zzi/}kmzll‘ml e™%hy(z) such that

—M/2 k=0 =0
7/}(Tj795azp):7/}jspa 0<j<K+M/2;0<s<M-10<p<L.

(6.142)

By using the discrete orthogonality relations (6.52), (6.138) and (6.47), we find
that

R 1 L M-1 K+M/2
Biomt = 2= | )y D2 (€7 37wy L) | | (6:143)
p=0 s=0 j=0
and that
oo oo 2
I3 ::/ / / [v(r, 6, 2)|*r dfdrdz
M/2—1 K+M/2M 1 L (6.144)
Z ZZW’W” Z Z Z|1/)Jsp| Wy ;
—M/2 k=0 [=0 j=0 s=0 p=0

Then the second-order time-splitting generalized-Laguerre-Fourier-Hermite pseu-
dospectral (TSGLFHP2) method for the GPE (6.89) with d = 3 is as follows:
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Let 9% = to(rj,0s,2p) for 0<j < K+M/2,0<s<M—-1and 0<p< L.

jsp

For n=0,1,---, we compute 1/);?;1 by [35]
—iT T z no2 n
YD) = eIV (g 002 ) b BV, 1/ 2y
L M/2-1 K o
2 1mOg —4T m m
=3 ) 3 (S G, )| @159
1=0 m=—M/2 k=0

—iT[W (rj,0s, 2 12 2
1;,;1;;1 — o TIW(rs,0s,2p) + 1Y 0| ]/27/13(‘51)77

where {wkml} are the expansion coefficients of ¢(!) given by (6.143).

6.5. Numerical results. In this section, we report numerical examples for ground
states and central vortex states as well as dynamics for rotating BEC.

Example 6.1. Ground, symmetric and central vortex states, as well as their en-
ergy configurations, in 2D, i.e. we take d = 2 and 7, =, = 1 in (5.7). Fig. 6.1
plots surface of the ground state ¢9(z,y) := ¢4 (z,y) with # = 100 for differ-
ent . Fig. 6.2 plots the symmetric state ¢*(r) := ¢9(r) and first three central
vortex states ¢ (r) 1= ¢*(r) (m = 1,2,3) for different interaction rate 5. Back-
ward Fuler finite difference method is used here with a bounded computational
domain U = [—6,6] x [—6,6] and initial data for GFDN (6.1)-(6.3) is chosen as
do(2,y) = Tt el (2,y) € U, where ¢, (a,y) = S5 e~ (= +0%)/2
and ¢no(z,y) = ﬁ e~ @*+¥°)/2 The steady state solution is obtained numerically

when [|¢" T — ¢ [0 1= max(; |¢?l+1 -l <e=10"T.

Example 6.2. Dynamics of a rotating BEC in 2D, i.e. we take d = 2, 8 = 100,
2 =0.5and W(x) =0 in (6.89). The initial data in (6.89) is chosen as

T 1Y (g
Yo(z,y) = Wye @ +y*)/2, (z,y) € R (6.146)

We solve the problem by the scheme (6.140) with 7 = 0.0005, M = 128 and K =
200. Fig. 6.3 depicts time evolution of the normalization N(v), energy Eg (),
condensate width ¢,.(¢) and angular momentum expectation (L,)(t) for three sets
of parameters in (6.89): (i) 72 = vy = 2, (ii) 72 = vy = 0.8, and (iii) v, = 0.8,
vy = 1.2.

From Fig. 6.3, we can draw the following conclusions: (i) the normalization N (1))
and energy Eg q(1)) are conserved well in the computation (cf. Fig. 6.3a&b); (ii) the
angular momentum expectation (L)(t) is conserved when v, = v, (cf. Fig. 6.3d),
i.e. the trapping is radially symmetric, which again confirms the analytical results
in section 5.5 ; (iii) the condensate width 6, (¢) is a periodic function when 7y, =,
(cf. Fig. 6.3c), which again confirms the analytical results in section 5.5.

7. Semiclassical scaling and limit. In section 1.3, we have introduced the scal-
ing in the GPE (1.11) to obtain the dimensionless form which has been widely
adopted in physics literatures. For BEC with or without the rotational frame (cf.
section 5), the dimensionless GPE in d-dimensions (d = 1,2, 3) (lower dimensions
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Q=0.0 Q=0.23

Q=050 Q=0.70

Q=080 Q=050

FIGURE 6.1. Surface plots of ground state density function
|¢%,(z,y)|* in 2D with 7, = 7, = 1 and B = 100 for different
Q in Example 6.1.

with d = 1,2 are treated as from 3D GPE by dimension reduction) can be written
as

i0)(x,t) = —%V2+V(x)—QLz+ﬁ|¢|2 Y, xeUCRY t>0, (7.1)
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FIGURE 6.2. Symmetric and central vortex states in 2D with v, =
vy = 1 for 8 =0, 10, 100, 1000, 10000 (in the order of decreasing
of peak) in Example 6.1. Symmetric state ¢°(r): a); and central
vortex states ¢™(r): b). m=1,c¢). m =2 and d). m = 3.

with normalization condition
o0l = [ e ax=1. (12)

where v := 9(x,t) is the macroscopic wave function, U = [0, 1]¢ for box potentials,
U = R? for harmonic potential and other confining potentials (cf. section 1.3),
L, = —i(y0, —x0y) for d = 2,3, and Q = 0 for d = 1. The energy E(¢) for (7.1) is
given by

B0) = [ |5 90 0f + Vel + § ol - 09 L] ax (13)

The ground state ¢, of the GPE (7.1) is the minimizer of the energy E(¢) (7.3)
over the unit sphere S = {¢ | ||4]l2 =1, E(¢) < co}. It can also be characterized
by the nonlinear eigenvalue problem:

1
pox) = —5A0(x) + V(x)6(x) = QLop + Blo(x)Po(x),  x€U,  (T4)
d(x)|ov =0,

under the normalization condition (7.2) with ) = ¢. Here, the nonlinear eigenvalue
(or chemical potential) p can be computed from its corresponding eigenfunction
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FIGURE 6.3. Time evolution of a few quantities for the dynamics
of rotating BEC in 2D with three sets of parameters: (a) normal-
ization N (v), (b) energy Eg o(?), (c) condensate width 6, (), and
(d) angular momentum expectation (L,)(t).

io= wl0) = [ |§IV600P + VGloboP + ploco! - 99 Lo | ax

U
= B+ [ Dotolax (75)
U

7.1. Semiclassical scaling in the whole space. When U = R?% 8 > 1 and
V(x) = Wo(x) + W(x) satisfies

W
Vo) = NVo(x), VAER, lim Vo(x) = oo, lim L&)

—0, (7.6
|x|—00 |x|—o00 %(X) ( )

where x € R? and @ > 0, another scaling (under the normalization (7.2) with
1 being replaced by 1°) — semiclassical scaling — for (7.1) is also very useful in
practice by choosing, t — te(@=2/(e+2) x _ xe=2/(2+®) and o) = ¢ ¢4/ (1) with
e = 1/ple+2)/2(d+a) 47 28 24]:

6 € t 2 2a
e _ —%VQ — e a QL. | 97 + (Vo(x) + W5 (x)y° + |77, x e RY,

ot
(7.7)
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where We(x) = 20/t W (x/e2/(22)) and the energy functional E°(¢°) is de-
fined as

€ ()€ 62 €12 T o S = € £12 |1/)E|4
Bw) = [ |GV - e + 0o o+ L ax - o),

(7.8)
Similarly, the nonlinear eigenvalue problem (7.4) (under the normalization (7.2)
with ¢ = ¢) reads

2 2a
PO () = — 5 A+ (Volo) + W())" — eBEOL.7 +[07 07, x €RY, (7.9)

where eigenvalue p° can be computed from its corresponding eigenfunction ¢° by
1
e = 1(07) = E) + 5 [ 17| ax =0, (7.10)
Rd

Based on this re-scaling, it is easy to get the leading asymptotics of the energy
functional E(t) in (7.3) and the chemical potential (7.5) when 8 > 1 from this
scaling [47, 28, 24]:

BE() = e~20/(2+0) B2 () = O (8—2a/(2+o¢)) -0 (Ba/(d-i-a)) . (7.11)

() = 720/ e (g%) = 0 (e720/@H)) — 0 (g} (T12)

In [70, 172], a different rescaling for the nonlinear Schrédinger equation subject to
smooth, lattice-periodic potentials was used in the semiclassical regime. There they
studied Bloch waves dynamics in BEC on optical lattices.

7.2. Semiclassical scaling in bounded domain. When U = (0,1)¢ ¢ R? is a
bounded domain, 8 > 1, we use the following scaling (under the normalization
(7.2)) with ¢ being replaced by 9°) — semiclassical scaling — for (7.1) by choosing
t —te™! and ¢ = ¢° with e = 1/y/B [24]:

O (x,1) {_e_?

je—r ) 5 V2 _ 62QLZ 1/}5 4 VE(X)U)E 4 |1/)E|27/}€v xeU, (7.13)

ot
where V¢(x) = 2V (x) and the energy functional E¢(1)¢) is defined as

2 |4
Ef(yf) = /U [%IWEIQ — 2L Y% + Ve |? + @ dx =0(1). (7.14)

We can derive the leading asymptotics of the energy functional F(¢)) in (7.3) and
the chemical potential (7.5) when 8 > 1 from this scaling in the bounded domain
case [24]:

E(y) =e2E5(y°) = 0 (7%) = 0(B), (7.15)
H(9) =2 (¢7) = 0 (%) = 0(B). (7.16)

For comparison, Tabs. 7.1 and 7.1 display dimensionless units and several im-
portant quantities to obtain the GPE (7.1) under the standard physical scaling and
(7.7) or (7.13) under the semiclassical scaling for a BEC in the whole space with har-
monic potential (1.13) (w; = min{ws, wy,w,}) and in a bounded domain with box
potential (1.17), respectively. Again, the dimensionless GPE in lower dimensions
with d = 1,2 are treated as from 3D GPE by dimension reduction.
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Quantities Physical scaling Semiclassical scaling
time unit ¢, w—lz w—lz
length unit x4 m;::m = ag 5‘11%
energy unit F hw, h—:’m

wave amplitude unit 1, agy 3/2 agy 3/2¢d/a

healing length &, O(p~1/(+d) O(e)
energy E, O(B?/(4+2)) O(1)
chemical potential 4 O(B?/(d+2)) 0(1)
Thomas-Fermi radius Ry ¥ O(p'/(4+2)) 0(1)
wave amplitude ¢ O(p~/2d+2)) O(1)

TABLE 7.1. Comparison of dimensionless units and several impor-
tant quantities under the standard physical scaling and semiclas-
sical scaling. Here ts is time unit, x, is length unit, F, is energy
unit, ¥, is wave function unit, where m, h, as and N are the mass,
Planck constant, s-wave scattering length and total particle num-
ber, respectively (cf. 1.3). &, is the healing length [151], E, is
the energy of ground state, g4 is the chemical potential of ground
state, REF is the Thomas-Fermi radius of the ground state, ¢"**
is the maximum value of ground state. (a) For a BEC in the whole
space with a harmonic potential (1.13) (w; = min{wy,wy,w.}), £
is given in (1.40) and ¢ = 1/3%/(2+d),

Quantities Physical scaling Semiclassical scaling
time unit ¢, mTLz ’ZEL;
length unit x4 L L
: h? h?
energy unit F prea T
wave amplitude unit L—3/2 L=3/2
healing length & o(B~1/?) O(e)
energy E, 0(B) 0O(1)
Chemical potential p, 0(B) O(1)
Thomas-Fermi radius R} 0(1) O(1)
wave amplitude gbf]nax‘ 0O(1) O(1)
TABLE 7.1. (Con’t) (b) For a BEC in the box potential (1.17) with

L the size of box potential. § = 4wa,N/L and € = 371/2.

7.3. Semiclassical limits and geometric optics. Suppose V¢(x) = Vj(x) +
We(x) in (7.7), and we set

PE(x,t) = \/pe(x,1) exp (éSa(x, t)) , (7.17)
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where p® = [1)¥|? and S¢ are the density and phase of the wave function, respectively.
Inserting (7.17) into the GPE (7.7) and separating real and imaginary parts give
(104, 103, 28, 69, 195, 137]
p§ +div (p° VS%) 4+ QL.p° =0, (7.18)
1 A g2 1
S+ <|VS P +p + Ve QL.S® = — AVpF 7.19
P4 SIS 4 V) + = AVE ()
where L, = (29, —y0,). The equation (7.18) is the transport equation for the atom
density and (7.19) the Hamilton-Jacobi equation for the phase.
By formally passing to the limit ¢ — 0 (cf. [102]), we obtain the system

pY + div (p° VS°) 4+ QL.p° =0, (7.20)
1 .
SP + §|VSO|2+pO+V0(x)+QLZSO =0. (7.21)

It is well known that this limit process is only correct in the defocusing case 8 > 0
before caustic onset, i.e. in time-intervals where the solution of the Hamilton-
Jacobian equation (7.19) coupled with the atom-number conservation equation
(7.18) is smooth. After the breakdown of regularity, oscillations occur, which make

the term % \/1?5 A+/p? at least O(1) such that the validity of the formal limit pro-
cess is destroyed. The limiting behavior after caustics onset is not understood yet
except in 1D case without confinement, see [122]. Also, the focusing case § < 0 is
not fully understood yet.

Furthermore, by defining the current densities
Jo(x,t) = p°VS® = eIm [¢°V°], (7.22)
we can rewrite (7.18)-(7.19) as a coupled Euler system with third-order dispersion
terms [104, 103, 28, 69, 195, 137]
B:p° + divI® + QL.p° =0, (7.23)

52

) +p°VVE(x) + %V (p°)*+QL.J° = IV (pEV2 Inp%). (7.24)

€ €

O I + div <J ©

=

Letting ¢ — 07 in (7.23)-(7.24), formally we get an Euler system coupling
through the pressures [104, 103, 28, 69, 195, 137]

9p° + divd® + QL.p° = 0, (7.25)
JO® J0 1 ~
0,30 + div ( @; ) + p°VVo(x) + 5V (°)* + QL.3° =0, (7.26)
p

where JO(x,t) = p"VS°. The system (7.25)-(7.26) is a coupled isotropic Euler sys-
tem with quadratic pressure-density constitutive relations in the rotational frame.
The formal asymptotics is supposed to hold up to caustic onset time [103, 104].

8. Mathematical theory and numerical methods for dipolar BEC. In the
last several years, there has been a quest for realizing a novel kind of quantum gases
with the dipolar interaction, acting between particles having a permanent magnetic
or electric dipole moment. In 2005, the first dipolar BEC with 52Cr atoms was
successfully realized in experiments at the Stuttgart University [107]. Later in
2011, a dipolar BEC with '%*Dy atoms, whose dipole-dipole interaction is much
stronger than that of ®2Cr, was achieved in experiments at the Stanford University
[140]. Very recently in 2012, a dipolar BEC of %8Er atoms has been produced in
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Innsbruck University [8]. These successes of experiments have renewed interests in
theoretically studying dipolar BECs.

8.1. GPE with dipole-dipole interaction. At temperature 7" much smaller than
the critical temperature 7., a dipolar BEC is well described by the macroscopic
wave function ¥ = 1(x,t) whose evolution is governed by the 3D Gross-Pitaevskii
equation (GPE) [190, 164, 49]

h2
ihdp(x,t) = | =5 =V? + V(%) + glo* + (Vap % [¢17) | ¥, x €R?, £>0, (8.1)

where x = (z,y,2)” € R? is the Cartesian coordinate and a harmonic trap potential
V(x) is considered here. g = % describes local (or short-range) interaction
between dipoles in the condensate with as the s-wave scattering length. The long-
range dipolar interaction potential between two dipoles is given by

2 2 2 2 2
Holgip 1 — 3(x-n)?/|x] Holgip, 1 — 3cos? ()
Vaip(x) = —— . B -0 L R XS R, (8.2)

where o is the vacuum magnetic permeability, pqip is permanent magnetic dipole
moment (e.g. flaip = 6u, for 52C, with pu, being the Bohr magneton), n =
(n1,n2,n3)T € R? is the dipole axis (or dipole moment) which is a given unit
vector, i.e. |n| = +/n?+n3 +n3 =1, and 0 is the angle between the dipole axis n
and the vector x. The wave function is normalized according to

= [ I dx =N (83)

where N is the total number of dipolar particles in the dipolar BEC.
By introducing the dimensionless variables, t — wio with wy = min{wy, wy,w;},
h , w N \/N’LL'

— Y55, we obtain the dimensionless GPE in 3D
0 x5

X — TgX with xg =
from (8.1) as :

0r00.1) = | =572+ V) + BV 4 A U 07)| 0. x €, 00, (5.)

2
where 8 = MO — dmaN -y _ MHokaip V(x) = §(v22? + 2y* 4+ 722?) is the

hwoxz3 Ts 3h2z,
. . . . . . w T, W
dimensionless harmonic trapping potential with v, = oE Y = w—é and v, = oz,

and the dimensionless long-range dipolar interaction potential Uqip(x) is given as

3 1-—3(x-n)?/|x|? 3 1—3cos?(f
(- & Lm0 3 1300

3

Although the kernel Ugjp, is highly singular near the origin, the convolution is well-
defined for p € LP(R?) with Ugi, * p € LP(R3) for p € (1, 00) [70].

Denote the differential operators 0, = n -V and Onn = 0n0n, and notice the
identity [23]

Usip (%) = —> (1 - 3("'“)2) — _5(r) — 30 ( ! ) . xeRY, (86)

= dnfx|? |2 A7|x]
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we can re-formulate the GPE (8.4) as the following Gross-Pitaevskii-Poisson system
(GPPS) [23, 18, 65]

10 (x,t) = {—%V2 +V(x)+ (8= N||?* - 3)\8nn<p] ¥, x€R3 t>0, (8.7)

V2p(x,t) = —|¥(x, 1)|?, x € R3, lim ¢(x,t) =0, t>0. (8.8)

|x|—00

The above GPPS in 3D conserves the mass, or the normalization condition,

Ne0) = 13 = [ W 0F dx= [ o) dx=1, 20, (89

and energy per particle with ¢ = —— x [¢|2,

47|x|
1 —A 3\
Ba(w) = [ [5IV0P + Vool + 25200 + 10wl | ax (5.0

From (8.6), it is straightforward to get the Fourier transform of Ugip(x) as

TR 3(n-¢)°

(Udip)(g) =-—1+ T, ¢ e R3. (8.11)

8.2. Dimension reduction. In many physical experiments of dipolar BECs, the
condensates are confined with strong harmonic trap in one or two axis directions,
resulting in a disk- or cigar-shaped dipolar BEC, respectively. Mathematically
speaking, this corresponds to the anisotropic potentials V' (x) of the form:

Case I (disk-shaped), potential is strongly confined in vertical z direction with

2

z
V(x) = Valw.y) + 5.

Case II (cigar-shaped), potential is strongly confined in horizontal x| = (z,y)7 €
R? plane with

x € R?, (8.12)

2, .2
Vi) = Vi) + o
where 0 < e < 1 (6 =1/, in Case I and € = 1/, with v, = v, = 7, in Case II) is
a small parameter describing the strength of confinement. In such cases, the above
GPPS in 3D can be formally reduced to 2D and 1D, respectively [65].

In Case I, when ¢ — 0T, evolution of the solution ¥ (x,t) of GPPS (8.7)-(8.8) in

z-direction would essentially occur in the ground state mode of —%Bzz + 521, which

x € R?, (8.13)

22
is spanned by w.(z) = e71/2x71/4¢ 727 [65, 18]. By taking the ansatz

1/)(XL7 th) = eiit/2€2¢(xlvt)w5(z)a (XLv Z)T = ('rvya Z)T € Rga t > 07
(8.14)

the 3D GPPS (8.7)-(8.8) can be formally reduced to a quasi-2D equation I [65, 18]:
. 1 3\
10,0 = | =5 V2 + Va ot Bap|6f* — - (nin, — n§V2>w2D] o, (8.15)

B—A+3An2 T T
where ﬂQD - V2re 37 n; = (nlan2) ) 8n1_ =nj - V = n; - (azvay) ) 8n1_1'u_ =

On, (On,), V? = 0yy + 0y, and

2
e—* /2

1
2v2m3/2 Jr /22 + 2 + €252

<p2D(ar,y,t) = UEQD * 6%, UfD(:zr,y) = ds. (8.16)
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In addition, as ¢ — 0%, ¢?P can be approximated by 2P [65] as :
. 1
O P (x,,t) = Ug{g x|p|?, with Uj{g(xL) = m, (8.17)
which can be re-written as a fractional Poisson equation

(=V2)V22D (x 1) = |p(x 1, )2, |lig ©2P(xy,t) =0, t>0. (8.18)
X | oo

Thus an alternative quasi-2D equation II can be obtained as:

010 = (=572 4 Va t anlol? = 5 Onn, ~ m3VA-T2H(0P)) 0. (819)

Similarly, in Case II, evolution of the solution ¢ (z, y, z,t) of GPPS (8.7)-(8.8) in
(z,y) plane would essentially occur in the ground state mode of —3(8p0 + Oyy) +

22442
42, which is spanned by we(z,y) =~ "7~ /“e 2; , 69]. Agailn, by taking
2 ”  which | db Lr=1/2 18, 65]. Again, by taki
the ansatz
Wy, z,0) = ez, e (a,y), 120, (8.20)
the 3D GPPS (8.7)-(8.8) can be formally reduced to a quasi-1D equation:
1 3A(3n2 -1
Zat(b = _§6zz +Vi+ 61D|¢|2 - %@z@ll)] ¢, ze€R, t>0, (821)
where B1p = %ﬁj’ng) and
2% /2¢2 0
1D 1D 2 1D V2e —52/2e?
07 (z,t) = U7 % 9|, U (z) = 7/ e ds. (8.22)
g g \/EE ‘z‘

Remark 8.1. To describe a rotating dipolar BEC, we only need to include the
angular momentum term (5.2) in the dipolar GPE (8.1). Therefore, dimensionless
rotating dipolar GPEs in 3D and quasi-2D regime are straightforward.

8.3. Theory for ground states. In this section, we report results for ground state
of dipolar BECs. Denote unit sphere
S=Xn{ue L?RY||ullp2gae =1}, (8.23)

where X is the energy space associated with corresponding potential (2.6).

8.3.1. 8D case. In 3D, the ground state of GPPS (8.7)-(8.8) is the minimizer of
energy Fsp (8.10) over the nonconvex set S [23].

Theorem 8.1. Assume V(x) >0 for x € R? and lim V(x) = oo (i.e., confining

|x|—00
potential) in GPPS (8.7)-(8.8), then we have:

(i) If 8 > 0 and —%ﬂ < X < B, there ezists a ground state ¢, € S, and the
positive ground state |py| is unique. Moreover, ¢, = e'%|¢,| for some constant
0y € R.

(i) If 8 <0, or >0 and A < —%ﬂ or A > 3, there exists no ground state, i.e.,
Inf, E3p(¢) = —o0.

By splitting the total energy Esp(-) in (8.10) into kinetic, potential, interaction
and dipolar energies, i.e.

E3p(¢) = Exin(¢) + Epot(¢) + Eint(¢) + Eaip(0), (8.24)
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where

Bian(9) = [ | V000 dx, Byoe(d) = [ VOOI6G)dx, Buse) = 5 [ 1660/ ax.

Fan(@) =3 [ Wao #1670 Pix = 3 [ 10607 1600 = 30ums] dx (329)
-3 / [ 16G)1* +3(7%) (Bhnie)] dx = / 1661 + 3100 dx

with ¢ = 4ﬂx‘ * |¢|?, we have the following Viral identity [23]:

Proposition 8.1. Suppose V(Ax) = A2V (x) for all X\ € R and ¢4 is the ground
state of a dipolar BEC, i.e., the minimizer of energy (8.10) under the normalization
constraint (8.9), then we have

2Ekin(¢e) - 2Ewpot (¢e) + 3Eint(¢e) + 3Edip(¢e) 0. (826)

8.3.2. Quasi-2D case I. Associated to the quasi-2D equation I (8.15)-(8.16), the
energy is

Ean(@) = [ 51907 + Valss)lof + daploit - Siope? ax., o€ x

(8.27)

—A+3An2
where Bop = % and

R N o e R (8.28)
The ground state ¢4 € S of (8.15) is the minimizer of the nonconvex minimization
problem [18]:
Find ¢4 € S, such that Esp(¢,) = gngl Eop(9). (8.29)
€

Theorem 8.2. Assume 0 < Va(x,) and ‘ li‘m Va(x1) = oo, then we have
X | |—00
(i) There exists a ground state ¢, € S of the system (8.15)-(8.16) if one of the
following conditions holds
(A1) X >0 and B — X > —/21C¢;
(A2) X <0 and B+ (1 + 3[2nf — 1)A > —V27C) ¢,
where Cy, is given in (2.12).
(i1) The positive ground state |4 is unique under one of the following conditions:
(A)X>0 and f— X >0;
(A2) X <0 and B+ (14 3]2r3 — 1|)A > 0.
Moreover, any ground state is of the form ¢, = €' |¢,| for some constant 0y € R.
(iti) If B+ $A(1 — 3n3) < —V2rCy e, there exists no ground state of Eq. (8.15).
8.3.3. Quasi-2D case II. Associated to the quasi-2D equation II (8.19), the energy
is

Ean(0) = [ 51908 + Vatxolo + Baplol* - Diofe] ax o€ X, (s.0)

where

p(x1) = (On,n, —n5V?) (=V2)12[g]). (8.31)
The ground state ¢, € S of the equation (8.19) is defined as the minimizer of the
nonconvex minimization problem:

Find ¢, € S, such that Eap(¢,) = glelg Eap (). (8.32)
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For the above ground state, we have the following results [18].

Theorem 8.3. Assume 0 < Va(x) and ‘ li‘m Va(x1) = oo, then we have
X | |—00

(i) There exists a ground state ¢4 € S of the equation (8.19) if one of the following
conditions holds
(B1) A=0 and 8 > —V2nC¢;
(B2) A>0,n3=0and B — > —27Cy¢;
(B3) A< 0,n3>1 and B — (1 —3nd)A > —V27Cpe.
(i1) The positive ground state |¢q| is unique under one of the following conditions
(B1') A\ =0 and 8 > 0;
(B2Z)A>0,n3=0and 8> X;
(B¥) X< 0,n2>1Land B — (1 —3n2)\ >0.
Moreover, any ground state ¢g = ei9°|¢g| for some constant 6y € R.
(i1i) There exists no ground state of the equation (8.19) if one of the following
conditions holds
(B1") A >0 and n3 # 0;
(B2') A <0 and n3 < 3;
(B') A =0 and < —v21Cpe.

8.3.4. Quasi-1D case. Associated to the quasi-1D equation (8.21), the energy is
3A(1 —3n3)

— 1 2 2 1 4
Ein(@) = [ [510.08 + ViCalloP + goulolt + BEZ2)

|¢>|2<p] dz, (8.33)

B+iX(1-3n3) and

where B1p = 5z

22
2022 [0 _ .2
= e 2% ds. (8.34)
VT e
Again, the ground state ¢4 € S of the equation (8.21) is defined as the minimizer

of the nonconvex minimization problem:

Find ¢, € S, such that E1p(¢,) = lgngl E1p(¢). (8.35)
€

p(2) = 0..(U7 *[¢]*), U.P(2)

For the above ground state, we have the following results [18].

Theorem 8.4. (Existence and uniqueness of ground state) Assume 0 < Vi(z) and
lim;| o0 Vi(2) = oo, for any parameter B, X\ and ¢, there ewists a ground state
¢g € S of the quasi-1D equation (8.21)-(8.22), and the positive ground state |¢q| is
unique under one of the following conditions:

(C1) (1 =3n3) >0 and B — (1 — 3n3)\ > 0;

(C2) A(1—3n3) <0 and B+ 5(1 — 3n3) > 0.
Moreover, ¢, = €'%|¢p,| for some constant 6y € R.

8.4. Well-posedness for dynamics. In this section, we study the well-posedness
for dynamics of dipolar BECs.

8.4.1. 8D case. In 3D, we have the following results for GPPS (8.7)-(8.8) [23].

Theorem 8.5. (Well-posedness) Suppose the real-valued trap potential V(x) €
C>®(R3) such that V(x) > 0 for x € R3 and D*V(x) € L®(R3) for all a €
N} with |a| > 2. For any initial data ¥(x,t = 0) = o(x) € X, there exists
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Tmax € (0,400] such that the problem (8.7)-(8.8) has a unique mazimal solu-
tion ¥ € C([0,Tmax), X). It is mazimal in the sense that if Tymax < 00, then
lo(,t)||lx — oo when t — T.... Moreover, the mass N(¢(-,t)) and energy
Esp((-,t)) defined in (8.9) and (8.10), respectively, are conserved fort € [0, Tmax)-
Specifically, if 5> 0 and —%[3 < X\ < B, the solution to (8.7)-(8.8) is global in time,

i.€., Thmax = 0.

Theorem 8.6. (Finite time blow-up) If f < 0, or >0 and A < —%B or A > [3,
and assume V (x) satisfies 3V (x) +x - VV(x) > 0 for x € R3. For any initial data
P(x,t =0) = o(x) € X to the problem (8.7)-(8.8), there exists finite time blow-up,
i.e., Thmax < 00, if one of the following holds:

(i) Esp(to) < 0; _

(ii) Esp () = 0 and Im ( [gs 1o(x) (x - Viho(x)) dx) < 0;

(m) EgD (’lﬁo) >0 and Im (fR3 EO(X) (X . V’lﬁo(x)) dX) < —4/ 3E3D (¢0)||X¢0||L2.

(

8.4.2. Quasi-2D case I. For quasi-2D equation I (8.15)-(8.16), we have the following
results [18].

Theorem 8.7. (Well-posedness of Cauchy problem) Suppose the real-valued trap
potential satisfies Va(x1) > 0 for x; € R? and

Va(x1) € C®(R?) and D¥Va(x)) € L= (R?), for all k € N3 with k| > 2,
(8.36)

then we have

(i) For any initial data ¢p(x1,t = 0) = ¢o(x1) € X, there exists a Thax €
(0, +00] such that the problem (8.15)-(8.16) has a unique mazimal solution ¢ €
C ([0, Tax), X). It is mazimal in the sense that if Tmax < 00, then ||¢(-,t)||x — 0o
when t — T

(ii) As long as the solution ¢(x, ,t) remains in the energy space X , the L?>-norm
(-, t)||2 and energy Eap(¢(-,t)) in (8.27) are conserved for t € [0, Tmax)-

(i1i) Under either condition (A1) or (A2) in Theorem 8.2 with constant Cy, being
replaced by Cy/||¢ol|3, the solution of (8.15)-(8.16) is global in time, i.e., Tymax = 00.

Theorem 8.8. (Finite time blow-up) For any initial data ¢(x1,t =0) = ¢o(x1) €
X with [go [x1 ¢ (xL)|? dx1 < 00, if conditions (A1) and (A2) with constant C,
being replaced by Cy/||¢ol|3 are not satisfied and assume Va(x1) satisfies 2Va(x1 ) +
x1 - VVa(x1) >0, and let ¢ := ¢(x1,t) be the solution of the problem (8.15), there
exists finite time blow-up, i.e., Typax < 00, if A =0, or A > 0 and n3 > %, and one
of the following holds:

(i) E2p(do) < 0; B

(it) Eap(do) =0 and Im (g do(x1) (xL - Vo(x1))dx1) < 0;

(iii) Eop(¢do) > 0 and Im (fRz do(x1) (x1 - Veo(x1)) dxl) < —+/2Fap(¢o)

%L oll2-

8.4.3. Quasi-2D case II. For quasi-2D equation II (8.19), noticing the nonlinearity
B (On, n, —n2V2)((=V?)71/2|¢|?) is actually a derivative nonlinearity, it would bring
significant difficulty in analyzing the dynamic behavior. The Cauchy problem of the
Schrédinger equation with derivative nonlinearity has been investigated extensively
in the literatures [115, 125]. We are able to prove the existence results in the energy
space with the special structure of our nonlinearity [18].

Theorem 8.9. (Ezistence for Cauchy problem) Suppose the real potential Va(x] )
satisfies (8.36) and lim|x |0 Va(x1) = 00, and initial value ¢po(x1) € X, either
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condition (B2) or (B3) in Theorem 8.3 holds with constant Cy being replaced by
Cy/||90l|3, then there exists a solution ¢ € L>([0,00); X) N W1>([0,00); X*) for
the Cauchy problem of (8.19). Here X* denotes the dual space of X. Moreover,
there holds for L? norm and energy Fsp (8.30) conservation, i.e.

6, Ol 22y = llgoll 22y, E2p((-1)) < Eap(¢o), ¥t 2 0. (8.37)

Next, we discuss possible finite time blow-up for the continuous solutions of
the quasi-2D equation II (8.19). To this purpose, the following assumptions are
introduced:

(A) Assumption on the trap and coefficient of the cubic term, i.e. Va(x_ ) satisfies

3Va(xy)+x1 - VVa(x1) >0, ﬂ_ﬁ:‘ng > — Hg)bll“ with ¢g being the initial data of
a 2

equation (8.19);
(B) Assumption on the trap and coefficient of the nonlocal term, ie. Va(x,)
satisfies 2Va(x1 ) + x4 - VVa(x1) >0, A =0 or A > 0 and n > %

Theorem 8.10. (Finite time blow-up) For any initial data ¢(x1,t =0) = ¢o(x1) €
X with finite variance &, = [po|x1[*[¢o(x1)[?dxL < oo, if conditions (B1),
(B2) and (B3) with constant Cy, being replaced by Cy/||¢o||3 are not satisfied, let
¢ = ¢(x1,t) € C([0, Trmax), X) solution of the problem (8.19) with L? norm and
energy conservation, then there exists finite time blow-up, i.e., Tmax < 00, if one of
the following condition holds:

(i) Eap(do) <0, and either Assumption (A) or (B) holds;

(it) Eap(¢o) = 0 and Im (fge Po(x1) (x1-Veo(x1))dxr) <0, and either As-
sumption (A) or (B) holds;

(iii) Eap(do) > 0, and Im ([g, ¢o(x1) (x1 - Vo(x1))dx1) < —(3EI,)V/268Y, if
Assumption (A) holds, or Im ([g> ¢o(x1) (x1 - Vo(x1))dxy) < —(2E9,)1/26% if
Assumption (B) holds. Here ES, = Eap(¢o).

8.4.4. Quasi-1D case. Concerning the Cauchy problem, similar results as Theorem
8.7 can be obtained for the equation (8.21) [18].

Theorem 8.11. (Well-posedness for Cauchy problem) Suppose the real-valued trap
potential satisfies Vi(z) > 0 for z € R and Vi(z) € C®(R), D*Vi(z) € L>=(R)
for all integers k > 2, for any nitial data ¢(z,t = 0) = ¢o(2) € X, there ewists
a unique solution ¢ € C([0,00),X) N C*([0,00), X*) to the Cauchy problem of
equation (8.21).

8.5. Convergence rate of dimension reduction. In this section, we discuss the
dimension reduction of 3D GPPS to lower dimensions. In lower dimensions, we
require that in the quasi-2D case, 5 = O(g), A = O(e), and in the quasi-1D case,
B = 0(e%), A = O(?), i.e. we are considering the weak interaction regime, then
we would get an e-independent limiting equation. In this regime, we will see that
GPPS will reduce to a regular GPE in lower dimensions [18].

8.5.1. Reduction to 2D. We consider the weak interaction regime, i.e., § — €0,

A — eX. In Case I (8.12), for full 3D GPPS (8.7)-(8.8), introduce the re-scaling
2z — ez, 1) — /296 which preserves the normalization, then

1
0 (x1, 2,t) = |HY + QHZ + (B = N)[Y°|* = 3eA0n.n. ©° | V7, (8.38)
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where x| = (z,y) € R? and

2

1 1
HY, = —5(00a +0y)) + Valz,y),  Ho=-20..+ 7, (8.39)

n. = (nl,ng,ng/a), 8n€ =N V, 8n5n5 = 8,,5 (8,,5), (840)
1 1
(_amm - ayy - _2822)</7€ = _|¢€|2a lim <P€(XL7 th) =0. (841)
€ € |x|—o00
It is well-known that H, has eigenvalues ur = k + 1/2 with corresponding eigen-
function wy(z) (k =0,1,...), where {wy}° , forms an orthornormal basis of L*(R)

[177], specifically, wo(z) = #e’zz/ 2. Tt is convenient to consider the initial data
concentrated on the ground mode of H,, i.e.,

¥ (x1,2,0) = do(xL)wo(2), ¢o € X(R?) and ||¢ol|r2re) = 1. (8.42)

In Case I (8.12), when € — 0T, quasi-2D equation I (8.15), IT (8.19) will yield an
e-independent equation in the weak interaction regime,

— (1 =3n3\
%w% xi = (,y) €R%,  (3.43)

with initial condition ¢(x,,0) = ¢o(xL).

iat(b(XLa 7t) = HXLQS +

Theorem 8.12. (Dimension reduction to 2D) Suppose Vs satisfies condition (8.36),
—g <A< Band B >0, letp° € C([0,00); X (R3)) and ¢ € C([0,0); X (R?)) be the
unique solutions of equations (8.38)-(8.42) and (8.43), respectively, then for any
T > 0, there exists Cp > 0 such that

Hwa(xj_,z,t)—e’i%qs(xj_,t)wo(z)HLz(Rs)§CT5, Vte[0,T).  (8.44)

8.5.2. Reduction to 1D. In this case, we again consider the weak interaction regime
B — 2B, A — &2\ In Case II (8.13), for the full 3D GPPS (8.7)-(8.8), introducing
the re-scaling x — ez, y — €y, ¥ — € 19° which preserves the normalization, then

100 (%1, 2, 1) = |HY + 6—12HM + (B = NP |? — 3N a. ¢° | ¥, (8.45)
where x; = (z,y) € R?, 2 € R and

H = —%3“ +Vi(z), Hx, = _%(azz + 0y +a® + 47, (8.46)

0. = (n1/e,n2/e,n3), Oa. =n.-V, Oan. = (0a.), (8.47)

(—;28“ - E—lzayy = 0:2)p" = E%WIQ, Jm %L, 7,t) = 0. (848)

Note that the ground state mode of Hy, is given by wo(x)wo(y) with eigenvalue 1,
and the initial data is then assumed to be

P*(x1,2,0) = go(z)wo(x)wo(y), ¢o € X(R) and |¢ol|L2m) = 1. (8.49)
In Case II (8.13), when ¢ — 07, the quasi-1D equation (8.21) will lead to an
e-independent equation in the weak interaction regime,
B+ 21— 3n3)
2m

with the initial condition ¢(z,0) = ¢o(2).
We can prove the following results [18].

i0;(z,t) = HY ¢ + lp|?p,  z€R, t>0, (8.50)
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Theorem 8.13. (Dimension reduction to 1D) Suppose the real-valued trap potential
satisfies Vi(z) > 0 for z € R and Vi(z) € C®(R), D¥Vi(z) € L>®(R) for all
k > 2. Assume —g <A< Band B >0, and let ¢ € C(]0,00); X(R?)) and
¢ € C([0,00); X(R)) be the unique solutions of the equations (8.45)-(8.49) and
(8.50), respectively, then for any T > 0, there exists Cp > 0 such that

<Cre, Ytel0,T]. (851)

[ 6erzt) e oz, Doy, <

8.6. Numerical methods for computing ground states. In this section, we
present efficient and accurate numerical methods for computing ground states of
dipolar BECs, based on the new formulation GPPS (8.7)-(8.8) of dipolar GPE (8.4)
in 3D.

The difficulty of computing dipolar GPE mainly comes from the dipolar term.
In most of the numerical methods used in the literatures for theoretically and/or
numerically studying the ground states of dipolar BECs, the way to deal with the
convolution in (8.4) is usually to use the Fourier transform [157, 189]. However,
due to the high singularity in the dipolar interaction potential (8.5), there are two
drawbacks in these numerical methods: (i) the Fourier transforms of the dipolar
interaction potential (8.5) and the density function || are usually carried out in
the continuous level on the whole space R? and in the discrete level on a bounded
computational domain U, respectively, and due to this mismatch, there is a locking
phenomena in practical computation as observed in [157]; (ii) the second term in
the Fourier transform of the dipolar interaction potential is %—type for 0-mode, i.e
when & = 0 (see (8.11) for details), and it is artificially omitted when £ = 0 in
practical computation [157, 191, 189] thus this may cause some numerical problems
too. With formulation (8.7)-(8.8), new numerical methods for computing ground
states and dynamics of dipolar BECs can be constructed, which can avoid the above
two drawbacks and thus they are more accurate than those currently used in the
literatures.

Based on the new mathematical formulation for the energy associated with GPPS
(8.7)-(8.8) in (8.10), we will present an efficient and accurate backward Euler sine
pseudospectral (BESP) method for computing the ground states of a dipolar BEC.

In practice, the whole space problem is usually truncated into a bounded compu-
tational domain U = [a, b] X [¢, d] X [e, f] with homogeneous Dirichlet boundary con-
dition. We adopt the method of gradient flow with discrete normalization (GFDN)
as in section 3: choose a time step 7 > 0 and set t, =n 7 for n = 0,1,... Applying
the steepest decent method to the energy functional Esp(¢) in (8.10) without the
normalization constraint (8.9), and then projecting the solution back to the unit
sphere S at the end of each time interval [¢,,t,+1] in order to satisfy the constraint
(8.9). Then GFDN for computing ground state of the GPPS (8.7)-(8.8) is [23]:

0u6x,1) = | 577 = V) = (5 = NIBGx, O + 3\aniolx,0)| 6(0,1), (8:52)

V2QD(X, t) = _|¢(X7 t)|27 X € Uv tn <t < thrla (853)
—
(X, tng1) = B(x, ), 1) = M, xeU, n>0, (8.54)
6(tni1)ll2
¢(Xa t)|x66U = @(Xv t>|x68U = Oa t Z 07 (855)

$(x,0) = ¢o(x), with [|gol[2 = 1; (8.56)
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where ¢(x,t5) = lim ¢(x,1).
t—td

Let M, K and L l;e even positive integers and define the index sets

Tuxr ={G, k1) |j=1,2,.... M -1, k=1,2,...,K—-1,1=1,2,...,L -1},
Tk, =1G, k1) | 5=0,1,....M, k=0,1,....,K, I=0,1,...,L}.

Choose the spatial mesh sizes as h, =

bt hy = 92¢ and h, = £2° and define
zj=a+] hy, Yy =c+k hy, z=e+1h,, (k1) € Trger-
Denote the space
Yurr =span{®;rn(x), (4, k,1) € Tukr},
with
D a(x) = sin (12 (@ — a)) sin (ul(y — ©))sin (i (z —€)), x€U,  (857)

mj v _ wk 5 _ wl . .
b_a7 Mk d ) /Jll f 67 (]7 7)€TMKL>

and Pygr : Y ={p € C(U) | ¢(x)|xecov = 0} = Yk be the standard project
operator, i.e.

pj =

M-1K-1L-1
(PMKLU ‘I)pqs x e U, Yv € Y,
p=1 gq=1 s=1
with
Upgs = / V(x) Ppys(x) dx, (p,q,8) € TMKL- (8.58)
U

Then a backward Euler sine spectral discretization for (8.52)-(8.56) reads:
Find ¢"*1(x) € Yirxr (ie. ¢ (x) € Yarxr) and ¢"(x) € Yarir such that

o (x) — ¢"(x) _

T

— Purr A [V(x) + (8 = N)[@"(x)]* = 3Mnn¢" (%)] ¢ (x) }
+ %v%ﬁ (x), (8.59)

oTx)

v2¢n(x) = PMKL (|¢n(x)|2) ’ ¢n+1( ) = ||¢+( )”2

x e U, (8.60)
where n > 0 and ¢°(x) = Pyrr (¢o(x)) is given.

The above discretization can be solved in phase space and it is not suitable in
practice due to the difficulty of computing the integrals in (8.58). We now present
an efficient implementation by choosing ¢°(x) as the interpolation of ¢o(x) on the
grid points {(z;,yx, 1), (J.k,1) € Ty}, Le. (2, ym21) = ¢ol(a;, Y, z1) for
(4, k,1) € Tk, and approximating the integrals in (8.58) by a quadrature rule
on the grid points. Let ¢7, and ¢}, be the approximations of o(xj, Yk, 21, tn) and
o(xj, Yk, 21, tn), respectively, which are the solutions of (8.52)-(8.56); denote Vji; =
V(@i yk-21); Py = |&5]* and choose ¢ = ¢o(xj, yr, 21) for (5, k,1) € Targer-
For n = 0,1,..., a backward Euler sine pseudospectral (BESP) discretization for
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(8.52)-(8.56) reads [23]:

d);_k[ - d)?kl o )\ 3\ (O° n +
f = [ ]kl+ B ’(b kl’ ( nnf )ljkl ¢jkl
+ 5 (v§¢+)‘jkl o (k1) € Tuke, (8.61)
oy
- (Vgspn)ljkl = |¢;’l,k,l|2 = p?klv (b;l]:;l = H(biH ) (ju kal) S TMKL7 (862)
o = Phint = Oyt = Oy = O = O =0, (k1) € Ty, (8.63)
okl = Phrkt = Pior = Pix1 = Piko = Pokr = 0, (4,k,1) € TKL (8.64)

where V2 and 93, are sine pseudospectral approximations of V2 and Onn, respec-
tively, defined for (j,k,1) € Tarkr as

== e Vs kqm lsm
(V?qﬁ”)‘jkl =— z; Z Z Apgs(9™) 45 SID <%> sin (%) sin <T> ,

- )
Onn = pas OnnPpgs (X)), , 8.65
(Onn )|sz pz::l e ()% + ()2 + (u2)? ( pas ))|(zj,yk’zl) ( )

_|_

(%)%, @;)pqs ((p,q,s) € Tukr) the discrete sine

with Apgs = ()% + (1§)?
s ector ¢" for (p,q,s) € Tk as

transform coefficient

-1
() — 8 noo- jpﬂ— . kq7r . lsm
(") e = 37T > opasin (47 o (52 )sn (). oo

o
=
o+
=
]
<

167113 = hahyh- Z [

Similar as those in section 3.3 (cf. [25]), the linear system (8.61)-(8.64) can be
iteratively solved in phase space very efficiently via discrete sine transform and we
omit the details here for brevity.

8.7. Time splitting scheme for dynamics. Similarly, based on the new Gross-
Pitaevskii-Poisson type system (8.7)-(8.8), we will present an efficient and accurate
time-splitting sine pseudospectral (TSSP) method for computing the dynamics of
a dipolar BEC.

Again, in practice, the whole space problem is truncated into a bounded com-
putational domain U = [a,b] X [¢,d] X [e, f] with homogeneous Dirichlet boundary
condition. From time t = ¢,, to time t = t,,41, the Gross-Pitaevskii-Poisson type
system (8.7)-(8.8) is solved in two steps. One solves first

1
iatw(xv t) = _§V2¢(X7 t)a X € Ua 7/J(Xa t)|x66U = 07 tn S t S thrla (867)

for the time step of length 7, followed by solving

iatw(xv t) = [V(X) + (ﬂ - /\)|1/)(X7 t)|2 - 3Aann90(xv t)] 1/}()(5 t)v (868)
V2p(x,t) = —|[v(x, )%, x e, tp <t <tpin; (8.69)
©(%,t)|xeqr = 0, V(X t)|xeor =0, tn <t <tpi1; (8.70)
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for the same time step. Eq. (8.67) will be discretized in space by sine pseudospectral
method and integrated in time exactly. Fort € [t,, t,+1], the equations (8.68)-(8.70)
leave |¢| and ¢ invariant in ¢ and therefore they collapses to
D, 1) = [V(x) +
V2Q0(X7 t"l) = _|1/’(X7 tn)|27

(B - )\)|77/1(X7tn)|2 - 3)‘8111190()(7 tn)} 7/}(X7t)7 tn S t S tn+17 (871)

xeU. (8.72)

Again, equation (8.72) will be discretized in space by sine pseudospectral method
[47, 167, 168, 23] and the linear ODE (8.71) can be integrated in time exactly.

Let 7, and ¢%,, be the approximations of ¥(x;, yk, 21, t) and @(z;, yx, 21, tn),
respectively, which are the solutions of (8.7)-(8.8); and choose 1/J?kl = o(z;, Yk, 21)
for (j,k,l) € Tgr- For n = 0,1,..., a second-order TSSP method for solving
(8.7)-(8.8) via the standard Strang splitting is [23]

B R DR i k l
T @ (57 (%) = (7).

M—-1K-— -

W= >

1L
p=1 ¢g=1 s=1

—i7|V(z z1)+(B—A 1,/1( 2_3x (o2 an @ .
$@) = TV @ GG O Dy Gk e T, (873)
M-1K—1L-1 (N2 (WYY (pZ)2
P = iy )T ) A )T . (gpm\ . (kqm\ . [lsm)
(N pE P SE_l e e (@), sin (W) sin (7) sin (T) ;

e~

where %pqs and (¥@), . ((p.¢,s) € Tuxr) are the discrete sine transform
coefficients of the vectors ¢™ and ¥(?), respectively (defined similarly as those in
(8.66)); and (9320 D) |, ne
for (j, k1) € Tixr-

The above method is explicit and unconditionally stable. The memory cost is
O(MKL) and the computational cost per time step is O (M KLIn(MKL)).

can be computed as in (8.65) with Pik = kal :

8.8. Numerical results. In this section, we first compare our new methods and
the standard method used in the literatures [191, 189] to evaluate numerically the
dipolar energy and then report ground states and dynamics of dipolar BECs by
using our new numerical methods.

Case I Case 11 Case 111
DST DFT DST DFT DST DFT
h=1 2.756E-2 2.756E-2 | 3.555E-18 1.279E-4 | 0.1018 0.1020
h=0.5 | 1.629E-3 1.614E-3 | 9.154E-18 1.278E-4 | 9.788E-5 2.269E-4
h =0.25| 1.243E-7 1.588E-5 | 7.454E-17 1.278E-4 | 6.406E-7 1.284E-4

TABLE 8.1. Comparison for evaluating dipolar energy under dif-
ferent mesh sizes h.

Example 8.1. Comparison of different methods. Let

=o(x)=m

— _1
LN

(Y2 (22 +4°)+7227)
)

x € R3, (8.74)
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Then the dipolar energy Eaqip(¢) in (8.25) can be evaluated analytically as [181]

142x2 3X2arctan(\/xzfl)

1,X2 - 2 S ) X > 17

M/ (1-x2)v/x2-1

ALEVAED S x=1, (875
4/ 27

142y 2 1.5x2 1 144/1—x2
— n <1
=X (1-x2)y/1-x2 1-y/1-x2 )’ =5

with x = ,/ ::—z This provides a perfect example to test the efficiency of different nu-

FEaip(¢) = —

merical methods to deal with the dipolar potential. Based on our new formulation,
the dipolar energy can be evaluated via discrete sine transform (DST) as

M-1K-1L-1

Ahghyh h h
Eaip(6) ~ >0 D 6@ e ) [~ 10y ) = 3 Gant ]

j=1 k=1 i=1

where (9,¢")| 4, is computed as in (8.65) with pl; = |p(z 5, yr, 20)|? for (4, k,1) €

T k- In the literatures [191, 189], this dipolar energy is usually calculated via
discrete Fourier transform (DFT) as

)\h hopy, MolE-1L- o

Baip(#) 2022 5 S S o, 21 [Fh ((Uain) (i, 208, 2083) - Foae (01))]
j=0 k=0 1=0

where F and F~! are the discrete Fourier and inverse Fourier transforms over the

grid points {(z;,yk, 1), (J,k,1) € T\yxr}, respectively [189]. We take A = 8m/3,

the bounded computational domain U = [~16,16]3, M = K = L and thus h = h, =

hy = h, = 32. Tab. 8.1 lists the errors e := ‘Edip(@ ER,| with Ef;

computed
numerically via either DST (8.76) or DFT with mesh size h for three cases:

e Casel. v, =0.25 and v, = 1, x = 2.0 and Eg;p(¢p) = 0.0386708614;
o Casell. v, =7, =1, x = 1.0 and Ey4;p(¢p) = 0;
o CaseIlIl. v, =2 and v, =1, x = V0.5 and Eqip(¢) = —0.1386449741.

Example 8.2. Ground states of dipolar BEC. Here we report the ground states of
a dipolar BEC (e.g., ®?Cr [150]) with different parameters and trapping potentials
by using the numerical method (8.61)-(8.64). In our computation and results, we
always use the dimensionless quantities. We take M = K = L = 128, time step
7 = 0.01, dipolar direction n = (0,0,1)7 and the bounded computational domain
U = [-8,8]? for all cases except U = [-16,16]? for the cases 3 =1, 5, 10 and
U = [—20,20]3 for the cases m = 50, 100 in Tab. 8.2. The ground state ¢4 is
reached numerically when ||¢" T — ¢" || = ocscn, BB oacr gt — ¢l <
€ := 107° in (8.61)-(8.64). Tab. 8.2 shows the energy EY := E3p(¢,), chemical
potential p9 := u(¢y), kinetic energy EY; := Eyin(¢,), potential energy EJ  :=
Epot(¢g), interaction energy Eif = Ein(¢g), dipolar energy Ef = Eaip(dy),
condensate widths 0¥ := 0,(¢y) and 09 := 0,(¢y) in (2.54) and central density
pg(0) := [¢y(0,0,0)[* with harmonic potential V (z,y,z) = 3 (2% + y* + 0.252?) for
different § = 0.20716/N and A = 0.033146/N with N the total number of particles
in the condensate; and Tab. 8.3 lists similar results with 8 = 207.16 for different
values of —0.5 < % < 1. In addition, Fig. 8.1 depicts the ground state ¢4(x), e.g.
surface plots of |¢,(x, 0, 2)|? and isosurface plots of |¢,(x)| = 0.01, of a dipolar BEC
with 8 = 401.432 and A = 0.168 for harmonic potential V(x) = % (x2 +92 4+ 22),
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double- well potentlal V(x) = % (x +y? 4z )+4e’z2/2 and optical lattice potential
V(x) =% (22 + ¢ + 2%) + 100 [sin® (32) + sin® (Zy) + sin® (Z2)].

w—J(\)[oo E!] lug Elg(]in Egot Eﬂlt Eglp Ug Ug pg(O)
0.1 1.567 1.813 0477 0.844 0.262 -0.015 0.796 1.299 0.06139
0.5 2.225 2.837 0.349 1.264 0.659 -0.047 0.940 1.745 0.02675

1 2.728 3.583 0.296 1.577 0.925 -0.070 1.035 2.009 0.01779
5 4.745 6.488 0.195 2.806 1.894 -0.151 1.354 2.790 0.00673
10 6.147 8.479 0.161 3.654 2.536 -0.204 1.538 3.212 0.00442
50  11.47 1598 0.101 6.853 4.909 -0.398 2.095 4.441 0.00168

100 15.07 21.04 0.082 9.017 6.498 -0.526 2.400 5.103 0.00111

TABLE 8.2. Different quantities of the ground states of a dipolar
BEC for = 0.20716 N and A = 0.033146 N with different number
of particles N.

% E9 u(] Eﬁin Egot Eg]t Eglp Ug Ug Pg (0)
-0.5 2957 3.927 0.265 1.721 0.839 0.131 1.153 1.770 0.01575
-0.25 2.883 3.817 0.274 1.675 0.853 0.081 1.111 1.879 0.01605
0 2.794 3.684 0.286 1.618 0.890 0.000 1.066 1.962 0.01693
0.25 2.689 3.525 0.303 1.550 0.950 -0.114 1.017 2.030 0.01842
0.5 2,563 3.332 0.327 1.468 1.047 -0.278 0.960 2.089 0.02087
0.75 2.406 3.084 0.364 1.363 1.212 -0.534 0.889 2.141 0.02536

1.0 2193 2726 0443 1.217 1.575 -1.041 0.786 2.189 0.03630

TABLE 8.3. Different quantities of the ground states of a dipolar
BEC with different values of g with 3 = 207.16.

Example 8.3. Dynamics of a dipolar BEC. Here we compute the dynamics of a
dipolar BEC (e.g., ®>Cr [150]) by using our numerical method (8.73). Again, in the
computation and results, we always use the dimensionless quantities. We take the
bounded computational domain U = [-8,8]? x [-4,4], M = K = L = 128, i.e.
h =hy = h, =1/8 h, = 1/16, time step 7 = 0.001. The initial data ¥ (x,0) =
1o(x) is chosen as the ground state of a dipolar BEC computed numerically by our
numerical method with n = (0,0,1)7, V(x) = (2® + y* + 25z%), 8 = 103.58 and
A= 0.86 = 82.864.

We study the dynamics of suddenly changing the dipolar direction from n =
(0,0,1)7 to n = (1,0,0)T at t = 0 and keeping all other quantities unchanged.
Fig. 8.2 depicts the time evolution of the energy Esp(t) := Esp(¥(-,t)), chemical
potential pu(t) = pu(¥(-,t)), kinetic energy Exin(t) := Exin(¢(-,t)), potential energy
Epot(t) := Epot(¥(-,t)), interaction energy Eing(t) := Eint(9(-, %)), dipolar energy
Faip(t) := Eaip(¥(+, 1)), condensate widths o,(t) := 05 (¥(-, 1)), 0.(t) := 0. (¥ (-, 1)),
and central density p(t) := [¢(0,t)|?, as well as the isosurface of the density function
p(x,t) = J1h(x,t)|> = 0.01 for different times.
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FIGURE 8.1. Surface plots of |¢,(z,0,2)|? (left column) and iso-
surface plots of |¢q(z,y,z)] = 0.01 (right column) for the ground
state of a dipolar BEC with 8 = 401.432 and A = 0.160 for har-
monic potential (top row), double-well potential (middle row) and
optical lattice potential (bottom row).

From the above numerical results, we can see that the numerical methods based
on the GPPS (8.7)-(8.8) are much more efficient and accurate than those used in
the literatures based on (8.1).

8.9. Extensions in lower dimensions. Here, we consider the numerical methods
for computing ground states and dynamics for dipolar BECs in 2D and 1D. The
difficulties arise from the nonlocal terms, i.e., the dipolar terms in quasi-2D equation
I (8.15), quasi-2D equation IT (8.19) and quasi-1D equation (8.21). It is obvious
that those methods introduced in sections 3 and 4 can be extended here, provided
that the nonlocal terms can be computed properly.
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FIGURE 8.2. Time evolution of different quantities and isosurface
plots of the density function p(x,t) := |[¢(x,t)|?> = 0.01 at different
times for a dipolar BEC when the dipolar direction is suddenly
changed from n = (0,0,1)7 to (1,0,0)” at time ¢ = 0.

We propose to compute the convolution terms in (8.15), (8.19) and (8.21) by
Fourier transform. Unlike the 3D case, there are no singularities for convolution
kernels at origin, thus discrete Fourier transform is accurate in these cases.

Lemma 8.1. (Kernels U2P in (8.16) and UXP (8.22) ) For any real function f(x)
in the Schwartz space S(R?), we have

— R — ¢ —e%5%/2
VIR fe) = fo e = 1O [T pes®). (876)

T Jr €2+ s
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For any g(z) in the Schwartz space S(R), we have

e e - YA [T
1D — 1D = . .
VT g(e) = (U = S [ s ceR (8D

Here f and g denote the Fourier transforms of f and g, respectively.

The Fourier transforms of U?P and UlP can be written in terms of the second
kind Bessel functions [65].

9. Mathematical theory and numerical methods for two component BEC.
In view of potential applications, such as the generation of bright beams of coherent
matter waves (atom laser), a central goal in the study of BEC has been the formation
of condensate with the number of atoms being as large as possible. It is thus of
particular interest to study a scenario where this goal is achieved by uniting two (or
more) independently grown condensates to form one large single condensate. The
first experiment involving the uniting of multiple-component BEC was performed
with atoms evaporatively cooled in the |F' = 2,my = 2) and |1,—1) spin states
of 8"Rb [144]. Tt demonstrated the possibility of producing long-lived multiple
condensate systems, and that the condensate wave function is dramatically affected
by the presence of inter-component interactions.

9.1. Coupled Gross-Pitaevskii equations. At temperatures 7" much smaller
than the critical temperature T, [153], a two-component BEC with an internal
atomic Josephson junction (or an external driving field) can be well described by
the coupled Gross-Pitaevskii equations (CGPEs) [135, 132, 188, 198, 19],

h2
ihOy)1 = {—%V2 + V(x) + 16 + gu1[¢n | + 912|1/12|2] 1 + M,
(9.1)

) h?
1hOype = {—%V2 + V(%) + ga1|vn)® + 922|¢2|2] o + A1, x € R®.

Here ¥ = U(x,t) = (Y1(x,1),¥2(x,t))T is the complex-valued macroscopic wave
function, V' (x) is the real-valued external trapping potential, A is the effective Rabi
frequency describing the strength to realize the internal atomic Josephson junction
(JJ) by a Raman transition, d is the Raman transition constant. The interactions
of particles are described by g;1 = %%ﬂ with a;; = ai; (j,! = 1,2) being the s-
wave scattering lengths between the jth and Ith component (positive for repulsive
interaction and negative for attractive interaction). It is necessary to ensure that

the wave function is properly normalized. Especially, we require
[, 16 + a0 e = N = N9+ . 9.2
where
N TCURES

is the particle number of the jth (j = 1,2) component at time ¢ = 0 and N the
total number of particle in the two-component BEC.

By properly nondimensionalization and dimension reduction, we can obtain the
following dimensionless CGPEs in d-dimensions (d = 1,2, 3) for a two-component
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BEC [198, 19]

10 = {—%V2 +V(x)+ 6+ (Bulr] + [312|¢2|2)} Y1 + Mo, x € RY,
(9.3)
10ptpy = {—%Vz + V(%) + (Brz|v1|* + [322|¢2|2)} o + M1, x € R

Here U := U(x,t) = (¢1(x,1),¥2(x,t))T is the dimensionless complex-valued macro-
scopic wave function, V(x) is the dimensionless real-valued external trapping po-
tential, 811, 812 = (21, P22 are dimensionless interaction constants, § and A\ are
dimensionless constants. In addition, the wave function is normalized as

W1 = [ Tl 0 + a0 dx =1 (9.4
The dimensionless CGPEs (9.3) conserves the total mass or normalization, i.e.
N(t) = [[U(,1)]* = Nu(t) + No(t) = |, 0)[* =1, >0, (9-5)
with
Nj(t) = Il (x, )13 = Il (x, )13 = /Rd Wi (x. ) dx, t>0, j=12, (9.6)

and the energy
BW) = [ |5 0T0P +196P) 4 VRl + 102 + 1 + ulial

g Balial!+ Pralta ol + 27 Re(1) . (0.7

In addition, if there is no internal Josephson junction in (9.3), i.e. A = 0, the mass
of each component is also conserved, i.e.

MO = [ [noPdxi=a, N = [ axoPic=1-a  (©5)
R R
with 0 < a <1 a given constant.

9.2. Ground states for the case without Josephson junction. If there is no
external driving field in (9.3), i.e. A =0, for any given « € [0, 1], the ground state
Po(x) = (¢§(x), p3(x))” of the two-component BEC is defined as the minimizer of
the following nonconvex minimization problem:

Find (@g‘ € S’a), such that

Eg = Ey (®]) = min Ey (@), (9.9)

where S, is a nonconvex set defined as

Sai= {0 = (61,6)7 | 613 =, I6al3 = 1—a, Eo(®) <o},  (9.10)
and the energy functional Fy(®) is defined as

Bo®) = [ [ 0VaP +1V0R) 4 VEaE + 1) + 8 + puleal

+50l0alt + Bualér P16 | dx. (9.11)
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Again, it is easy to see that the ground state ®f satisfies the following Euler-
Lagrange equations,

1 @1 = {—%Vz +V(x) + 0+ (Bui|gn > + 512|¢2|2)] o1, x € RY,
(9.12)

1
P2 2 = [—§V2 + V(x) + (Brzln|* + 522|¢2|2)] ¢2,  x€RY,
under the two constraints
a3 = [ oGP dx=a,  leali= [ lnGoPdx=1-a. (013

with pq and po being the Lagrange multipliers or chemical potentials corresponding
to the two constraints (9.13). Again, the above time-independent CGPEs (9.12) can
also be obtained from the CGPEs (9.3) with A = 0 by substituting the ansatz

1/}1 (Xa t) = e_iﬂltgbl (X>a U)Q(Xv t) = e_iHth)Q(X)' (914)

Considering the case a € (0, 1) in minimization problem (9.9), denote

Bii=abu, Bui=(1—a)ba, PBp:i=vVal-a)bz, o:=al-a),

and
Bir Pz ) / ( B Pra )
B= . B = .
( B P22 Bor Ba
Then the following conclusions can be drawn [19].

Theorem 9.1. (Existence and uniqueness of (9.9)) Suppose V(x) > 0 satisfying
lim || o0 V(x) = 0o and at least one of the following condition holds,

(i) d=1;

(1) d =2 and B1; > —Cs, By, > —Cy, and B, > _\/(Cb + B11)(Co + B32);
(i) d =3 and B is either positive semi-definite or nonnegative,

then there exists a ground state ®, = (¢7,¢9)T of (9.9). In addition, B, :=
(e91|¢9], e¥%2|p3|) is also a ground state of (9.9) with two constants 61 and 0. Fur-
thermore, if the matriz B’ is positive semi-definite, the ground state (|¢7|,|¢3])T of
(9.9) is unique. In contrast, if one of the following conditions holds,
(i) d=2and B, < —Cy or By < —Ch or Bi5 < —2%/? (a1 + (1 —a)Bhe + Cp);
(11) d =3 and f11 <0 or B2z <0 or B12 < —ﬁ(a2511 + (1 — a)?Ba2).
there exists no ground states of (9.9).

9.3. Ground states for the case with Josephson junction. The ground state
D,4(x) = (¢7(x),93(x))T of the two-component BEC with an internal Josephson
junction (9.3) is defined as the minimizer of the following nonconvex minimization
problem:

Find (®, € S), such that

E,:=E(?,) = gléglE (D), (9.15)

where S is a nonconvex set defined as

si= {0 = @nan] [ (01007 +10a007) dx =1 B@) <o f. (919



116 WEIZHU BAO AND YONGYONG CAI

It is easy to see that the ground state ®, satisfies the following Euler-Lagrange
equations,

o = {—%v‘z + V) + 0+ (Bl ? +[312|¢2|2)] 61+ s, x €RY

(9.17)
pp2 = [—%VQ + V(%) + (Bra|on [* + 522|¢2|2)} $2+Ap1,  xERY
under the constraint
@[3 = [|®]|5 = /Rd [l¢1(x)]* + |p2(x)|*] dx =1, (9.18)

with the eigenvalue p being the Lagrange multiplier or chemical potential corre-
sponding to the constraint (9.18), which can be computed as

i w@® = [ (90 + 96) + VOl + lonf) + Slon + fulal

+B2a|p2|* + 2B12|¢1 [ [d2]* + 2X - Re(p16,) | dx. (9.19)

In fact, the above time-independent CGPEs (9.17) can also be obtained from the
CGPEs (9.3) by substituting the ansatz
(3} (X7 t) = eii#td)l (X>a () (X7 t) = eii#td)Q (X) (920)

The eigenfunctions of the nonlinear eigenvalue problem (9.17) under the normaliza-
tion (9.18) are usually called as stationary states of the two-component BEC (9.3).
Among them, the eigenfunction with minimum energy is the ground state and those
whose energy are larger than that of the ground state are usually called as excited
states.

It is easy to see that the ground state ®, defined in (9.15) is equivalent to the
following;:
Find (®, € S), such that

E(®,) = gleule(fl)) = Otren[g’ll] E(a), E(a) = Jin E(D). (9.21)

Denote
D={0=(¢1,02)" |V|¢;]* € L'(R?), ¢; € H'(RY) N L (R?), j =1,2}, (9.22)

then the ground state ®, of (9.15) is also given by the following:
Find (®,4 € D1), such that

By = E(®,) = min (®), (9.23)

where
Dy =D {0 = (007 |18 = [ (6100 + a0 dx =1} (020

In addition, we introduce the auxiliary energy functional
~ 1
E®) = [ {51V0P+1V0P) + V60 (4P +10al) +alen] 025
R

+ (3oulont' + gBumlonl* + Bulonlonl? ) =21l 16! | x
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and the auxiliary nonconvex minimization problem:

Find (®, € D;), such that

E(D,) = fin E (D). (9.26)
For ® = (61, $2)T, we write E(¢y, o) = E(®) and E(¢y, ¢2) = E(®). Then we

have the following lemmas [19]:

Lemma 9.1. For the minimizers ®,(x) = (¢7(x), ¢3(x))T of the nonconvexr mini-
mization problems (9.23) and (9.26), we have

(i). If ®, is a minimizer of (9.23), then ¢J(x) = €¥1|¢{(x)| and ¢§(x) =
e'%2|¢9 (x)| with 01 and 02 two constants satisfying 01 = 0 if A < 0; and 0; = O £
if A > 0. In addition, ®, = (e, ei94q§g)T with O3 and 04 two constants satisfying
03 =04 if A\ <0; and 05 = 0, = if A > 0 is also a minimizer of (9.23).

(ii). If ®, is a minimizer of (9.26), then ¢i(x) = e1|¢?(x)| and ¢§(x) =
€2|¢9(x)| with 0, and Oy two constants. In addition, ®, = (ei93¢‘{,ei94¢‘g)T with
05 and 04 two constants is also a minimizer of (9.26).

(1ii). If @4 is a minimizer of (9.23), then ®4 is also a minimizer of (9.20).

(iv). If ®, is a minimizer of (9.26), then ®, = (|¢?], —sign()\)|¢‘27|)T is a mini-
mizer of (9.23).

For the auxiliary minimization problem (9.26), we have the following results
generalizing the single component BEC case in section 2.

Theorem 9.2. (Ezxistence and uniqueness of (9.26) [19]) Suppose V(x) > 0 sat-
S

isfying | llim V(x) = oo, then there exists a minimizer ®> = (¢5°,¢3°)T € Dy of
X|—00
(9.26) if one of the following conditions holds,
(i) d=1;

(i) d =2 and B11 > —Ch, Baz > —Cs, P12 > —Cp — /Cp + P11V Cy + Paz;

(i) d =3 and B is either positive semi-definite or nonnegative,
where Cy is given in (2.12). In addition, if the matriz B is positive semi-definite
and at least one of the parameters §, X\, y1 and 2 are nonzero, then the minimizer
(1671, 1637 is unique.

Combining Theorem 9.2 and Lemma 9.1, we draw the conclusions [19]:

Theorem 9.3. (Ezxistence and uniqueness of (9.15)) Suppose V (x) > 0 satisfying

| 1|im V(x) = o0 and at least one of the following condition holds,
X|[—00

(i) d=1;

(i) d =2 and B11 > —Ch, Baz > —Cs, and 12 > —Cp — /Cp + B11V/Cp + P22;
(i) d =3 and B is either positive semi-definite or nonnegative,
there exists a ground state ®, = (¢, ¢3)T of (9.15). In addition, E)g = (e"1]¢9],
e'%2|¢3|) is also a ground state of (9.15) with 61 and 02 two constants satisfying
01, — 0 = £ when A > 0 and 01 — 03 = 0 when \ < 0, respectively. Furthermore,
if the matriz B is positive semi-definite and at least one of the parameters §, A,
y1 and o are monzero, then the ground state (|¢]|, —sign(\)|¢9])T is unique. In
contrast, if one of the following conditions holds,

(Z) d=2 and P11 < —Cy or Bog < —CY% or P12 < —Cp — \/Cb —I—ﬂu\/Cb + Bos ;

(ii) d =3 and f11 <0 or Baz < 0 or B2 < 0 with B3y > B11f22;
there exists no ground state of (9.15).
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When either |4 or |A| goes to infinity, the two component ground state problem
(9.15) will collapse to a single component ground state problem in section 2 [19].

For fixed 11 > 0 and P22 > 0, when 12 — oo, the phase of two components of
the ground state ®, = (¢7, ¢3)” will be segregated [63, 66, 92], i.e. ®, will converge
to a state such that ¢f - ¢ = 0.

Remark 9.1. If the potential V(x) in the two equations in (9.3) is chosen to be
different in different equations, i.e. V;(x) in the jth (j = 1,2) equation, and they
satisfy Vj(x) > 0, lim Vj(x) = oo (j = 1,2), then the conclusions in the above

|x|—00
Lemmas and Theorems 9.2-9.3 are still valid under the similar conditions.

9.4. Dynamical properties. Well-posedness of Cauchy problem of the CGPEs
(9.3) in energy space is quite similar to that of single GPE (cf. section 2), and we
omit the results here. If there is no internal Josephson junction, i.e. A = 0, the
density of each component is conserved. With an internal Josephson junction, we
have the following lemmas for the dynamics of the density of each component [198]:

Lemma 9.2. Suppose (11(x,t),12(x,t)) is the solution of the CGPEs (9.3) with
potential V(x) + & for the first component 11 replaced by Vi1 (x) and potential V (x)
for the second component 1 replaced by Va(x); then we have, for j =1,2

N;(t) = =202 [2N;(t) — 1] + Ej(t), t>0, (9.27)

with initial conditions

2, N
Ni0) = N = [ 860 ax = . (9.28)
N;(0) = ]\]](1) =2\ /Rd Im [1/}?()() (m)} dx; (9.29)

where k1 =2, ko =1 and fort > 0,
B0 = [ @, +07) [ Vi, 00 - V00
(B35 — B s+ By — B, ﬂ dx, 30,

From this lemma, we have [198]

Lemma 9.3. If § = 0 and S11 = B2 = P21 = P2 in (9.3), for any initial data
U(x,t=0)= ¥(x),99(x))T, we have, fort >0,

N

1 ; 1
N;(t) = || (-, 0)]12 = (N;O)—i)cos(%\t)+ 5y SnEM) + 5, J=1,2.(9.30)

Thus in this case, the density of each component is a periodic function with period
T =7 /|\| depending only on .

9.5. Numerical methods for computing ground states. To find the ground
state, we first present a continuous normalized gradient flow (CNGF) method dis-
cussed in section 3.1 and then propose a GFDN method based on discretization of
CNGF.
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9.5.1. Continuous normalized gradient flow and its discretization. In order to com-
pute the ground state of two-component BEC with an internal Josephson junction
(9.15), we construct the following CNGF [19]:

ad)lgg? 2R BVQ —V(x) =6 = (Bulo|* + 512|¢2|2)] 1 — A2 + pa (t) b1,
(9.31)
6¢2(X, t)

B02bet) | 59% = V) = (Gulonl + bualoal)| 62 = 261 + (01,

where ®(x,t) = (¢1(x,t), d2(x,t))T and ue(t) is chosen such that the above CNGF
is mass or normalization conservative and it is given as

nol) = e [ | (T + 196) + VO + lonf) + ol

+B11|p1|* + Baa|d2|* + 2B12|01 2 d2]® + 2\ Re(p19,) | dx

ENICIG0) t>0. (9.32)

()13 B
For the above CNGF, we have [19]

Theorem 9.4. For any given initial data
D(x,0) = (¢)(x), p3(x)T == 2V (x), xeRY (9.33)

satisfying | @3 = 1, the CNGF (9.31) is mass or normalization conservative and
energy diminishing, i.e.

e )3 =12V3 =1,  E(®(,1) < E(®(,s), 0<s<t.  (9.34)

For practical computation, here we also present a second-order in both space
and time full discretization for the above CNGF (9.31). For simplicity of notation,
we introduce the method for the case of one spatial dimension (1D) in a bounded
domain U = (a,b) with homogeneous Dirichlet boundary condition

d(a,t) = B(b,t) =0, t>0. (9.35)

Generalizations to higher dimensions are straightforward for tensor product grids.
Let ®7 = (¢} ;, ¢% ;)" be the numerical approximation of ®(z;,t,) and ®" be the

1,70
’ 7}+1/2 _ (¢n+1/2 n+1/2)T

solution vector with component ®7. In addition, denote ®; 1 %

with

n 1/ ., n .
o = 3 (qsljl + %) . j=0,1,2,....M, 1=1,2. (9.36)
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Then a second-order full discretization for the CNGF (9.31) is given, for j =
1,2,...,.M —1andn >0, as

¢n+l _ 'n,
T
n+1/2 nt1/2 | n+1/2
_P15+1 —2¢ +¢1,J [V(:Ej)—f—&— n+1/2} ¢n+1/2 )\¢n+1/2
2h2
() () 7 n n+1/2
— = [611 (6T 2 + 107 517) + Buz (1655112 + |05, 1%)] o157,
g;l _'¢2J
T
n+1/2 2¢n+1/2 n ¢n+1/2
2,j+1 2, n+1/2 n+1 2 n+1 2
2 e J _ [V(IJ) /L<I>h/ } ¢ / >\¢ /

= 5 (B (6137 +107,2) + s (657712 + 108,19)] 6317,

where
nt1/2 _ Dgﬁzlﬂ >0 (9.37
o = T n+1/2 nt1/25\ = 37)
nX (10151 + 1o )
J:
with
M-1 2 1
n+1/2 n+1/2 n+1 2 n+1 2 n+1/2
Dy = Z{Z (Wl@,ﬂ{ e R C L |2) + ol T
j=0 ‘=1
1 n n n+1/2 1 n n n-+1/2
+3 B (075 P+ 107, PGP + 5 B2 (055 P 4 105, )l ;2P
1 n n+1/2 n n+1/2,2
58 (185t 2 + 105, P)IOTS 212 + (6r 21+ 107 ;) los s 2]
n n+1/2
+2A Re (071'%35,; ") } (9.38)

The boundary condition (9.35) is discretized as
o=t =ohh =45t =0, n=0,1,2,.... (9.39)
The initial data (9.33) is discretized as
= ozy),  dhy = b)), j=0,1,..., M. (9.40)

In the above full discretization, at every time step, we need to solve a fully nonlinear
system which is very tedious in practical computation. Below we present a more
efficient discretization for the CNGF (9.31) for computing the ground states.

9.5.2. Gradient flow with discrete normalization. Another more efficient way to dis-
cretize the CNGF (9.31) is through the construction of the following GFDN [19]:

% = sz —V(x) =6 - (Bulo + ﬁ12|¢2|2)} b1 — Ao,
(9.41)
% = Bw —V(x) — (Br2l¢1]* + ﬂgzl%P)} G2 — Ap1, L E (tn,tny1),
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followed by a projection step as
O1(X, tnt1) = di(x, t:;rl) = Jln+1 di(x,t,,1), [=1,2, n>0, (9.42)

where ¢;(x, tirl) = lim oi(x,t) (I = 1,2) and o]"' (I = 1,2) are chosen such
t—=t

that

12, trs1)lI” = o1 (x, tarn) 3 + d2(x,tasa)IE =1, n>0. (9.43)

The above GFDN (9.41)-(9.42) can be viewed as applying the first-order splitting
method to the CNGF (9.31) and the projection step (9.42) is equivalent to solving
the following ordinary differential equations (ODEs)

0p1(x,t 0po(x,t
M - M@(t)¢17 M = KUe (t)¢27 tn S t S tn-‘rlu (944)
ot ot
which immediately suggests that the projection constants in (9.42) are chosen as
ottt =gt >0 (9.45)

1 1
ol = gntl o — , n>0. (9.46)
|| ('5 'n,+1)||2 \/”gbl(,t;+1)||%+||¢2(at'r:+1)”%

Then, BEFD in section 3.2 can be used to discretize the GFDN (9.41)-(9.42) and
we omit the detailed scheme here, as the generalization is straightforward.

9.6. Numerical methods for computing dynamics. To compute dynamics of
a two component BEC, finite difference time domain methods in section 4.2 can be
directly extended to solve the CGPEs (9.3). Here we focus on the time splitting
methods. Forn =0,1,..., from time t = ¢, = n7 to t = t,,41 = t, + 7, the CGPEs
(9.3) are solved in three splitting steps [198, 184, 186]. One first solves

OY; Lo ,
=_= < =12 9.47
? ot 2V (P J y 45 ( )
for the time step of length 7, followed by solving
0, : 2 ,
i = Vi + > Bulvlv;,  j=12, (9.48)

=1

for the same time step with Vi(x) = V(x) 4+ ¢ and Va(x) = V(x), and then by
solving

Oy Oty

L — _ = = 4

-y Aa, i N A1, (9.49)
for the same time step. For time t € [ty,tn+1], the ODE system (9.48) leaves
[th1(x,t)] and |¢2(x,t)| invariant in ¢, and thus it can be integrated exactly to

obtain [33, 31, 47, 48, 196], for j = 1,2 and t € [ty,, tyt1]

Yj(x,t) = (%, tn) exp

2
—i <V3(X) +) B |¢1(X,tn)|2> (t— tn)] . (9.50)

=1
For the ODE system (9.49), we can rewrite it as

oV . (01 N
g = AT, with A_(l O) and \If—(w2>. (9.51)
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FIGURE 9.1. Ground states ®, = (¢1,¢2)7 in Example 9.1 when
6 =0 and A\ = —1 for different j3.

Since A is a real and symmetric matrix, it can be diagonalized and integrated
exactly, and then we obtain [15, 198, for t € [ty t;41]

cos (A(t —tn)) isin(A(t —tp))
isin (At — 1)) cos(\(t— ) ) Tt
Then, time splitting spectral method introduced in sections 4 and 6 can be applied

to compute the dynamics of the CGPEs (9.3), by a suitable composition of the
above three steps (cf. section 4.1). The detailed scheme is omitted here for brevity.

U(x,t) = e (tft")\lf(x, tn) = (

9.7. Numerical results. In this section, we will report the ground states of (9.15),
computed by our numerical methods.

Example 9.1. Ground states of a two-component BEC with an external driving
field when B is positive definite, i.e. we take d = 1, V(z) = %xz and (11 : P12 :
Baz = (1:0.94:0.97)8 in (9.15) [15, 19]. In this case, since A < 0 and B is positive
definite when 3 > 0, thus we know that the positive ground state ®, = (¢1, p2)T
is unique. In our computations, we take the computational domain U = [—16, 16]

with mesh size h = % and time step 7 = 0.1. The initial data in (9.33) is chosen as

A = (@) = —=e % aeR (9.52)

Fig. 9.1 plots the ground states ®, when § = 0 and A = —1 for different 3. Fig. 9.2
shows mass of each component N(¢;) = ||¢;]|*> (j = 1,2), energy E := E(®,) and
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FIGURE 9.2. Mass of each component N(¢;) = |¢;]* (4 = 1,2),
energy E := E(®,) and chemical potential pu := p(®,) of the
ground states in Example 9.1 when g = 100 and § = 0,1 for differ-
ent \.

chemical potential p := u(®,) of the ground states when 8 = 100 and 6 = 0,1 for
different A, and Fig. 9.3 depicts similar results when g = 100 and A = 0, -5 for
different 4.

10. Perspectives and challenges. So far, we have introduced mathematical re-
sults and numerical methods for ground states and dynamics of a single/two compo-
nent rotating/nonrotating BEC with/without dipole-dipole interactions described
by mean field GPE. Despite these BEC systems, much progress has been made to-
wards realizing other kinds of gaseous BEC, such as spinor condensates, condensates
at finite temperature, Bose-Fermi mixtures, etc. These achievements have brought
great challenges to atomic physics community and scientific computing community
for modeling, simulating and understanding various interesting phenomenons.

10.1. Spin-1 BEC. In earlier BEC experiments, the atoms were confined in mag-
netic trap [12, 86, 59], in which the spin degrees of freedom is frozen. In recent
years, experimental achievement of spin-1 and spin-2 condensates [50, 124] offers
new regimes to study various quantum phenomena that are generally absent in a sin-
gle component condensate. The spinor condensate is achieved experimentally when
an optical trap, instead of a magnetic trap, is used to provide equal confinement for
all hyperfine states.
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= E(®,) and chemical potential u := u(®, )
states in Example 9.1 when S = 100 and \ =

different 6.

The theoretical studies of spinor condensate have been carried out in several pa-
pers since the achievement of it in experiments [115, 129]. In contrast to single com-
ponent condensate, a spin-F (F € N) condensate is described by a generalized cou-
pled GPEs which consists of 2F 41 equations, each governing one of the 2F'+1 hyper-

fine states (mp = —F, —F+1, ...,

F—1, F) within the mean-field approximation. For

a spin-1 condensate, at temperature much lower than the critical temperature T¢,

the three-components wave function ¥ := ¥(x,t) =

(1/)1 (Xv t)a 1/}0 (Xv t)a 1/}71 (Xv t))T

are well described by the following coupled GPEs [124, 36],

ih 8t¢1 (X, t) =

ih 3#/’0 (X7 t) =

ih 8151/),1 (X, t) =

+021/}0 wla

x = (z,y,2)"

€ R3.

-_%VQ + V(%) + (co + c2) (|t1]* + |tol?) + (co — 02)|¢_1|2] 1
rad U, (10.1)
_‘;_QVQ +V(x) + (co +e2) ([n” + 1o l) + Co|1/10|2} Yo

+ 20201 T v, (10.2)
_—;—QVQ + V(%) + (co+ ) (J9-1* + [0]*) + (co — 02)|¢1|2] 1

(10.3)
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Here V(x) is an external trapping potential. There are two atomic collision terms,

co= 4§—h (ap+2az) and co = 4§h (a2 —ap), expressed in terms of the s-wave scatter-

ing lengths, ag and as, for scattering channel of total hyperfine spin 0 (anti-parallel
spin collision) and spin 2 (parallel spin collision), respectively. The usual mean-field
interaction, ¢y, is positive for repulsive interaction and negative for attractive inter-
action. The spin-exchange interaction, ¢y, is positive for antiferromagnetic interac-
tion and negative for ferromagnetic interaction. The wave function is normalized
according to

1
2k —/ |\Ifxt|2dxf/ ZWHXHQCZX SO lE =N, (104)

I=—1
where N is the total number of part1cles in the condensate. This normalization is
conserved by coupled GPEs (10.1)-(10.3), and so are the magnetization

M(\I](vt)) = ‘/R’i “wl (X, t)|2 - |¢—1(X= t)|2] dx = M(\I](v 0)) =M (10'5)

and the energy per particle
h2
3 ( Vil + V(x >|W) T (o — ex)ln Pl

B(Y(,t) = /Rs{l__l

Co 4,
3 ol +

CQ+CQ

[ln [+ gl + 200 (o + 1 )]
+or (wwé% +voaTin) fax= BEC,0) 12 0.000)

Then ground states of spin-1 BEC can be defined as the minimizer of energy E
under the normalization and magnetization constraints [36, 45, 26]. In particular,
when the external traps for all the components are the same, ground states for
ferromagnetic and antiferromagnetic spin-1 BECs can be simplified [26]. Generally
speaking, for spin-F' BEC, the complicated nonlinear terms in (10.1)-(10.3) lead to
new difficulties for mathematical analysis and numerical simulation [185]. Much
work needs to be done in future, especially when rotational frame and dipole-dipole
interactions are taken into account in spin-F BECs [124].

10.2. Bogoliubov excitation. The theory of interacting Bose gases, developed
by Bogoliubov in 1947, is very useful and important to understand BEC in dilute
atomic gases. One of the key issue is the Bogoliubov excitation.

To describe the condensate, we have the lowest order approximation, i.e., the
Gross-Pitaevskii energy by assuming that all particles are in the ground state. How-
ever, due to the interactions between the atoms, there is a small portion occupying
the excited states. Thus, if a higher order approximation of the ground state en-
ergy is considered, excitations have to be included. Using a perturbation technique,
Bogoliubov has investigated this problem and shown that the excited states of a
system of interacting Bose particles can be described by a system of noninteracting
quasi-particles satisfying the Bogoliubov dispersion relation.

To determine the Bogoliubov excitation spectrum, we consider small perturba-
tions around the ground state of Eq. (1.19). For simplicity we assume a vanishing
harmonic potential V' (x) = 0 and homogeneous density v. A stationary state of the
GPE (1.19) is given by ¥(x,t) = 9(t) = e~ #*\/v with the chemical potential

w=pu. (10.7)
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Now we add a local perturbation £(x,t) to the stationary state (t), that is,
P(x,t) = e ™M[/v + £(x,t)]. We expand the perturbation in a plane wave ba-
sis as €(x,1) = [ps (uqe!@*~wat) 4 gge~iax—wat))dq and insert ¥(x,t) into Eq.
(1.19). Here, wq are the excitation frequencies of quasimomentum g and uq, vq are
the mode functions. Keeping terms linear in the excitations uq and vq we find the
Bogoliubov-de Gennes equations
Q2
Wqllq = 5Uq T vB(vg + uq),
2

q
~Waqlq = 5 Vq + vB(vgq + uq)-

Then we can find the eigenenergies of Eq. (10.8) by solving the eigenvalue problem.
The resulting Bogoliubov energy Ep(q) = wq is determined by

(10.8)

2 2

F(q) = % (% + 261/) . (10.9)
When an external potential is considered, the Bogoliubov energy would be more
complicated. In 1999, the Bogoliubov excitation spectrum was observed for the
first time in atomic BEC [173], using light scattering. Later in 2008, observation of
Bogoliubov excitations was announced in exciton-polariton condensates [182]. Such
elementary excitations are crucial in understanding various phenomenon in BEC.

10.3. BEC at finite temperature. The process of creating a BEC in a trap by
means of evaporative cooling starts in a regime covered by the quantum Boltzmann
equation (QBE) and finishes in a regime where the GPE is expected to be valid.
The GPE is capable to describe the main properties of the condensate at very low
temperatures, it treats the condensate as a classical field and neglects quantum
and thermal fluctuations. As a consequence, the theory breaks down at higher
temperatures where the non-condensed fraction of the gas cloud is significant. An
approach which allows the treatment of both condensate and noncondensate parts
simultaneously was developed in [193, 39].

The resulting equations of motion reduce to a generalized GPE for the condensate
wave function coupled with a semiclassical QBE for the thermal cloud:

hQ
Z.hatw(xv t) = __VQ + (nc(x, t) + 2n(x, t))g - iR(Xa t) U)v
2m
oF (10.10)
1%
— 4+ — - VxF —VU -V,F =Q(F (F),
42 oF = Q(F) + Qu(F)
where n.(x,t) = |[1(x,t)|? is the condensate density, F := F(x, p,t) describes the
distribution of thermal atoms in the phase space and it gives the particle num-
ber with momentum p at position x and time ¢ in the thermal cloud. n(x,t) =
Jrs F(x,p,t)/(2nh)?dp, V(x) is the confining potential and g = 4mwh*as/m. The
collision integral Q(F) is given by
Q) = [ spp B B e e )
(2m)5R7 Js g3 xrs " : " "

x[(14+ F)1+ F)F'F, - FF,(14+ F')(1 + F,)|dp. dp’ dp’,,

where € = U(x,t) + p?/2m, U(x,t) = V(x) + 2gn.(x,t) + 2gn(x,t) and () is the
Dirac distribution. @Q.(F) which describes collisions between condensate and non
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condensate particles is given by
2
Qc(F) Zéiﬁ /}RSXNW §(mve +p« —p' —pl)
x d(ec+ex — € =€, )[0(p—ps) —d(p—P') — d(p — p.)]
X [(1+ F)F'F, — F.(1+ F')(1+ F})] dp. dp’ dp’,,
where
ec(x,t) = %mvc(x, )2 4 pe(x, 1), (10.11)

and v, is the quantum hydrodynamic velocity, . is the effective potential acting
on the condensate [193, 108]. R(x,t) is then written as

R(x,t) = 2ZC /}R3 (Q?;(fgg dp. (10.12)

Note that for low temperatures T — 0 we have n, R — 0 and we recover the
conventional GPE. The system (10.10) is normalized as N.(0) = N? and N;(0) = N}
with

Nc(t):/RB [v(x,t)]? dx, Nt(t):/Rs In(x,t)|?dx, t>0, (10.13)

where N2 and N} are the number of particles in the condensate and thermal cloud
at time ¢ = 0, respectively. It is easy to see from the equations (10.10) that the
total number of particles defined as Niotal(t) = Ne(t) + Ne(t) = N2, = NO+ N7 is
conserved. For this set of equations, the GPE part can be solved efficiently, and the
main trouble comes from the Boltzmann equation part. Alternatively, projected
GPE model is also used for simulating BEC at finite temperature [85, 87].
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