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Summary

Streamer discharge is a non-thermal filamentary discharge which happens fre-

quently in nature and has a large amount of industrial applications. Among different

models to describe streamer discharge, the fluid model gives a good balance between

the characterization of macroscopic quantities of streamer and computational capac-

ity. It can be reduced to two dimensions in some particular cases and the reduced

model has been widely studied numerically. However, the numerical simulation of

the three-dimensional model is not commonly applied though the streamer discharge

intrinsically happens in three dimensions. One possible reason is the large compu-

tational cost required for three-dimensional simulations. To ease this difficulty, it is

worthwhile to propose accurate and efficient simulations for streamer discharge.

The aim of this thesis is to propose accurate and efficient numerical methods to

solve the fluid model of streamer discharge in three dimensions. Details of schemes

are illustrated, and the numerical results are reported to show the performance of

the proposed methods in comparison with some other numerical methods. This

thesis is mainly divided into three parts.

The first part proposes a new second-order semi-implicit scheme for temporal

discretization and introduces a geometric multigrid preconditioned FGMRES solver

for the resulting variable-coefficient elliptic equation after spatial discretization. The

xiii



xiv Summary

new semi-implicit scheme can be solved explicitly, and it relaxes the dielectric relax-

ation time restriction, which is a common constraint in explicit schemes. Moreover,

it requires solving the elliptic equation only once at each time step while the classical

second-order explicit schemes typically need to do twice. Numerical results demon-

strate its second-order convergence and ability to relax the dielectric relaxation time

restriction. On the other hand, the introduced multigrid preconditioned FGMRES

solver dramatically improves the efficiency of solving the elliptic equation with either

constant or variable coefficients. Numerical results show no more than 4 iterations

are required for the elliptic solver to converge to a relative residual of 10−8 during

streamer propagation, and its time usage outperforms other Krylov subspace meth-

ods. The parallel efficiency and some properties of streamer are reported through

numerical examples of streamer discharge. The first part focuses on the fluid model

without photoionization, and the photoionization is studied in the second part.

The second part concentrates on the accurate simulation of the photoionization

in streamer discharge based on the classical integral model derived by Zheleznyak

et al. Two existing PDE-based approximations are reviewed, and they are applied

to the calculation of photoionization rate with the help of the efficient multigrid

preconditioned FGMRES solver introduced in the first part. After reviewing, a new

method, which is the kernel-independent fast multipole method, is introduced to

calculate the photoionization rate based on the integral form instead of PDE. The

accuracy of this method is studied quantitatively for different domains and various

pressures in comparison with other two PDE-based approximations. The comparison

indicates the numerical error of the fast multipole method is much smaller than those

of other PDE-based methods, with the reference solution given by direct numerical

integration. Such accuracy can be achieved with affordable computational cost, and

its performance in both efficiency and accuracy is quite stable for different domains

and pressures. Meanwhile, the simulation using the fast multipole method exhibits

good scalability, which shows its capability of three-dimensional simulations using

distributed computing. The difference of the proposed method and other efficient
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approximations are also studied in a three-dimensional dynamic problem where two

streamers interact.

The third part of this thesis improves the efficiency of simulation by a local

adaptive mesh refinement method and provides an implementation of spatial dis-

cretization in a non-regular domain using the embedded boundary method. On

the one hand, the local adaptive mesh refinement skill exhibits good performance

to capture the multiscale structure in streamer discharge dynamically with proper-

selected refinement indicators. Therefore, the inclusion of adaptivity reduces the

degree of freedom dramatically compared with the one using uniform mesh. On

the other hand, numerical results indicate the second-order convergence of the em-

bedded boundary method with proposed semi-implicit temporal discretization. The

propagation of streamer is studied numerically in a pin-plane domain, and the effects

of different anodes as well as the interaction of streamers are reported.
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Chapter 1
Introduction

This chapter serves as an introduction of this thesis. Firstly, the background of

streamer discharge is briefly reviewed, and then the mathematical models to describe

streamer are introduced, especially the fluid model. Next, nondimensionalization of

the fluid model and existing numerical methods to solve the model are discussed.

The final part of this chapter summarizes the problems to study and shows the scope

of this thesis.

1.1 Physical background

Gas discharge is frequently observed in nature, and it is an important process

in industry which has a number of applications. In nature, besides lightning and

small electrostatic discharge which are familiar to most people, gas discharge also

occurs in high altitude such as sprites [16, 41], halos [124, 152] and gigantic jet

[42, 162]. Some kinds of air discharges in nature are depicted in Figure 1.1, which

is reprinted from [106]. In industry, gas discharge has been applied to precipitators

[5, 69], polymer films [58], ozone generators [77, 142], water purification [73, 150]

and others. On the other hand, gas discharge should be detected and prevented in

some industrial applications, such as corona discharge in high-voltage electric power

transmission [113] and partial discharge in transformers [74]. Figure 1.2 illustrates

1



2 Chapter 1. Introduction

the development of discharge in a conductor-tower lattice, which is reprinted from

[29].

Figure 1.1: Depiction of a sprite, elve, blue jet, cloud-to-air lightning, and the parent

lightning within a large mesoscale convective complex. Reprinted from [106] with

permission.

Among different kinds of gas discharge, streamer discharge is the pivotal one

[53], since it paves the way for lightning leaders [43] and serves as a building block

of sprites [99]. Streamer discharge occurs as a consequence of electron avalanche

without considering the thermodynamics. Exposed in a high electric field, free

electrons are accelerated, and these accelerated electrons acquire adequate energy to

ionize neutral particles when the electrons collide with them. This impact ionization

generates new free electrons, which then proceed to ionize more neutral particles in

a chain reaction. The chain reaction results in electron avalanche. This avalanche,



1.1 Physical background 3

8.45 m

8.32 μs

(1)(0) (2) (3) (4)

(6)(5) (7) (8) (9)

(11)(10) (12) (13) (14)

8.45 m

83.2 μs

(1)(0) (2) (3) (4)

(6)(5) (7) (8) (9)

(11)(10) (12) (13) (14)

74.88 
μs

91.52 μs 99.84 μs

124.8 μs116.5 μs 133.1 μs 141.4 μs108.2 μs

166.4 μs
158.1 

μs
174.7 μs149.8 μs 183.0 μs

Figure 1.2: The time-resolved photographs of discharge development in a conductor-

tower lattice. Reprinted from [29] with permission.

also known as Townsend discharge, forms a conductive plasma [102], and the plasma

enhances the electric field at its tips. This enhanced field speeds up the avalanche in

a particular direction, and the plasma grows along this direction to form filamentary

discharge, which is the streamer discharge.

During the streamer discharge in the air, photoionization plays an important role,

especially for positive streamers [6, 126,129]. Streamers can be further divided into

positive ones and negative ones. Positive streamers spread along the same direction

of electric field, while negative ones grow in the reverse direction. A combination of

these two streamers creates double-headed streamers, which propagate in two direc-

tions simultaneously. The propagation of the negative streamer is spontaneous due
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to the fast propagation of free electrons at its front; however, the positive streamer

propagates only if free electrons exist in front of it. These free electrons have a deter-

mining effect of the characteristics of positive streamers, and they are predominantly

generated by photoionization in the air [100, 133]. As a result, photoionization is

critical to positive streamer discharge in the air. Moreover, the photoionization is

responsible for different behaviors of streamers at different pressure [100, 127], not

only for the positive ones.

Although streamer discharge was observed and described before 1940 [101,114],

there is still no analytical theory to describe all its properties clearly in detail [53].

The unclear understanding of streamer and its active role in gas discharge moti-

vates a large amount of researchers to study streamer discharges. One important

and practical way in these studies is carrying out experiments. With the help of

high-speed cameras such as intensified CCD cameras, researchers recorded the lumi-

nous channel of streamer in experiments and analyzed its velocities, size, branching

and other properties [27, 66, 79, 131, 147, 171]. An example of the experimental de-

vice can be found in Figure 1.3, which is reprinted from [180]. These experiments

provide macroscopic spatial structures of streamer and electrical properties of dis-

charge, which helps the understanding of its propagation and guides the modeling.

They also provide some key coefficients for modeling and simulation, which includes

photoionization and ionization.

Another way to study the properties of streamer is numerical simulation. The

typical properties of streamer discharge include densities of particles in the plasma

as well as the electric field in the discharge region. These properties are difficult

to be captured precisely during the discharge in whole region by experiments as

streamer propagates on multiple temporal and spatial scales [53]. Therefore, nu-

merical simulations complement the experimental studies on streamer discharges,

especially for the quantities in the discharges. In this thesis, we focus on numerical

simulations for streamer discharge. The models and the difficulties in solving the

models will be discussed in the following chapter.
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Figure 1.3: Schematic diagram of the experimental setup. Reprinted from [180] with

permission.

1.2 Different models of streamer discharges

1.2.1 Electron avalanche and particle model

As discussed in Section 1.1, streamer discharge happens as a consequence of

electron avalanche, where electron impact ionization serves as the main mechanism.

When the applied voltage between two electrodes is sufficiently high and fixed, the

current reaching the anode I is expressed as [138,159]

I = I0 exp(αd), (1.1)

where I0 is the initial electron current from cathode, d is the distance between two

electrodes and α is the first Townsend ionization coefficient describing the number of

new electron-ion pairs created by one electron in advancing one unit length (usually

with unit) along the electric field. As a simple corollary, the ionization frequency νi

is related to the coefficient α by [4]

νi = α|~ve|, (1.2)
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where |~ve| is the electron velocity. We refer to [119] for the discussion of emergence

of streamer from electron avalanche including the Raether-Meek criterion.

Taking consideration of the characteristic mechanism of the particle convection

and electron impact ionization, the kinetic or particle model directly captures the

movement of electrons and ions. The original collisionless particle model traces all

particles by recording their positions and velocities, and accounts the electric field

at a particular point by the sum of electric fields generated from every particle

[21, 65]. This treatment of electric field is valid only in one dimension (1D), while

the idea can be extended to high dimensions by summing the electric forces from

all particles. The original particle model directly utilizes the Newton’s Law and

Maxwell’s equations and makes very little approximation. However, as indicated

in [21], the simple extension to higher dimensions is too slow. To ease the slow

accumulation of Coulomb interactions among all particles, a background grid is

introduced in solving the Maxwell’s equations or Poisson equation. The idea is

composed of three steps: mapping or assigning the particle density to the grid

points; solving the electric field on the grid; interpolating the fields on grid to the

location of particles. This method, which includes a grid for electric field, is called

particle-in-cell (PIC) [15, 62] and has been widely applied in the particle model for

gas discharge simulations [26,82,85]. Another improvement of the particle model is

the inclusion of collisions as source, which captures the elastic collisions, ionization

and excitation of electron-neutral and electron-ion pairs [15, 22]. These collisions

are simulated mostly by Monte Carlo collision method (MCC). Together with PIC,

the PIC-MCC methods gives an efficient implementation of the particle model with

collision in three dimensions (3D) [70,153].

However, the PIC-MCC method suffers from the exponential increasing number

of particles during streamer discharge, and this unbounded increment burdens the

time of simulation. To limit the total number of particles during simulation, weight

of particle or super-particle is introduced [25, 170]. The original particles can be

merged into one super-particle by changing the weights of particles. On the other
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hand, one super-particle can be split into many particles if the weight of the super-

particle is too high [153, 170]. Although the inclusion of super-particle extends the

simulation time with present computing capability, it brings numerical fluctuations

and stochastic heating [89]. As a result, the PIC-MCC method still needs to simulate

a larger amount of particles during streamer discharge (e.g 107–108 particles in a

domain of 5 mm3 in [153]), which brings a time-consuming numerical simulation in

a domain of magnitude of cm in 3D.

1.2.2 A fluid model and its nondimensionalization

Considering the experiments in laboratory and industrial applications, it is im-

portant to use a fluid or density model instead of the particle model to focus on

macroscopic properties of streamer in a larger spatial scale. On the one hand,

the fluid model is suitable to approximate the electrons and ions inside the streamer

channel, since they are dense enough to be approximated as continuous densities [91].

On the other hand, the fluid model could be simulated in a much efficient way com-

pared with the particle model. The typical density of particle in streamer under

atmospheric pressure is 1013–1014 cm−3 [123], which is much larger than the current

computing capability of using the particle model as 107–108 cm−3.

The fluid model and its progress were recently reviewed in [103]. The model

describes the movement of particle densities using convection-dominated partial dif-

ferential equations (PDEs) with source, and it describes the coupling potential and

corresponding electric field by the Poisson equation. At the same time, photoion-

ization is counted as an additional source term in the equations of densities. This

model has been shown reproducing the dynamics of streamer discharge successfully

in [52,131,156].

Under assumptions [88,103] of local field approximation, electrostatic field, etc.,

the fluid model or density model is valid to approximate the gas density on the

specific region in the streamer [52]. The specific expression of fluid model varies

with different further approximations [52,100,123,160,167]. In this thesis, we focus
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on the numerical methods for streamer discharge simulations in 3D, therefore we

use a minimal model that incorporates the essential mechanism of the phenomena

[120,182]. The minimal three-dimensional model for simulating streamer discharges

consists of two convection-dominated transport equations coupled with a Poisson

equation for the electrical potential and the field:

∂Ne

∂t
−∇ ·

(
µe ~ENe

)
−∇ · (De∇Ne) = Si + Sph,

∂Np

∂t
+∇ ·

(
µp ~ENp

)
= Si + Sph, ~x ∈ Ω, t > 0,

−∆φ =
e

ε0

(Np −Ne) , ~E = −∇φ,

(1.3)

where ~x = (x, y, z)T and Ω ⊂ R3 is a bounded domain; e and ε0 are the elementary

charge and the vacuum dielectric permittivity, respectively; Ne := Ne(~x, t) and

Np := Np(~x, t) are the densities of electrons and positive ions, respectively; µe

and µp are the mobility coefficients for electrons and positive ions, respectively;

De = diag(De,x, De,y, De,z), where De,x, De,y and De,z are the diffusion coefficients in

x, y, z directions, respectively; φ and ~E = (Ex, Ey, Ez)
T denote the electric potential

and electric field, respectively. Here the photoionization rate Sph is discussed later

in Chapter 3. Si is the effective ionization rate defined as

Si = ᾱµeNe| ~E|, with ᾱ := ᾱ(| ~E|) = 5.7p exp(−260p/| ~E|) cm−1, (1.4)

while ᾱ is the effective ionization coefficient taken from [46], p is the air pressure

with unit Torr, ne and ~E are the solution of (1.3). In this thesis, coefficients in (1.3)

are taken from [46, 97]: µe = 2.9 × 105/p cm2/(V·s), µp = 2.6 × 103/p cm2/(V·s),

and De = diag(2190, 2190, 1800) cm2/s. Two physical constants are taken as: e =

1.6021766× 10−19 C and ε0 = 8.8541878× 10−14 F·cm−1.

To study model (1.3) in mathematical viewpoint, nondimensionalization is done

as follows: Define the scaled variables

t̃ =
t

t0
, ~̃x =

~x

x0

,

and

ne =
Ne

N0

, np =
Np

N0

, φ̃ =
φ

φ0

, ~̃E =
~E

E0

, S̃i =
Si
S0

, S̃ph =
Sph
S0

,
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where t0, x0, N0, φ0, E0 and S0 are some scalar constants with unit to be determined

later. Plugging all scaled variable into (1.3) and (1.4), we can obtain

∂ne

∂t̃
−∇~̃x ·

(
µeE0t0
x0

~̃Ene

)
− t0De

x2
0

∆~̃xne =
S0t0
N0

(
S̃i + S̃ph

)
,

∂np

∂t̃
+∇~̃x ·

(
µpE0t0
x0

~̃Enp

)
=
S0t0
N0

(
S̃i + S̃ph

)
,

−∆~̃xφ̃ =
x2

0N0e

φ0ε0

(np − ne) , ~̃E = − φ0

E0x0

∇~̃xφ̃,

S̃i =
ᾱµeN0E0

S0

ne| ~̃E|.

(1.5)

If we choose the constants with unit to mimic the streamer discharge between two

parallel electrodes, then it is natural to choose x0 = d, where d is the length between

two electrodes as shown in (1.1). Similarly, let φ0 be the corresponding potential

difference between electrodes. In particular, if zero potential is assumed for one

electrode, φ0 is the potential on the other electrode. With these two selected constant

x0 and φ0, let

φ0

E0x0

= 1,
µeE0t0
x0

= 1,

which means scaling constant t0 and E0 are

E0 =
φ0

x0

, t0 =
x0

µeE0

=
x2

0

µeφ0

.

To simulate streamer discharge, we would like to take N0 = 1014 cm−3, which is

the typical electron density in the streamer. Then taking S0 = N0

t0
= N0µeφ0

x20
be the

typical rate of source and (1.5) becomes

∂ne

∂t̃
−∇~̃x ·

(
µ̃e ~̃Ene

)
− D̃e∆~̃xne = S̃i + S̃ph,

∂np

∂t̃
+∇~̃x ·

(
µ̃p ~̃Enp

)
= S̃i + S̃ph,

− λ∆~̃xφ̃ = np − ne, ~̃E = −∇~̃xφ̃,

S̃i = α̃neµ̃e| ~̃E|,

(1.6)

where λ = φ0ε0
x20N0e

is the dimensionless parameter in the Poisson equation that is

typically less than 1 for streamer discharge, µ̃e = 1, µ̃p = µp
µe
≈ 8.9655 × 10−3 are
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the dimensionless mobility parameter for electrons and positive ions, respectively;

D̃e = De
µeφ0

is the dimensionless diffusion coefficient for electrons and α̃ = ᾱx0 is the

dimensionless ionization coefficient. To avoid abuse usage of tilde symbols in the

remaining thesis, we would like to reuse notations t, ~x, ∇, ∆, φ and ~E in (1.6) instead

of t̃, ~̃x, ∇~̃x, ∆~̃x, φ̃ and ~̃E, respectively. Similarly, we reuse Ω ⊂ R3 to denote the

dimensionless bounded domain. In this thesis, we would like to take typical potential

φ0 = 52 kV, typical length x0 = 1 cm and typical pressure p = 760 Torr unless

otherwise stated. Calculated from these typical values, we can get the dimensionless

parameters D̃e ≈ Diag(1.1037×10−4, 1.1037×10−4, 9.0716×10−5), λ ≈ 2.8737×10−4,

and α̃ = 4332 exp(−3.8/| ~E|).

Before reviewing existing methods for the fluid model in the following section,

it should be simply commented here that besides the particle model and the fluid

model, some researchers made a hybrid model of these two models [90, 91]. The

idea is simulating the major channel of streamer by the fluid model and tracing

the limited number of particle at its tip by the particle model without introducing

super-particle. This method could follow the run-away of individual electrons with

high energies by the inclusion of particle model [92], however, it requires accurate

and efficient simulation of the fluid model in the major channel.

1.3 Literature review

Continuous efforts have been made to simulate streamer discharges through the

fluid model over the past few decades. The early studies of these numerical simula-

tion dated back to 1965-1975. In 1965, Ward [169] first studied electrical breakdown

of streamer discharge numerically using a finite difference method. Later in 1971,

Davies et al. [44] improved the numerical error of the finite difference method by

using the characteristic line method, which was applied to the transport equations.

Moreover, the authors presented a more accurate calculation of the electric field us-

ing an image charge method. These two works were further improved by Kline [76]
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as well as Yoshida and Tagashira [174] to include photoionization and the diffusion

of electrons in the transport equations. The early works discussed above pave the

way for using numerical simulation to study the properties of the streamer discharge.

However, these works mostly focused in one dimension, and thus were limited to the

case when the cross section of streamer was constant. The numerical methods should

be applied to higher dimensions, which can simulate different shapes of streamers.

To overcome the limitation of the one-dimensional simulations of streamer dis-

charge, a two-dimensional simulation based on the finite difference method was

proposed. In 1976, Yoshida and Tagashira [175] applied the finite difference method

to axisymmetric three-dimensional model with a splitting strategy for equations of

electrons. The finite difference method was then tested and compared in the fluid

model in [121], which performed best with flux-corrected transport (FCT, [17,177])

techniques. Therefore, in the 1980s and 1990s, FCT techniques were widely used. It

was combined with the finite difference method and finite element method (FEM)

to overcome the numerical oscillations that occur when classical linear schemes are

used to solve convection-dominated equations [56, 122]. Compared with the finite

difference method, FEM can be easily applied to general discharge regions including

point-to-plane region [108]. The idea of FEM was first introduced in the Poisson

equation with cubic spline basis in [81]. Subsequently, the combination of FCT

(FEM-FCT, [86, 87]) was applied to the transport equations since 2000 in [56, 115].

Although FEM can easily handle general simulation domain and achieve high-order

accuracy, it is not locally conservative, which violates the total current law in the

simulation. Moreover, the FEM requires a global linear solver for the transport equa-

tions, which could be a little time-consuming and cannot be applied to distributed

computing easily.

Later, the finite volume method (FVM) became popular since 2000s due to the

property of local conservation [120, 176], and it was shown to be faster than FEM

in [50]. Although it needs wider stencils compared with FEM, these stencils are

constructed locally. Because of this local property, FVM can be easily upgraded
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to a parallel version [137, 154]. Motivated by the successes of FVM and FEM,

the discontinuous Galerkin (DG) method, which uses a finite element discretization

with discontinuous basis functions and incorporates the ideas of numerical fluxes

and slope limiters from the high-resolution FDM and FVM, was used to simulate

the streamers [181,183,184]. Compared with FVM, DG requires shorter stencils and

could be upgraded to higher order more easily. However, if a second-order scheme

is desired, FVM is easy to implement and requires less storage of variables. As a

result, a parallel version of FVM is adopted in this thesis.

The previous improvements in the numerical methods achieved great progress in

streamer simulations [7], especially in two-dimensional cases where the streamer is

assumed to be axisymmetric. However, compared with 2D simulations, studies of

real three-dimensional simulations are much fewer [109,137,145,154,166,167].

Although efficient compared with the particle model, the fluid model still takes

a long time for one simulation, especially in three dimensions where the streamer

discharge inherently happens. The difficulty in three-dimensional simulations lies

in the fine meshes needed to simulate rapid variations in the solution. Streamer

discharges propagate at dramatic speeds, e.g., at 108 cm/s, as shown in Fig. 7

of [28]. During this rapid transient process, the electric field in the discharge channel,

which is one of the key parameters dominating the development of a streamer,

varies significantly both temporally and spatially. After streamer inception, the

electric field at its head is greatly enhanced due to the net charge accumulation,

which further accelerates the ionization and charge accumulation. Thus, a sharp

charge density profile forms at the streamer’s head. Capturing the structures of the

charge carriers in a simulation requires a very high-resolution spatial grid. Typically,

the order of magnitude for the grid size adopted in previous simulations has been

characterized by micrometres [14,154], which is tiny compared with the characteristic

length of the problem at the scale of, e.g., centimetres. Consequently, the maximal

allowed time step is restricted to the order of several picoseconds or even smaller

when explicit schemes are used.
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In addition, because the Poisson equation and transport equations for the charge

carriers are coupled together, the time step is further restricted by the dielectric

relaxation time, i.e., ε0/e(µpNp +µeNe) in (1.3), which is also typically on the order

of several picoseconds. The dimensionless dielectric relaxation time τdiel in (1.6) is

similarly given as

τdiel =
λ

max~x∈Ω(µ̃pnp + µ̃ene)
. (1.7)

It should be noted that the dielectric relaxation restriction on time step could be

attributed to the explicit treatment of potential in the transport equations in (1.6),

and this restriction does not depend on the spatial resolution. There are several

viewpoints and derivations for (1.7). In [9], this restriction is taken to prevent

net charge (np − ne) from getting wrong sign. In [110, 155], (1.7) is derived from

Ampere’s law and regarded as the typical time scale for electric screening, which

describes the rate-of-change of electric field due to the moving of charged particles.

These explanations mainly come from physical viewpoint, and a more analytical

explanation is proposed in [36] using scaling analysis.

For these reasons, even two-dimensional simulations require long computational

times, let alone three-dimensional simulations which have thousands times the num-

ber of degrees of freedom (DOFs) in 2D simulations, for even a small domain in 3D.

Thus, it seems parallel computing is the only possible way to efficiently construct

large-scale three-dimensional simulations for streamer discharges.

Recently, Teunissen and Ebert reported on 3D streamer simulations using the

parallel adaptive Afivo framework [154], which features adaptive mesh refinement

(AMR), geometric multigrid methods for the Poisson equation and OpenMP par-

allelism. AMR performs well, however, further improvement could be made by re-

placing the OpenMP parallelism with message-passing interface (MPI) libraries to

fully exploit the power of clusters, especially for simulations of very long streamers.

Another advance in the MPI-based simulation was reported by Plewa, Eichwald,

and Ducasse et al. [137], who used the successive over-relaxation iterative solver in
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the red and black strategy (R&B SOR) as the Poisson solver, and tested the paral-

lelization and the scalability with cell numbers ranging from 8-512 million and core

numbers from 20-1600. Their use of high-performance computing clusters with an

MPI implementation reduced the computational time. Taking advantage of MPI,

Marskar reported some surprising results in general discharge regions in 3D [109],

which uses AMR and features embedded boundary method (EB) for the general

boundaries.

These previous works suggest an efficient and accurate simulator should be pro-

posed to shorten the computation time in 3D, which should have advantages in

the following aspects: (1) an efficient time integration scheme, which may reduce

the time marching steps; (2) a fast algebraic elliptic solver, which accelerates the

solution of the Poisson equation or elliptic equations that dominates the total com-

puting time; (3) a good parallelization, which allows to utilize the full power of

modern clusters; (4) adaptive mesh strategies, which can reduce the number of

DOFs; (5) a suitable treatment on boundaries, which broadens simulation to more

geometries. These aspects should be considered when designing a simulator with or

without considering the accurate simulation of photoionization.

As discussed in Section 1.1, photoionization plays an important role in positive

streamer in the air, and therefore accurate calculation is required numerically. At an

early stage of the numerical simulations of the streamer discharge [44,169], photoion-

ization was considered and applied only on the boundary of the fluid model. Later

in [76], photoionization was added as an additional source term, and this model is

now widely accepted for the simulation of the streamer discharge and is adopted in

this thesis.

Although the photoionization plays an important role in streamer discharge, the

calculation of it is not accurate or efficient enough. The classical model for oxygen-

nitrogen mixture derived by Zheleznyak et al. in [179] is widely utilized in the sim-

ulation of positive streamers [129,148], and was improved in [71,130] to gain better

accuracy and has been extended to a stochastic version in [25]. However, direct
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calculation of the classical integral model requires a large amount of computation,

especially in 3D where streamer discharges inherently happen. This unaffordable

time seems to form a barrier for simulating streamer considering photoionization in

3D.

To ease the numerical difficulty and reduce the computational cost, some ap-

proximation methods are proposed in [18,98,105,144] based on the kernel expansion

and conversion to Helmholtz equations. These approximations are designed to cal-

culate photoionization efficiently and make it practical to simulate streamers with

photoionization in higher dimensions, especially positive streamers. These approx-

imations give satisfactory simulations when the absorption coefficient for radiation

is high enough, however, as indicated in [23], these efficient models becomes less

accurate and more time-consuming as the absorption coefficient decreases. As a

result, modeling of photoionization directly based on solving the radiative transfer

equation (RTE) was suggested in [23] for 2D simulations. The extension of this

idea to 3D might be computationally expensive due to the inclusion of solving a

five-dimensional steady PDE at each time step.

Less than two decades ago, the kernel-independent fast multipole method (FMM)

was proposed to compute particle interactions efficiently and accurately [172, 173].

It can be easily applied to the convolutional integrals [107], and its computational

complexity is comparable to the method of fast Fourier transform (FFT). Com-

pared with FFT, FMM can be applied to more general computational domains

and has better parallel efficiency in distributed computations. In addition, it can

be directly applied on a broad class of different integral forms compared with the

kernel-dependent FMM which requires kernel expansion and efficient translation for

different specific kernels [30, 59–61, 94]. Motivated by the good performance of the

kernel-independent FMM, this thesis extends its application to the computation of

photoionization rates, and focuses on the following properties: (1) accuracy and

robustness for different pressures; (2) good efficiency; and (3) extensibility to other

integral models.
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1.4 Contributions

As is pointed out in Section 1.3, although there has been much effort devoted

to numerical study and implementation of the fluid model, there still lacks a fast

numerical methods in three dimensions with satisfactory accuracy for different pres-

sures. This motivates us to propose robust three-dimensional accurate and efficient

parallel simulations for streamer discharges. Specifically, this thesis focuses on

• Proposing an efficient and accurate MPI-based parallel simulator for streamer

discharges in three dimensions without photoionization. First, a new second-

order semi-implicit scheme is proposed for the temporal discretization of the

model that relaxes the dielectric relaxation time restriction. Moreover, it re-

quires solving the Poisson-type equation only once at each time step, while the

classical second-order explicit scheme typically need to do so twice. Second,

a geometric multigrid preconditioned FGMRES solver is introduced that dra-

matically improves the efficiency of solving the Poisson-type equation. Last

but not least, the satisfactory parallel efficiency of the code is demonstrated.

• Extending the application of the kernel-independent fast multipole method to

efficiently evaluate the photoionization based on the classical integral model.

The accuracy and computational cost of this method is studied quantitatively

for different domains and various pressures in comparison with other existing

models based on PDEs. The capability of three-dimensional simulations using

parallel computing is reported.

• Generalizing the computational domain to general geometries by embedded

boundary method. Furthermore, local adaptive refinement skills are included

to reduce the number of DOFs and make simulations more efficient. The

convergence and stability of the embedded boundary method is studied, and

different refinement indicators are compared in adaptive refinement method.

The streamer propagation as well as interaction between streamers in pin-plane

domains is studied.
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1.5 Organization of the thesis

This thesis is organized as follows.

In Chapter 2, a 3D parallel simulator is proposed for streamer discharge between

plane-plane electrodes without photoionization. First, A new second-order semi-

implicit temporal scheme is described, and the spatial discretization using FVM is

briefly stated. Then a multigrid preconditioned FGMRES elliptic solver is intro-

duced. Numerical comparisons illustrate the convergence and stability of different

schemes, show the scalability of parallel implementation and compare the perfor-

mance of different algebraic elliptic solvers. Simulation results of a double-headed

streamer propagation as well as the interaction between two streamers are reported.

Chapter 3 focuses on accurate and efficient simulation of the photoionization in

3D based on classical integral model. The classical integral method and its associ-

ated PDE-based approximations are reviewed. After reviewing, the fast multipole

method on a general numerical integral form is introduced. The quantified perfor-

mance of the fast multipole method and comparisons with other approximations for

computing photoionization as well as streamer discharges are presented in numerical

experiments.

Chapter 4 is devoted to improving the efficiency of the parallel simulator with

adaptivity and extending it to deal with general boundaries of simulation domain.

The local adaptive mesh refinement and embedded boundary method are introduced

for transport equations and elliptic equations individually, and the refinement crite-

ria is briefly discussed. Numerical examples demonstrate the performance of these

methods including the convergence and scalability, after which the improved simu-

lator is applied to streamer discharge with different shapes of electrodes as well as

streamer interaction in a pin-plane domain.

Chapter 5 draws a conclusion of the thesis and discusses some possible future

work.





Chapter 2
A Parallel Simulator for the Fluid Model

This chapter focuses on numerical methods for the fluid equation (1.6) without

considering photoionization. Firstly, the problem setting and boundary conditions

are briefly introduced. Secondly, the temporal discretization is discussed, including

a new semi-implicit scheme. Thirdly, the finite volume method is taken for spatial

discretization, and then a multigrid preconditioned FGMRES algebraic solver is

reported to solve elliptic equations. Finally, numerical experiments illustrate the

performance of proposed method, and the proposed simulator is applied to study

the propagation of streamers.

2.1 Problem setting and boundary conditions

To model the streamer discharge between two parallel plates, a cubic domain

Ω = (x0, x1) × (y0, y1) × (z0, z1) is considered in this chapter. Dirichlet boundary

conditions are applied for the potential, φ, on the upper and lower plate electrodes

(i.e., φ|z=z1 = 1 where the constant applied potential is chosen, and φ|z=z0 = 0);

and homogeneous Neumann boundary conditions, which are ∂φ
∂x
|x=x0,x1 = 0 and

∂φ
∂y
|y=y0,y1 = 0, are applied on other four sides. Initial conditions for ne and np are

given as

ne(~x, t = 0) = ne,0(~x), np(~x, t = 0) = np,0(~x), ~x ∈ Ω̄. (2.1)

19



20 Chapter 2. A Parallel Simulator for the Fluid Model

For simplicity, the plasma is initially assumed to be electrically neutral everywhere,

which gives ne,0(~x) = np,0(~x) = n0(~x) with n0(~x) a given function. Homogeneous

Neumann boundary conditions are applied at all the boundaries for ne, and at all

inflow boundaries for np.

The chapter does not consider the non-local photoionization in the fluid model.

As a result, we assume S̃ph = 0 in (1.6) and leave the calculation of photoionization

in Chapter 3. However, as indicated in Chapter 1, the free electrons from pho-

toionization play an important role in the propagation of streamer, especially the

positive streamer. Therefore, in order to include the free electrons without photoion-

ization, we would like to add a small homogeneous pre-ionization into n0(~x) before

the simulation. This idea is widely used for the simulations without calculating the

photoionization [14,129,137,154].

It should be noted that though this chapter discusses numerical methods on a

cubic domain, these methods are not limited to the cubic domain. The implemen-

tation and extension of the proposed methods for the streamer discharge in general

domains will be shown later in Chapter 4.

2.2 Temporal discretization

In this section, we focus on temporal discretization. After reviewing some ex-

isting explicit and implicit schemes, we present a new second-order semi-implicit

scheme [97].

Let t0 = 0, τn > 0 be the time step at n-th step, and tn+1 = tn+τn for n ≥ 0. We

use nne = nne (~x), nnp = nnp (~x), φn = φ(~x) and ~En = ~En(~x) to denote the associated

quantities to be approximated at time tn.

2.2.1 Explicit schemes

To avoid solving nonlinear algebraic equations, explicit schemes are frequently

used for temporal discretization, among which the forward Euler scheme is used to
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discretize the model (1.6) with (1.4) as

nn+1
e − nne
τn

−∇ · (µ̃e ~Ennne )−∇ · (D̃e∇nne ) = α̃(| ~En|)µ̃e| ~En|nne ,

nn+1
p − nnp
τn

+∇ · (µ̃p ~Ennnp ) = α̃(| ~En|)µ̃e| ~En|nne , ~x ∈ Ω.

− λ∆φn = nnp − nne , ~En = −∇φn,

(2.2)

At each time step, the potential φn is first calculated by the Poisson equation, and

then nn+1
e and nn+1

p are obtained subsequently. The Poisson equation need to be

solved once at each time step.

It is easy to see the scheme (2.2) is only first order in time, and it has been

upgraded to second order by Heun’s method, as is used in [14, 154]. The first stage

of Heun’s method is to solve φn, n∗e and n∗p from nne and nnp ,

n∗e − nne
τn

−∇ · (µ̃e ~Ennne )−∇ · (D̃e∇nne ) = α̃(| ~En|)µ̃e| ~En|nne ,

n∗p − nnp
τn

+∇ · (µ̃p ~Ennnp ) = α̃(| ~En|)µ̃e| ~En|nne , ~x ∈ Ω,

− λ∆φn = nnp − nne , ~En = −∇φn,

(2.3)

and then evolve the solution through one more stage to obtain n∗∗e and n∗∗p :

n∗∗e − n∗e
τn

−∇ · (µ̃e ~E∗n∗e)−∇ · (D̃e∇n∗e) = α̃(| ~E∗|)µ̃e| ~E∗|n∗e,

n∗∗p − n∗p
τn

+∇ · (µ̃p ~E∗n∗p) = α̃(| ~E∗|)µ̃e| ~E∗|n∗e, ~x ∈ Ω.

− λ∆φ∗ = n∗p − n∗e, ~E∗ = −∇φ∗,

(2.4)

The final solution at tn+1 is constructed by

nn+1
e =

1

2
(nne + n∗∗e ) , nn+1

p =
1

2

(
nnp + n∗∗p

)
, ~x ∈ Ω. (2.5)

This temporal scheme possesses a second-order time accuracy.

We emphasize that the second-order explicit scheme shown in (2.3)–(2.5) requires

solving the Poisson equation twice at each time step (from tn to tn+1). Moreover,

it was suggested in [9, 154] that these explicit schemes need to satisfy the dielectric

relaxation time constraint (1.7), i.e.,

τn ≤
λ

max~x∈Ω(µ̃pnnp + µ̃enne )
, n ≥ 0. (2.6)
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2.2.2 Implicit schemes

To relax the dielectric relaxation time constraint (2.6), semi-implicit schemes

were introduced [165,168]. In [168], Villa et al. proposed a first-order semi-implicit

scheme with a rigorous asymptotic preserving property. Here we present the scheme

with a slight modification as

nn+1
e − nne
τn

−∇ · (µ̃e ~En+1nne )−∇ · (D̃e∇nne ) = α̃(| ~En+1|)µ̃e| ~En+1|nne ,

nn+1
p − nnp
τn

+∇ · (µ̃p ~En+1nnp ) = α̃(| ~En+1|)µ̃e| ~En+1|nne , ~x ∈ Ω.

− λ∆φn+1 = nn+1
p − nn+1

e , ~En+1 = −∇φn+1,

(2.7)

In [168], a fully implicit source term α̃(| ~En+1|)µ̃e| ~En+1|nn+1
e was adopted; however,

our simplification of the source term in (2.7) does not affect the proof of the asymp-

totic preserving property. A comparison of (2.7) and (2.2) shows that the main

difference between the semi-implicit scheme and the explicit schemes lies in whether

the electric field is treated implicitly. As demonstrated in [168], when the reference

states of ne, np and ~E are bounded, the time step τn is no longer restricted by the

dielectric relaxation time.

Although (2.7) is a semi-implicit discretization of (1.6), thanks to the structure

of (2.7), it can be solved explicitly by rewriting the Poisson equation as a variable

coefficient elliptic equation or Poisson-type equation [168]. A subtraction of the first

two equations in (2.7) yields

(nn+1
p − nn+1

e )− (nnp − nne )

τn
+∇ · (µ̃p ~En+1nnp ) +∇ · (µ̃e ~En+1nne ) +∇ · (D̃e∇nne ) = 0.

(2.8)

Then, we plug the expression of (nn+1
p − nn+1

e ) in (2.8) into the Poisson equation in

(2.7), and obtain an elliptic equation:

−∇ ·
((
λ+ τn

(
µ̃pn

n
p + µ̃en

n
e

))
∇φn+1

)
= nnp − nne − τn∇ · (D̃e∇nne ). (2.9)

After solving the variable coefficient elliptic problem (2.9), we obtain φn+1. Then,

we can calculate ~En+1 = −∇φn+1, and evolve the first two equations in (2.7) to

obtain nn+1
e and nn+1

p .
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The elliptic equation (2.9) has another important implication for stability with

respect to the dielectric relaxation time. If we further plug (nnp − nne ) in the right-

hand side of (2.9) by the Poisson equation as −λ∆φn, the remaining equation can

be rewritten as

−λ∇ ·
(
∇
(
φn+1 − φn

τn

))
= ∇ ·

((
µ̃pn

n
p + µ̃en

n
e

)
∇φn+1

)
−∇ · (D̃e∇nne ), (2.10)

which can be regarded as the backward Euler scheme of following differential equa-

tion for φ

−λ∇ ·
(
∇
(
∂φ

∂t

))
= ∇ ·

((
µ̃pn

n
p + µ̃en

n
e

)
∇φ
)
−∇ · (D̃e∇nne ). (2.11)

Since backward Euler scheme is unconditionally stable, we do not need additional

stability condition on (2.10). On the other hand, by similar procedure of (2.8)–

(2.10), we could derive a similar equation as (2.10) by the explicit scheme (2.2),

which just replaces φn+1 on the right-hand side by φn. Therefore, the explicit scheme

(2.2) can be regarded as forward Euler discretization of (2.11), and the dielectric

relaxation time constraint (2.6) is the stability condition of this discretization.

Scheme (2.7) is only first order accurate in time, which will be numerically

demonstrated later in Section 2.6.1. Here we propose a new second-order semi-

implicit scheme for (1.6). Our scheme can be regarded as a predictor-corrector

method. First, we calculate a prediction n
n+1/2
e , n

n+1/2
p , φn+1/2 and ~En+1/2 at time

tn + τn/2 using the first-order semi-implicit scheme (2.7), i.e.,

n
n+1/2
e − nne
τn/2

−∇ · (µ̃e ~En+1/2nne )−∇ · (D̃e∇nne ) = α̃(| ~En+1/2|)µ̃e| ~En+1/2|nne ,

n
n+1/2
p − nnp
τn/2

+∇ · (µ̃p ~En+1/2nnp ) = α̃(| ~En+1/2|)µ̃e| ~En+1/2|nne , ~x ∈ Ω.

− λ∆φn+1/2 = nn+1/2
p − nn+1/2

e , ~En+1/2 = −∇φn+1/2,

(2.12)
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Then, we get a correction of ne and np using a midpoint scheme, which yields (2.13)
nn+1
e − nne
τn

−∇ · (µ̃e ~En+1/2nn+1/2
e )−∇ · (D̃e∇nn+1/2

e ) = α̃(| ~En+1/2|)µ̃e| ~En+1/2|nn+1/2
e ,

nn+1
p − nnp
τn

+∇ · (µ̃p ~En+1/2nn+1/2
p ) = α̃(| ~En+1/2|)µ̃e| ~En+1/2|nn+1/2

e , ~x ∈ Ω.

(2.13)

The potential φn+1/2 and electric field ~En+1/2 are already predicted at time tn+τn/2

by solving the following variable coefficient elliptic equation derived from (2.12):

−∇ ·
((
λ+

τn
2

(
µ̃pn

n
p + µ̃en

n
e

))
∇φn+1/2

)
= nnp − nne −

τn
2
∇ · (D̃e∇nne ), (2.14)

consequently, φn+1/2 and ~En+1/2 can be reused in (2.13) without additional calcula-

tion. Therefore, the elliptic equation is solved only once at each time step.

The basic idea for reducing the computational cost is to mimic the underlying

mechanism of the second-order implicit midpoint rule [67, Chapter 3], in which the

right-hand side appears only once at each time step. To avoid solving nonlinear

systems, this mechanism is applied only to the electric field; the other parts are im-

plemented following the explicit midpoint method. Comparing the first-order scheme

(2.7) with our second-order scheme (2.12)–(2.13), and focusing on the treatment of

the electric field, the difference is similar to the difference between the backward

Euler method and the implicit midpoint method. However, it is well known that

the backward Euler method is L-stable, while the implicit midpoint method is not.

Hence, due to the strong relation between L-stability and the asymptotic preserv-

ing property [55], when using (2.12)–(2.13), we will probably lose the asymptotic

preserving property while gaining one additional numerical order. Nevertheless, due

to its implicit nature, the scheme in (2.12)–(2.13) is indeed more stable than the

explicit ones, as will be shown numerically in Section 2.6.1.

It is worth noting that both (2.9) and (2.14) are variable coefficient elliptic

problems in which the coefficients vary at every time step during the streamer simu-

lations. Thus, the coefficient matrix must be computed and assembled in each time

step, whereas it needs to be calculated only once in the constant case. When a pre-

conditioned iterative elliptic solver is used, the preconditioner must also be renewed
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in each step to solve the variable coefficient elliptic equation (again, this needs to

be done only once in the constant case). The situation is similar if a direct solver is

used. Therefore, in streamer simulations, solving a variable coefficient elliptic equa-

tion generally consumes more time than solving a Poisson equation with constant

coefficients.

However, it is still not true to conclude that the second-order explicit scheme in

(2.3)–(2.5) is faster than the second-order semi-implicit scheme in (2.12)–(2.13). As

we will show in Section 2.6.3, the semi-implicit scheme achieves better performance

than explicit schemes in many Krylov elliptic solvers even under the same time

steps. Moreover, the semi-implicit schemes remove the dielectric relaxation time

restriction, which may allow a larger time step on many occasions to further shorten

the total computational time.

2.3 Spatial discretization

Finite volume method is applied for spatial discretization. The computational

domain is decomposed by a uniform grid with Mx, My, Mz partitions in the x,

y, z directions, respectively. Therefore, the grid size is characterized by ∆x =

(x1−x0)/Mx, ∆y = (y1−y0)/My, ∆z = (z1−z0)/Mz. The grid cells are denoted by

Ii,j,k = [x0+i∆x, x0+(i+1)∆x]×[y0+j∆y, y0+(j+1)∆y]×[z0+k∆z, z0+(k+1)∆z],

where 0 ≤ i ≤ Mx − 1, 0 ≤ j ≤ My − 1, and 0 ≤ k ≤ Mz − 1. The finite volume

method is used for the spatial discretization, and we define

(ne)
n
i,j,k =

1

|Ii,j,k|

∫
Ii,j,k

nne (x, y, z)dxdydz. (2.15)

Other notations, such as (np)
n
i,j,k and φ

n+1/2
i,j,k are similarly defined. We adopt the

classical second-order central scheme for (2.14). Let P n
i,j,k be the discrete coefficient

of the elliptic problem (2.14) defined by

P n
i,j,k = λ+

τn
2

(
µ̃p(np)

n
i,j,k + µ̃e(ne)

n
i,j,k

)
, (2.16)
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and denote

P n
i±1/2,j,k =

1

2
(P n

i±1,j,k+P
n
i,j,k), P

n
i,j±1/2,k =

1

2
(P n

i,j±1,k+P
n
i,j,k), P

n
i,j,k±1/2 =

1

2
(P n

i,j,k±1+P n
i,j,k).

Then, (2.14) is discretized as follows:

−
P n
i+1/2,j,k∆+xφ

n+1/2 − P n
i−1/2,j,k∆−xφ

n+1/2

(∆x)2

−
P n
i,j+1/2,k∆+yφ

n+1/2 − P n
i,j−1/2,k∆−yφ

n+1/2

(∆y)2

−
P n
i,j,k+1/2∆+zφ

n+1/2 − P n
i,j,k−1/2∆−zφ

n+1/2

(∆z)2

=nnp − nne −
τn
2

(
D̃e,x

(∆x)2
δ2
xn

n
e +

D̃e,y

(∆y)2
δ2
yn

n
e +

D̃e,z

(∆z)2
δ2
zn

n
e

)
(2.17)

where D̃e,x, D̃e,y and D̃e,z are the diagonal entries of the dimensionless diffusion

matrix D̃e; the subscripts are neglected for the numerical solutions at Ii,j,k, e.g.,

nnp denotes (np)
n
i,j,k, ∆+xφ

n+1/2 and ∆−xφ
n+1/2 denote the forward and backward

differences of φ
n+1/2
i,j,k in the x direction, respectively:

∆+xφ
n+1/2 = φ

n+1/2
i+1,j,k − φ

n+1/2
i,j,k , ∆−xφ

n+1/2 = φ
n+1/2
i,j,k − φn+1/2

i−1,j,k, (2.18)

and similar notations are applied for ∆±yφ
n+1/2 and ∆±zφ

n+1/2; δ2
xn

n
e denotes the

second-order central difference of (ne)
n
i,j,k in the x direction:

δ2
xn

n
e = (ne)

n
i+1,j,k − 2(ne)

n
i,j,k + (ne)

n
i−1,j,k, (2.19)

and similar notations are used for δ2
yn

n
e and δ2

zn
n
e .

Afterwards, ~E can be calculated numerically by the central difference from the

numerical solution of φ, and | ~E| can be evaluated accordingly. In some cases [7,137]

where the mobility and diffusion coefficients depend on | ~E|, interpolations can be

applied to obtain | ~E| on the cell surfaces.

For the transport equations in (2.12)–(2.13), the second-order MUSCL scheme

combined with the Koren limiter is applied [78,164]. Ghost cells are used for all the

boundary conditions of ne and np. This part of the spatial discretization is classical,
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and we omit the details here. Generally, we expect second-order accuracy from this

spatial discretization for smooth solutions.

Due to the explicit treatment in the temporal discretization of the drift and dif-

fusion terms, all temporal schemes in Section 2.2 with the above FVM discretization

should satisfy the following stability condition

τn
∑

α=x,y,z

(
Cγµ̃e|(Eα)∗|max

∆α
+

2D̃e,α

(∆α)2

)
≤ 1, (2.20)

where (Eα)∗ denotes E
n+1/2
α for scheme (2.12)–(2.13), En

α for explicit schemes, and

En+1
α for scheme (2.7); Ex, Ey and Ez are the components of the electric field

~E = (Ex, Ey, Ez)
T , and the subscript “max” denotes the maximum value among all

cells.

We have two remarks on (2.20). Firstly, the problem is convection dominated,

and typically the restriction on the time step determined by the convection term

is stricter than that of the diffusion term. Secondly, the drift velocity of electrons

µ̃e| ~E| is typically one or two orders of magnitude larger than that of positive ions

µ̃p| ~E|, and therefore only the stability condition for ne needs to be considered.

The constant Cγ in (2.20) depends on both time integration and space discretiza-

tion methods [33, 34, 146]. The stability of the schemes can be analyzed by fixing

the electric field and neglecting the source terms. With the MUSCL finite vol-

ume method as the space discretization, von Neumann analysis (e.g. [84, Chapter

20]) indicates the second-order methods in this paper (including the proposed semi-

implicit method and the second-order explicit scheme) are linearly stable without

limiters under the condition (2.20) with Cγ = 1. On the other hand, by Harten’s

theorem [63], it can be shown that the first-order methods (2.2) and (2.7) are stable

under (2.20) with Cγ = 2 provided that a proper slope limiter is applied, e.g., the

Koren limiter which is used in this chapter.

As a summary, we have discussed two constraints for the time step, one from

the dielectric relaxation time (2.6), and the other from the convection and diffusion
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(2.20). For explicit schemes (2.2) and (2.3)–(2.5), both conditions have to be sat-

isfied; while for the proposed second-order semi-implicit (2.12)–(2.13) and the first-

order semi-implicit scheme (2.7), it will be shown numerically in Section 2.6.1 that

the constraint from the dielectric relaxation time can be relaxed. Which constraint

is more restrictive depends on the problem setting and the spatial discretization.

For the problems in which (2.20) gives a stricter constraint, all the aforementioned

schemes require similar time steps. However, for those problems where the dielectric

relaxation constraint is tighter, semi-implicit schemes allow larger time steps, so that

we can better match the errors of temporal and spatial discretization to maximize

the computational efficiency.

2.4 Multigrid preconditioned FGMRES elliptic solver

To solve (2.17), an iterative solver [97] is preferable to a direct solver. Although

some state-of-the-art direct solvers retain the matrix sparsity to some degree, in

three-dimensional simulations, a parallel direct solver still generally requires enor-

mous amounts of memory, which is unaffordable when the number of DOFs becomes

large and is therefore inapplicable. One example of using the parallel direct solver

MUMPS can be found in [137].

In [75], the geometric multigrid method was shown to be faster than the SOR

method for solving the Poisson equation in 2D streamer discharges. Moreover, the

convergence rate of the SOR method depends on the relaxation factor; however,

maintaining its optimality at each time step is difficult because the coefficients in

elliptic problem (2.17) vary.

We use a geometric multigrid as a preconditioner rather than a solver because the

geometric multigrid preconditioned Krylov subspace solver may be more stable and

efficient than using a geometric multigrid alone. In [149], a multigrid method was

shown to be divergent for high-order FEMs when used as a solver, but convergence

was achieved when the multigrid was combined with the conjugate gradient method.
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By investigating the eigenvalues of the iteration matrix, it was found in [128] that

that while isolated large eigenvalues limit the convergence of a multigrid solver,

the eigenvectors belonging to these large eigenvalues can be captured in a Krylov

subspace constructed by GMRES within a few iterations, which accelerates the

convergence of a multigrid solver. It was also shown in [149,151] that the multigrid

preconditioner combined with the conjugate gradient method is faster and more

stable than the multigrid solver alone.

2.4.1 Preconditioned FGMRES solver

Using a geometric multigrid as the preconditioner, we find that the geometric

multigrid-preconditioned flexible generalized minimal residual (FGMRES) solver is

the best among various Krylov subspace solvers, as discussed in Section 2.6.3. The

flowchart of the preconditioned FGMRES is shown in Algorithm 1 [140]. Hereafter,

the notation ‖ · ‖ denotes 2-norm.

As shown in line [5] of Algorithm 1, for different basis vectors vj, different pre-

conditioning matrices M̄j can be selected, which provides the “flexibility” reflected

in the solver’s name. The price is that the preconditioned vectors zj in line [5] must

be stored to form the matrix Zm, resulting in a larger memory cost than is achieved

by the classical generalized minimal residual (GMRES) method which stores only

the vectors vj. However, the flexibility resulting from different preconditioners helps

to improve the robustness of the GMRES algorithm, as shown in [140]. In our

FGMRES implementation, we initially set m = 30 and selected the multigrid as the

preconditioner in line [5].

2.4.2 Multigrid preconditioner

A geometric multigrid preconditioner is chosen to accelerate the convergence of

the FGMRES solver.
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Algorithm 1: FGMRES with preconditioning to solve Ax = b.

[1] 1. Initial guess x0. Define a (m+ 1)×m zero matrix H̄m = (hi,j), where m

is a given number indicating the dimension of Krylov subspace and hi,j

denotes the (i, j)-th entry of H̄m. Let k ← m.

[2] 2. Arnoldi process:

[3] Compute r0 ← b− Ax0, β ← ‖r0‖ and v1 ← r0/β;

[4] for j = 1, · · · ,m do

[5] Preconditioning: zj ← M̄jvj;

[6] Compute ω ← Azj;

[7] for i = 1, · · · , j do

[8] Gram-Schmidt process: hi,j ← (ω, vi), ω ← ω − hi,jvi;

[9] end

[10] Compute hj+1,j ← ‖ω‖, vj+1 ← ω/hj+1,j;

[11] Compute rj ← miny ‖βej − H̄jy‖, where H̄j is the upper left (j + 1)× j

sub-matrix of H̄m and ej = [1, 0, · · · , 0]T with a total of j + 1 entries;

[12] Check the stopping criterion. If satisfied, let k ← j and go to line [14];

[13] end

[14] Define a matrix Zk ← [z1, · · · , zk].

[15] 3. Form iterative solution xk ← x0 + Zkyk, where

yk = arg miny ‖βek − H̄ky‖.

[16] 4. Restart: If the stopping criterion is not satisfied, let x0 ← xk and

k ← m; go to line [2].

Our implementation of the geometric multigrid preconditioner uses a full multi-

grid (FMG) [75] for the first time step, and V-cycle multigrid afterwards. In the

first time step, no previous information is available, and therefore we simply make

a zero initial guess, with the expectation that FMG will achieve faster convergence.

Subsequently, the potential φ calculated during the previous time step is adopted

as the initial guess. Given a good initial guess, the cheaper V-cycle multigrid gives
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better performance.

To introduce the multigrid preconditioner, we first provide a simple review of the

multigrid solver [161, Chapter 2]. In the following, assume that the elliptic equation

on grid level l is discretized as follows:

Alxl = bl. (2.21)

A diagram showing the procedure of the two-layer V-cycle multigrid method is given

in Figure 2.1, where the subscripts 2 and 1 denote the second layer (the fine layer)

and the first layer (the coarse layer) respectively. The restriction and prolongation

are shown using a 2D example of 4×4 and 2×2 meshes. When solving the equation

A1d1 = r1 shown at the bottom of the V-cycle, this multigrid procedure can be

called recursively, resulting in a multi-layer multigrid solver.

x
(0)

2 x
(1)

2 = −r2 b2 A2x
(1)

2

Pre-smoothing Residual

 Restriction  =r1 R2,1r2

Solve  =A1d1 r1

Prolongation  =d2 P1,2d1

= +x
(2)

2 x
(1)

2 d2 x
(3)

2

Post-smoothing

U1,1 U1,2

U1,3 U1,4

U2,1 U2,2

U2,3

Restriction R2,1

U2,4

U3,1 U3,2

U3,3 U3,4

U4,1 U4,2

U4,3 U4,4

U2U1

U3 U4
Prolongation P1,2

=Ui

1

4 ∑
j=1

4

Ui,j

= ,  j = 1,2,3, 4Ui,j Ui

layer 2 (fine) layer 1 (coarse)

Figure 2.1: Diagram of V-cycle geometric multigrid for uniform mesh in two layers.

Some smoothers commonly used in sequential computation include the Gauss-

Seidel method and the successive over relaxation (SOR) method [151]. However,

when parallelized, the efficiency of these methods is impaired due to their sequential

nature. Therefore, we adopt the Chebyshev smoother in our implementation, which



32 Chapter 2. A Parallel Simulator for the Fluid Model

is a polynomial smoother based on Chebyshev polynomials. The performance of

polynomial smoothers (including Chebyshev polynomials) and the parallel Gauss-

Seidel smoother were compared in [1]; the results show that polynomial smoothers

are preferable in a parallel environment. In general, given a polynomial pn(x) of

degree n, the associated polynomial smoother in the pre-smoothing of the multigrid

algorithm is

x
(1)
2 = x

(0)
2 + pn(A2)(b2 − A2x

(0)
2 ), (2.22)

which smooths out the error as follows:

x
(1)
2 − A−1

2 b2 = qn+1(A2)(x
(0)
2 − A−1

2 b2),

where qn+1(x) = 1−xpn(x). The Chebyshev smoother uses the following polynomials

[19]:

qn+1(x) = Tn+1

(
λmax(A2) + λ∗(A2)− 2x

λmax(A2)− λ∗(A2)

)/
Tn+1

(
λmax(A2) + λ∗(A2)

λmax(A2)− λ∗(A2)

)
, (2.23)

where λmax(A2) is the largest eigenvalue of A2 and is usually replaced by an ap-

proximation of the largest eigenvalue in practice; λ∗(A2) is selected manually, both

of which will be discussed later in this section; and Tn+1(x) is the Chebyshev poly-

nomial of degree n + 1. pn(x) can be obtained accordingly. By introducing the

two matrices P2 = pn(A2) and Q2 = qn+1(A2), we can re-write the pre-smoothing

operation in (2.22) as follows:

x
(1)
2 = Q2x

(0)
2 + P2b2. (2.24)

Moreover, the Chebyshev iteration can be further improved to become a “precondi-

tioned Chebyshev iteration” by introducing another preconditioner on top of it, for

which we refer the readers to [19] for details.

The post-smoothing operation in Figure 2.1 is applied to x
(2)
2 in the same way

as (2.24). Therefore, the V-cycle multigrid in Figure 2.1 is formulated as follows:

x
(3)
2 = x

(0)
2 +M2(b2 − A2x

(0)
2 ), (2.25)
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where M2 = Q2P2 +P2 +Q2P1,2A
−1
1 R2,1(I2−A2P2) and I2 is the identical matrix on

the second layer. The derivation of (2.25) and the corresponding equation for the

general multi-layer V-cycle method are shown as follows: one step of the V-cycle

geometric multigrid solver with two layers in Figure 2.1 can be expressed as follows:

x
(3)
2 = Q2[Q2x

(0)
2 + P2b2 + P1,2A

−1
1 R2,1(b2 − A2Q2x

(0)
2 − A2P2b2)] + P2b2, (2.26)

which represents the iteration between x
(0)
2 and x

(3)
2 . Simplifying (2.26) we obtain

x
(3)
2 = [Q2

2 −Q2P1,2A
−1
1 R2,1A2Q2]x

(0)
2 + [Q2P2 + P2 +Q2P1,2A

−1
1 R2,1(I2 − A2P2)]b2.

(2.27)

Then we denote M2 = Q2P2 + P2 +Q2P1,2A
−1
1 R2,1(I2 − A2P2). Note that here, M2

is the same as the one defined in (2.25). The matrix in front of x
(0)
2 in (2.27) is

Q2
2 −Q2P1,2A

−1
1 R2,1A2Q2 = I2 +Q2

2 − I2 −Q2P1,2A
−1
1 R2,1A2Q2

= I2 + (Q2 + I2)(Q2 − I2)−Q2P1,2A
−1
1 R2,1A2Q2

= I2 + (Q2 + I2)(−P2A2) +Q2P1,2A
−1
1 R2,1A2(P2A2 − I2),

(2.28)

where Q2 = I2−P2A2 is used in the last line of (2.28) by denoting of Q2 = qn+1(A) =

(I2 − pn(A)A) and P2 = pn(A). Then,

I2 + (Q2 + I2)(−P2A2) +Q2P1,2A
−1
1 R2,1A2(P2A2 − I2)

=I2 − (Q2P2 + P2)A2 +Q2P1,2A
−1
1 R2,1(A2P2 − I2)A2

=I2 − [(Q2P2 + P2) +Q2P1,2A
−1
1 R2,1(I2 − A2P2)]A2 = I2 −M2A2.

(2.29)

Now it is clear that the V-cycle geometric multigrid method (2.27) is

x
(3)
2 = [I2 −M2A2]x

(0)
2 +M2b2 = x

(0)
2 +M2(b2 − A2x

(0)
2 ), (2.30)

which is a Richardson iteration with the multigrid preconditioner M2. (2.30) shows

(2.25). If more than one layer is taken in a multigrid, we can obtain the precon-

ditioner matrix recursively. The only difference is that we use the multigrid again

to obtain the solution on the coarse mesh rather than the inverse of the matrix.
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Therefore, the multigrid preconditioner matrix Ml for l layers V-cycle multigrid can

be expressed recursively as follows:

M1 = A−1
1 ,

Ml = QlPl + Pl +QlPl−1,lMl−1Rl,l−1(Il − AlPl), (l ≥ 2).
(2.31)

In our implementation, the quadratic-polynomial preconditioned Chebyshev smoother

is applied to both pre-smoothing and post-smoothing, using the one-step local sym-

metric successive over relaxation method (SSOR) as the preconditioner. The values

of λmax(Al) and λ∗(Al), which are required in the Chebyshev iteration (see (2.23)),

are estimated by

λmax(Al) ≈ 1.1λmax(Hm), λ∗(Al) = 0.1λmax(Hm),

where Hm is the upper Hessenberg matrix (hi,j)m×m obtained by applying the

Arnoldi process (without preconditioning) to Al, as shown in Algorithm 1. We

use m = 10 for the eigenvalue estimate. A sequential direct solver is applied to the

coarsest mesh.

When the multigrid is used in the “Preconditioning” step in line 5 of Algorithm

1, we apply the multigrid preconditioner M̄j to a vector vj by setting a zero initial

x
(0)
2 = ~0 and b2 = vj in the multigrid solver, and run the V-cycle once. The

output will be the preconditioned vector zj = M̄jvj, turning a multigrid solver into

a preconditioner for Krylov subspace solvers. More details of the preconditioning

process can be found in, e.g., [1, 151].

2.5 MPI based parallel implementation

As a parallel simulator, we would like to brief the implementation of MPI par-

allelization in this chapter. It follows the standard procedure of solving PDE on a

uniform structured mesh.

Most High Performance Computing (HPC) platforms support MPI, and a variety

of implementations are available. MPI supports parallel computing using thousands
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of cores, to fully utilize the power of modern clusters. MPI is responsible for the

communication between different processes by sending and receiving messages. A

group of processes is defined in a communicator; each of which has a unique rank.

Processes communicate with one another using messages that include the process

rank and a tag. Moreover, MPI supports collective communication, to optimally

broadcast messages from one process to all the other processes.

In our implementation, we partition the 3D grid into Cartesian subgrids of equal

size in each direction. Each process stores only the portion of the solutions defined

in one of the subgrids. To reduce the communication latency, for each subgrid,

the number of cells in each direction is approximately equal. For example, suppose

we have a uniform mesh of 256 × 256 × 320 cells, which is to be distributed to 80

processes. We first decompose the entire grid into 4× 4× 5 subgrids; each process

will own a cubic subgrid with a size of 643.
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Figure 2.2: Explanation of communication for ne, np in a 2D case.

To apply the MUSCL scheme, each process requires inter-process communication

to retrieve the values of ne and np on the two adjacent layers of cells from its

neighbouring processes. For illustrative purposes, we only show the communication

in 2D cases in Figure 2.2. Figure 2.2 includes 9 processes labeled by their ranks.
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Here, we focus only on the 5th process, whose subgrid is located in the interior of the

domain, and stores an 8× 8 subgrid. To update the solutions on the top two rows

of the subgrid using the MUSCL method, a 2 × 8 stripe of cells of unknowns from

process 2 (indicated by the dark yellow) is required. Similarly, 2× 8 or 8× 2 strips

of cells of unknowns from processes 4, 6, 8 are required to update the solutions on

the other light-yellow grid cells. Similarly, to update the solution in processes 2, 6, 8

and 4, four stripes of 2×8 or 8×2 cells of unknowns from process 5 must be sent to

the corresponding processes. Generally, for a 3D uniform grid, an interior subgrid

whose size is M × N × P should receive 4(MN + NP + MP ) cells of unknowns

from the surrounding processes and should send the same number of unknowns to

them. Therefore, the local communication/computation ratio can be characterized

as following:

communication

computation
=

4(MN +NP +MP )

MNP
≤ 12

min{M,N,P}
, (2.32)

showing that the communication cost is one order of magnitude lower than the

computation for interior processes. We use ghost cells to address the boundary

conditions; therefore, the communication required for processes handling boundary

conditions is less than the communication required for interior processes.

The communication for solving the potential φ is similar as Figure 2.2, but the

communication stripes have a width of only one cell in most layers of the multigrid.

The only exception is that at the coarsest layer of the multigrid preconditioner where

a direct solver is used, gathering and broadcasting operations are still needed for a

small amount of data.

2.6 Numerical comparisons

In this section, we first adopt a 1D dimensionless model to illustrate the con-

vergence order and stability of our second-order semi-implicit scheme. Then, we

use a 3D problem to show the scalability of our simulator, and make a comparison

between several algebraic elliptic solvers.
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2.6.1 Comparison on convergence and stability

The following dimensionless model problem in 1D, which has a form similar to

(1.6), is adopted to show that the proposed semi-implicit scheme is second-order

accurate in time, and is more stable than the explicit schemes:
∂tne − ∂x(µ̃eEne)− D̃e∂xx(ne) = S exp(−K/|E|)µ̃e|E|ne,

∂tnp + ∂x(µ̃pEnp) = S exp(−K/|E|)µ̃e|E|ne, x ∈ I, t > 0,

− λ∂xxφ = np − ne, E = −∂xφ,

(2.33)

where I = (0, 1). Dirichlet boundary conditions φ(0, t) = 1 and φ(1, t) = 0 are

applied for φ = φ(x, t), while homogeneous Neumann boundary conditions are ap-

plied at all boundaries for ne = ne(x, t) and at inflow boundary for np = np(x, t).

Parameters in (2.33) are given by µ̃e = 1, µ̃p = 0.09, D̃e = 10−4, S = 1000 and

K = 4, while constant λ will be given later. Constant time steps τn = τ are used,

and the computation is performed until T = 0.05. It should be mentioned that the

dimensionless dielectric relaxation time constraint for (2.33) is same as (1.7), which

is

τ ≤ τdiel =
λ

max(µ̃pnp + µ̃ene)
. (2.34)

Different temporal schemes introduced in Section 2.2 are implemented with the same

spatial discretization.

Study of convergence In this testing example, we set λ = 10−3 in (2.33). The

initial value is ne(x, t = 0) = np(x, t = 0) = 10−6 + 0.1 exp(−100(x− 0.5)2). For all

the calculations in this example, we fix the ratio of the time step to the grid size

at τ/∆x = 0.25. The finite volume method with unlimited linear reconstruction

is applied for spatial discretization. The “exact solution” for (ne)ref and (np)ref are

calculated by second-order explicit scheme (2.3)–(2.5) with τ = 0.005/28 which is

sufficiently small. The numeric results are given in Tables 2.1 and 2.2.



38 Chapter 2. A Parallel Simulator for the Fluid Model

Table 2.1: L2-norm error of the second-order semi-implicit scheme (2.12)–(2.13) in

the 1D testing problem.

∆t 0.005 0.005/2 0.005/22 0.005/23 0.005/24 0.005/25

‖ne − (ne)ref‖ 3.1660×10−4 8.3832×10−5 2.1650×10−5 5.5097×10−6 1.3876×10−6 3.4508×10−7

order – 1.9171 1.9531 1.9743 1.9894 2.0075

‖np − (np)ref‖ 2.5303×10−4 6.3421×10−5 1.6028×10−5 4.0412×10−6 1.0134×10−6 2.5158×10−7

order – 1.9962 1.9844 1.9877 1.9956 2.0101

Table 2.2: L2-norm error of the first-order semi-implicit scheme (2.7) in the 1D

testing problem.

∆t 0.005 0.005/2 0.005/22 0.005/23 0.005/24 0.005/25

‖ne − (ne)ref‖ 1.7405×10−3 9.9821×10−4 5.3935×10−4 2.8098×10−4 1.4349×10−4 7.2514×10−5

order – 0.8021 0.8881 0.9408 0.9696 0.9846

‖np − (np)ref‖ 1.5186×10−3 8.8187×10−4 4.8021×10−4 2.5122×10−4 1.2856×10−4 6.5044×10−5

order – 0.7841 0.8769 0.9347 0.9665 0.9830

The results in Tables 2.1 and 2.2 clearly demonstrate that the proposed semi-

implicit scheme (2.12)–(2.13) is indeed second order time accurate, while the pre-

viously used semi-implicit scheme (2.7) is only first order time accurate, though

second-order spatial discretization is used.

It is worth emphasizing that the proposed second-order semi-implicit scheme

needs to solve the elliptic equation only once during each time step, the same as

the first-order semi-implicit scheme. To gain second order time accuracy, the only

additional cost is an explicit stage for np and ne at each time step, which is relatively

cheap compared with solving the elliptic equation.

Study of stability in terms of the dielectric relaxation time restriction

To show that the semi-implicit scheme (2.12)–(2.13) is able to alleviate the dielec-

tric relaxation time restriction, and is thus more stable than explicit schemes, we

perform the calculation with λ = 10−5 in (2.33). The initial value is ne(x, t = 0) =
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np(x, t = 0) = 10−6 + exp(−100(x− 0.5)2). Koren limiter is applied in finite volume

discretization.

Note the goal of this example is to check the instability raised by the dielectric

relaxation time restriction. As discussed after (2.20), the constraints of the time

step include the dielectric relaxation time constraint and the CFL-type stability

condition. In this 1D setting, they can be represented, respectively, by (2.34) and

τ ≤ τCFL =
∆x

Cγµ̃e|E|max + 2D̃e/∆x
. (2.35)

To get a good estimation of τdiel and τCFL for this test problem, we first perform the

simulation on a very fine mesh ∆x = 1/12800 with τ = 1/128000, using second-order

explicit scheme (2.3)–(2.5), and record the maximum values of |E| and (µ̃pnp+ µ̃ene)

throughout the simulation. Such results are considered to have sufficient accuracy,

so that we can use these values to get a precise estimation of τdiel defined in (2.34),

and the result is τdiel = 9.1736 × 10−6. To estimate τCFL, we insert the estimated

value of |E|max into (2.35), with Cγ set to be 2 and ∆x chosen as a relatively larger

cell size ∆x = 1/400, which yields τCFL = 4.7448 × 10−4. The numerical tests

presented below will be carried out on the uniform grid with ∆x = 1/400. Thus we

have τCFL ≈ 52τdiel, meaning that a much better efficiency can be achieved if we can

break the dielectric relaxation time constraint.

Five different time steps, i.e., 0.5τdiel, τdiel, 3τdiel, 10τdiel and 50τdiel, are used to

test the stability. All these five time steps are less than τCFL, and stability condition

(2.35) is always satisfied for all simulations before numerical blow-up occurs. We

consider a simulation to be unstable if ne > 10 is detected in this example. According

to our experiments, this condition always leads to a quick numerical blow-up of

the solution. In addition to the proposed semi-implicit scheme (2.12)–(2.13), we

implemented three other temporal discretizations for comparisons: the first-order

explicit scheme (2.2), the first-order semi-implicit scheme (2.7), and second-order

explicit scheme (2.3)–(2.5).

The results in Table 2.3 clearly show that the two semi-implicit methods remain

stable when the time step exceeds τdiel and reaches 50τdiel. In contrast, the two
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Table 2.3: Stability of different temporal discretizations on a 1D testing problem.

Temporal scheme τ = 0.5τdiel τ = τdiel τ = 3τdiel τ = 10τdiel τ = 50τdiel

2nd order semi-implicit (2.12)–(2.13) stable stable stable stable stable

1st order semi-implicit (2.7) stable stable stable stable stable

2nd order explicit (2.3)–(2.5) stable stable unstable unstable unstable

1st order explicit (2.2) stable stable unstable unstable unstable

explicit methods exhibit instability. As indicated, the stability condition (2.35) is

still fulfilled for all the time steps and schemes. Therefore the instability is caused

by the violation of the dielectric relaxation time constraint, and the semi-implicit

schemes truly allow larger time steps on this occasion.

Although we focus on the stability in this example, we can calculate the L2 errors

for all stable results in Table 2.3 using the numerical solution on the fine mesh as

the reference solution. The errors of stable results for all time steps and schemes are

at the order of 10−4 (ranging from 8.1734×10−5 to 9.0213×10−3), indicating that all

stable results in Table 2.3 still make reasonable predictions even when a relatively

large time step τ = 50τdiel is used with a coarse mesh size ∆x = 1/400.

As indicated in Section 2.3, the dielectric relaxation time constraint is not always

the tightest time step constraint generally. However, the newly proposed semi-

implicit method provides an alternative other than the explicit schemes. In addition,

it requires solving the elliptic equation only once during each time step, while the

explicit scheme (2.3)–(2.5) requires twice, which outweigh its possible drawback in

the slower computation of the variable coefficient elliptic equation, as will be shown

in Section 2.6.3.

2.6.2 Scalability of MPI parallelization

The scalability means the ability to reduce the execution time as the number of

cores increases. Scalability can be measured by speedup Sp, which is the ratio of

the execution time of the sequential program to the execution time of the parallel
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program over p processes.

We developed our codes based on the well-known PETSc [8]. PETSc contains

data structures and routines for both scalable and parallel solutions of partial differ-

ential equations, and it supports MPI parallelism. The simulations were performed

on the cluster Tianhe2-JK located at Beijing Computational Science Research Cen-

ter. It includes 514 computational nodes, each of which is equipped with two Intel

Xeon E5-2660 v3 CPUs (10 cores, 2.6 GHz) and 192 GB of memory. The nodes

are connected by a TH high-speed network interface. More details can be found at

https://www.csrc.ac.cn/en/facility/cmpt/2015-05-07/8.html.

Unless otherwise stated, we used the following setup for a double-headed streamer

in a homogeneous field between two parallel planes (at atmospheric pressure p =

760 Torr, with applied voltage φ0 = 52 kV between 1 cm, which are typical values

introduced in Section 1.2.2) in following testings and applications in this chapter,

n0(~x) = 10−6 + exp

(
−
(
z − 0.5

σz

)2

−
(

(x− 1)2 + (y − 1)2

σ2
r

))
, (2.36)

where σz = 0.027 and σr = 0.021.

The convergence criterion for the iterative algebraic elliptic solver Aφ̃ = β is

given by a tolerance of the relative residual, i.e., the iteration continues until

‖Aφ̃− β‖2

‖β‖2

< ε, (2.37)

where the tolerance ε is set to ε = 10−8 in all the simulations hereafter.

The scalability of our simulator, which is the second-order semi-implicit scheme

(2.12)–(2.13) combined with multigrid preconditioned FGMRES elliptic solver, is

tested. We consider a domain Ω = (0, 1)× (0, 1)× (0, 1), with three different mesh

sizes: 256 × 256 × 320, 512 × 512 × 640 and 1024 × 1024 × 1280. The time step is

chosen to be proportional to the mesh size, which is τn = ∆z/vch with vch being the

maximum characteristic speed. Here we choose vch = 3µ̃e|Ez| and Ez = 4 to ensure

stability. Using a fixed time step τ = τn, we execute the code for 50 time steps, and

record the elapsed wall-clock time for the whole run. Additionally, to obtain a more
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reliable result, we execute the same code five times and take the average at each

mesh size.

The code is executed over different numbers of nodes, using all 20 cores in each

node. This mode (in which all available cores are used in each node) is called the

“compact mode” in [137]. The average elapsed times are given in Table 2.4.

Table 2.4: Mean time (s) for 50 time steps on three different meshes, using second-

order semi-implicit scheme with multigrid preconditioned FGMRES, with 20 cores

in each node. Mesh 1, Mesh 2 and Mesh 3 refer to 256× 256× 320, 512× 512× 640

and 1024× 1024× 1280, respectively.

Number of nodes 1 2 4 8 16 32 64 128

Mesh 1 299.94 149.31 74.743 37.093 19.003 11.645 17.234 –

Mesh 2 3007.2 1261.3 609.70 305.39 156.41 79.722 49.806 –

Mesh 3 – – – 3753.5 1375.1 560.89 305.13 181.97

Note that the times shown in the tables are the average values over five runs,

each with 50 time steps, instead of the average times for a single time step. The

data are summarized in Figure 2.3 for clarity, where relative speedup denotes the

speedup with respect to the execution time using the smallest number of nodes in

Table 2.4.

Generally the satisfactory scalability of our program can be seen in Figure 2.3.

Figure 2.3(a) shows a nearly linear speedup when the number of nodes is small.

When 32 or more nodes are used, the speedup obviously becomes sublinear. In

particular, the time consumed for 64 nodes is even larger than that for 32 nodes.

The reason is that the ratio of communication to computation becomes larger as

the number of nodes increases. This tendency is visible in Figures 2.3(b) and 2.3(c)

even though the larger computational work load postpones the significant drop of

the parallel efficiency. It is interesting that in these two figures, we sometimes obtain

a performance even better than the ideal case. One possible explanation for this

phenomenon is that when the number of nodes is small, each node is heavily loaded,
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(c) mesh size 1024× 1024× 1280

Figure 2.3: Scalability of the second-order semi-implicit scheme using the multigrid

preconditioned FGMRES solver over three meshes. Summarized from Table 2.4.
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causing a lower cache hit ratio [68, Overview & Chapter 1]; while for each process,

the amount of data required for communication is relatively large, causing more

network latency. Such a phenomenon can also be observed clearly in Table 2.4.

2.6.3 Comparison of different algebraic elliptic solvers

In this subsection, we first study the performance of multigrid preconditioned

FGMRES solver and then compare it with R&B SOR and other multigrid precon-

ditioned Krylov subspace methods.

We again adopt the double-headed streamer in homogeneous field for testing

purposes, using the same configuration as in Section 2.6.2 and three different mesh

sizes 256 × 256 × 320, 512 × 512 × 640 and 1024 × 1024 × 1280. As mentioned

in Section 2.4.2, a zero initial guess and the FMG preconditioner are used in the

first time step; subsequently, the V-cycle multigrid preconditioner is applied. We

simulate the double-headed streamer until 2.5 ns (dimensionless T ≈ 4.9605×10−2),

using a fixed time step of ∆tn = 2 ps (τn ≈ 3.9684 × 10−5). Therefore, 1250 time

steps are required to finish the simulation.

We execute our program on 640 cores, distributed among 32 nodes, with 20 cores

on each node. We record the maximum wall-clock time consumed by the elliptic

solver over all cores, including both the computation and communication in the

solver as well as the assembly of the coefficient matrix and the right-hand side. The

total times consumed by the elliptic solver are 320.76 s, 1813.2 s and 14001 s for the

three aforementioned mesh sizes, respectively, and these do not exceed linear growth

with the number of DOFs. Note that these times do not include the computation

for quantities other than φ.

The number of iterations at each time step, for the multigrid preconditioned

FGMRES solver in second-order semi-implicit scheme (2.12)–(2.13), is shown in

Figure 2.4, with the tolerance of the residual is set to 10−8. Except the first time

step, the elliptic solver requires only 2 to 4 iterations, and the number of iterations

does not increase as the mesh is refined. Figure 2.5 shows the rapid reduction of the
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relative residual.

Next, we compare our FGMRES solver with other multigrid preconditioned

Krylov subspace methods [141, Chapter 6–9], including Conjugate Gradient (CG),

Conjugate Gradient Squared (CGS), Bi-CGSTAB (BiCGSTAB), GMRES, and Flex-

ible Conjugate Gradients (FCG). For all these algebraic solvers, we use the same

geometric multigrid preconditioner described in Section 2.4.2, with the same con-

vergence criterion ε = 10−8. From the previous test, we can see that the number of

iteration steps does not vary significantly in the evolutionary process. Hence, for a

quick test, we run the same simulation using the same parallel settings but for only

50 steps with a slightly larger time step (τn = 6.5104× 10−5). Table 2.5 shows the

times consumed by the different Krylov subspace solvers; each time is the average

of five runs. Manifestly, FGMRES works best with the multigrid preconditioner,

consuming the least computation time in all cases.

Table 2.5: Time costs of different elliptic solvers using 640 cores over 50 time steps

using the proposed second-order semi-implicit scheme.

Mesh size: 256× 256× 320

Method FGMRES GMRES CG FCG CGS BiCGSTAB

Mean time (s) 10.589 12.588 12.584 12.415 14.084 14.044

Ratio (on FGMRES) 1 1.1888 1.1884 1.1724 1.3301 1.3263

Mesh size: 512× 512× 640

Method FGMRES GMRES CG FCG CGS BiCGSTAB

Mean time (s) 75.401 91.058 91.696 91.913 103.19 103.31

Ratio (on FGMRES) 1 1.2076 1.2161 1.2190 1.3685 1.3701

Mesh size: 1024× 1024× 1280

Method FGMRES GMRES CG FCG CGS BiCGSTAB

Mean time (s) 511.38 654.50 655.65 659.29 741.57 740.00

Ratio (on FGMRES) 1 1.2799 1.2821 1.2892 1.4501 1.4471
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(c) mesh size 1024× 1024× 1280

Figure 2.4: Iteration step for multigrid preconditioned FGMRES solver at each time

step by the second-order semi-implicit scheme, on three different meshes.
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(c) 1st step, mesh 1024× 1024× 1280

Figure 2.5: Relative residual at each iteration for the multigrid preconditioned FGM-

RES solver in first step on three different meshes.
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We also implement and test the second-order explicit scheme (2.3)–(2.5) using

the same configurations. The results are shown in Table 2.6, and the FGMRES solver

still performs outstandingly. Here we emphasize again that in the explicit scheme, we

need to solve the constant coefficient Poisson equation that requires matrix assembly

only at the initial step. Even so, for most of the Krylov subspace solvers, the times

shown in Table 2.6 are larger than the times in Table 2.5. This result occurs because

in each time step, our second-order semi-implicit method needs to solve the elliptic

problem only once, while the explicit method needs twice, provided that our solver is

efficient for both coefficient constant or varied Poisson equation. The only exception

is the FGMRES method, in which the explicit scheme has better performance.

Table 2.6: Time costs of different elliptic solvers using 640 cores over 50 time steps

by the second-order explicit scheme.

Mesh size: 256× 256× 320

Method FGMRES GMRES CG FCG CGS BiCGSTAB

Mean time [s] 10.306 13.550 13.724 13.941 17.039 17.014

Ratio (on FGMRES) 1 1.3148 1.3317 1.3527 1.6533 1.6509

Mesh size: 512× 512× 640

Method FGMRES GMRES CG FCG CGS BiCGSTAB

Mean time [s] 61.028 94.798 95.294 95.398 119.30 119.61

Ratio (on FGMRES) 1 1.5534 1.5615 1.5632 1.9548 1.9599

Mesh size: 1024× 1024× 1280

Method FGMRES GMRES CG FCG CGS BiCGSTAB

Mean time [s] 352.88 694.12 689.98 695.97 867.26 865.01

Ratio (on FGMRES) 1 1.9670 1.9553 1.9723 2.4577 2.4513

As Tables 2.5 and 2.6 show, the time consumption is roughly proportional to

the number of DOFs, indicating the excellent performance of the multigrid precon-

ditioner. In fact, the mean time for all the solvers scales sublinearly. One possible
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reason is that the average number of iterative steps for a small grid size may be

larger, as shown in Figure 2.4. In addition, the communication time may grow only

sublinearly, especially when the amount of data being transferred is small.

Our results also show that the proposed algebraic elliptic solver outperforms the

R&B SOR solver introduced in [137], which consumes approximately 55 seconds

on 200 cores to converge to a relative residual lower than 10−6 on an 8003 grid

(see Figure 6(c) in [137]). For comparison purposes, we assume a linear speedup

for R&B SOR; then, the same solver costs 55/(640/200) ≈ 17.2 seconds on 640

cores. In our numerical test, even for a much larger grid size 1024 × 1024 × 1280

(≈ 2.62 × 8003), solving a single linear system to a tolerance of 10−8 requires only

352.88/(50× 2) = 3.52 seconds. Here, we use the value from Table 2.6 because the

constant coefficient Poisson equation was solved in [137]. In addition, Figure 6(b)

and Figure 6(c) in [137] imply that the time complexity of the R&B SOR method

is higher than O(N)(even higher than O(N logN)) where N is the total number of

DOFs. It should be remarked that the performance depends on the hardware and

network, and this comparison is based on the data obtained on two independent

high performance clusters. The cluster in [137] is built using Intel Xeon E5-2680 v2

processors (10 cores, 2.8 GHz) and that of Tianhe2-JK are Intel Xeon E5-2660 v3

CPUs (10 cores, 2.6 GHz).

2.7 Applications

In this section, we carry out two applications with different initial settings to

compare the 3D results with the results obtained by the 2D moving mesh method,

and to study the interactions of two streamers. The semi-implicit method (2.12)–

(2.13) with adaptive time stepping (2.20) is used. When choosing the time step

for our second-order semi-implicit scheme, we are unable to choose τn according

to (2.20) directly because τn should be given before we solve φn+1/2 in (2.17), and

~En+1/2 can be computed only after obtaining φn+1/2. Therefore, as an alternative,
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we may choose a relatively small τ0 at the first step, and then update time step by

(2.20) with ~En+1/2 is replaced as ~En−1/2 and multiplying a safety factor 0.5 to it.

We use simplified conditions without considering detailed models like the chemical

reactions, because we aim towards code verification and proof of principle, which is

by itself already very challenging for streamer simulations.

2.7.1 Double-headed streamer propagation

The first application is the double-headed streamer in a homogeneous field. A

computational domain Ω = (0, 1) × (0, 1) × (0, 1) is used; however, the numerical

results are nearly indistinguishable from the results computed on a larger domain

(0, 2) × (0, 2) × (0, 1). The initial charge n0(~x) is a Gaussian located at the center

of the domain (see (2.36)).

A very fine mesh with 2048 × 2048 × 2560 cells is used in the simulation, com-

prising a total of more than 10.7 billion cells. For MPI parallelism, 1280 CPU cores

(64 nodes) are used. The initial time step is set to 2 ps (τn ≈ 3.9684 × 10−5), and

the adaptive time step is subsequently selected. The simulation requires 1558 steps

to reach the final time 2.5 ns, resulting in an average time step of 1.6 ps.

Figure 2.6 shows the electric field along the z-axis at the center of the streamer

channel (x = y = 0.5). The result in [14], which used moving mesh method in

2D simulation, is provided as a reference, and the two are in close agreement. It

should be noted that [14] assumes streamer to be axisymmetric and therefore solve

the 3D problem (1.6) in 2D. At t = 2 ns, the positive (cathode-directed) and the

negative (anode-directed) streamer move approximately 0.19 and 0.26 cm, respec-

tively, measured using the position of the highest electric field strength. At t = 2.5

ns, they move approximately 0.28 and 0.36 cm. Hence, the average velocities of neg-

ative and positive streamer from 2 to 2.5 ns are estimated approximately 2.0× 108

and 1.95 × 108 cm/s, in other words, no obvious difference. Although the nega-

tive streamer propagates faster than the positive streamer at the beginning of the

propagation, the difference in velocity becomes much smaller after 1.5 ns. The
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Figure 2.6: Electric field Ez along the line x = 0.5, y = 0.5 in a double-headed

streamer (reference data taken from [14]).

experimentally measured velocities of streamers vary under different experimental

conditions by an order of magnitude [178], but the typical measured velocities are

similar to those obtained in this simulation.

The contours of the electron density and net charge densities on the plane y = 0.5

are shown in Figure 2.7 and Figure 2.8, respectively. The results in Figure 2.7 are

very similar to the results obtained in [14]. Figure 2.8 clearly shows that at the

front of the streamers’ head, a thin layer of net charge that has the same polarity

as the streamer exists. The thickness of this layer is approximately 0.2 mm to 0.3

mm, and the maximum net charge density is on the order of 1µC/cm3, which is

approximately between 1012 and 1013 charged particles per cm3.

2.7.2 Interactions of two cathode-directed streamers

The second application considers the interactions of two cathode-directed stream-

ers. A 3D simulation enables study of streamer discharges without assuming the

axisymmetry. The settings of these simulations are the same as those described in

Section 2.7.1 and 2.6.2, except that the initial conditions are set to be the sum of
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Figure 2.7: Electron density on the y = 0.5 plane in a double-headed streamer at

1.5 and 2.5 ns.
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planes in a double-headed streamer at 1.5 and 2.5 ns. Here net charge density

equals to the density of the charge carriers (np − ne) times the elementary charge

(1.602× 10−13µC).
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two Gaussians:

n0(~x) = 10−6+ exp

(
−
(

(x− 0.5− x0)2 + (y − 0.5)2 + (z − 1)2

σ2

))
+ exp

(
−
(

(x− 0.5 + x0)2 + (y − 0.5)2 + (z − 1)2

σ2

))
,

(2.38)

where 2x0 describes the distance between the centers of the two Gaussian-shaped

seed charges, and σ = 0.03. We set x0 to σ, 2σ and 3σ, to study the effects of

different distances between the two streamers on the interactions.

Figures 2.9–2.11 show the evolution of the electric field, net charge and electron

density for different x0 in (2.38) when time t = 1.5, 2.5 and 3.5 ns. When the two

Gaussians are close (e.g., x0 = σ), the two streamers clearly merge into one. When

the distance between the two Gaussians is slightly larger (e.g., x0 = 2σ), the strong

repulsion resulting from the net charge layer at the fronts of the streamers causes

the streamers to no longer propagate in the direction of the applied field; however,

the distribution of positive ions has already merged by t = 3.5 ns, and the two

streamers become closer as they propagate.

This may be partly explained as follows. The electric field in the centre of

the two streamers (i.e., at x = 0.5) is along the direction of the applied field and

perpendicular to the electrodes, while the electric fields on the left and right sides

of this line have opposite directions, both pointing away from the streamers, which

drives the electrons toward the streamers and leaves behind the positive ions in this

area. However, this positive net charge greatly enhances the local electric field and

attracts the seed electrons (which may be generated by nonlocal photoionization

[104]) ahead of it to this area. Hence, the electron density gradually increases due

to the collision ionization, which causes the possible merging of the two streamers.

To more focus on the simulator, we here have used a background photoionization

rate for simplicity [46]. However, the basic observations are consistent with those in

[104] which indicates that two adjacent streamers can interact through electrostatic

repulsion and through attraction due to nonlocal photoionization. We will study

this using a more detailed photoionization model in next chapter.
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Figure 2.9: Electron density, net charge density and electric field (Ex, Ez) for the

interaction between two streamers for x0 = σ.
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Figure 2.10: Electron density, net charge density and electric field (Ex, Ez) for the

interaction between two streamers for x0 = 2σ.
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Figure 2.11: Electron density, net charge density and electric field (Ex, Ez) for the

interaction between two streamers for x0 = 3σ.



Chapter 3
Accurate and Efficient Calculation of

Photoionization

Photoionization plays an important role in streamer discharge, especially for pos-

itive streamer. In this chapter, we focus on the accurate and efficient calculation

of photoionization based on the classical integral model derived by Zheleznyak et

al. [179]. Firstly, the integral model and previous approximations on it are briefly

reviewed. Secondly and most importantly, the fast multipole method is described for

the evaluation of the integral. Thirdly, numerical testing reports the performance

of this evaluation in comparison with other approximations. Finally, we shows nu-

merical applications for interacting streamers with the inclusion of photoionization.

3.1 Existing approaches

To make the contents self-contained, we briefly review commonly used approaches

for photoionization calculations. Due to the occurrence of a large amount of physical

parameters, we would like to use the fluid model without nondimenionalization (1.3)

in this chapter.

57
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3.1.1 Classical integral photoionization

The widely used photoionization model derived by Zheleznyak et al. [179] de-

scribes the photoionization rate Sph in (1.3) by

Sph(~x) =

∫∫∫
V ′

I(~y)g(|~x− ~y|)
4π|~x− ~y|2

d~y, ∀~x ∈ V, (3.1)

where V ′ is the source chamber in which the photons are emitted, and V is the col-

lector chamber where the photons are absorbed, I(~y) is proportional to the intensity

of the source radiation:

I(~y) = ξ
pq

p+ pq

ω

ᾱ
Si(~y), (3.2)

where ξ is the photoionization efficiency, pq is the quenching pressure, p is the gas

pressure, ω and ᾱ are the excitation coefficient of emitting states without quenching

processes and the effective Townsend ionization coefficient, respectively, with ω
ᾱ

being

a coefficient to be determined by experiments, and Si is the effective ionization rate

given in (1.4). The function g(r) = g(|~x− ~y|) in (3.1) is given by

g(r)

p
O2

=
exp(−χmin pO2

r)− exp(−χmax pO2
r)

p
O2
r ln(χmax/χmin)

, (3.3)

where r = |~x − ~y|, p
O2

is the partial pressure of oxygen, χmax = 2 cm−1 Torr−1 and

χmin = 0.035 cm−1 Torr−1 are the maximum and minimum absorption coefficients of

O2 in wavelength 980-1025 Å, respectively, as indicated in [179]. Note that when we

define g(r) in (3.3), we follow [18, 130, 179] to write g(r)/p
O2

on the left-hand side

so that the right-hand side is dependent directly on the product p
O2
r. Interested

readers may refer to [179] and [130] for more details.

Clearly, (3.1) is a convolution in three dimensions. A naive numerical implemen-

tation of (3.1) requires a whole domain quadrature for every point ~x ∈ V , which

requires a time complexity O(N2) with N being the total number of degrees of

freedom. One idea to reduce the computational cost is to use a coarse grid in the

weak field at the price of possibly losing some accuracy, as [80] did in the three

dimensional cases with cylindrical symmetry.
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3.1.2 Helmholtz PDE approximation

Instead of a straightforward computation of the integral, the efficiency can be

significantly enhanced by converting it into a problem of differential equations at

the expense of losing some accuracy. One important and pioneer work was done in

[105], which approximates the photoionization kernel as the sum of the fundamental

solutions of a number of partial differential equations. The function g(r) defined by

(3.3) is approximated as follows:

g(r)

p
O2

≈ p
O2
r

NE∑
j=1

Cj exp(−λjpO2
r), (3.4)

where λj and Cj (1 ≤ j ≤ NE) are constants that can be fit numerically [18, 105].

Consequently, it suffices to take the linear combination of Sph,j to approximate the

integral (3.1)

Sph(~x) ≈
NE∑
j=1

CjSph,j(~x), (3.5)

where Sph,j(~x) is the solution of the following modified Helmholtz equation

(−∆ + (λjpO2
)2)Sph,j(~x) = (p

O2
)2I(~x). (3.6)

This conversion makes use of the Green’s function G(r) =
exp(−λjpO2

r)

4πr
of the mod-

ified Helmholtz equation (3.6) with proper boundary condition. The resulting el-

liptic equation (3.6) can be solved efficiently by numerous fast elliptic solvers like

multigrid-preconditioned FGMRES method mentioned in Chapter 2.4.

NE = 2 was used in [105], and the constants λj and Cj were chosen to fit

the low-pressure experimental data from [135] (the misprint of these constants is

corrected in [49]). NE = 3 was suggested in [18] for a better fitting for the range

1 < p
O2
r < 150 Torr·cm, and the constants λj and Cj are chosen to fit the function in

Eq. (3.4) since it agrees well with both the low-pressure experimental data from [135]

and the experimental data in atmospheric air from [3], as indicated in [125]. While

zero boundary conditions were used in [105], it is suggested in [18] that the boundary
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Table 3.1: Coefficients of three-exponential (NE = 3) approximation in (3.4) [18].

j Cj (cm−2 Torr−2) λj (cm−1 Torr−1)

1 1.986× 10−4 0.0553

2 0.0051 0.1460

3 0.4886 0.89

condition for (3.6) can be provided by computing the integral (3.1). In this thesis,

we take the three-term exponential approximation and adopt the coefficients in [18]

listed in Table 3.1.

3.1.3 Three-group radiative transfer approximation

Another type of differential equations that can facilitate the computation of the

photoionization rate is the radiative transfer equation. In [18,23,144], the following

multi-group approximation of the steady-state radiative transfer equation is chosen

to describe the intensity of radiation Ψj for the j-th group of spectral frequency:

~ω · ∇Ψj(~x, ~ω) + κjΨj(~x, ~ω) =
nu(~x)

4πc τu
, j = 0, 1, · · · , Nν , (3.7)

where ~ω ∈ S2 is the solid angle defined on the unit sphere, κj is the absorption

coefficient, nu is the density of the species with the excited state u, c is the speed of

light and τu is the radiative relaxation time for the state u. Here the scattering and

the change in frequency of the photons during collisions with molecules have been

neglected [23, 144]. For photoionization in air, κj = λj pO2
, and for simplicity, only

one excited state is considered

nu(~x)

τu
=
I(~x)

ξ
, (3.8)
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Table 3.2: Coefficients of three-group (Nν = 3) approximation in (3.10) [18].

j Aj (cm−1 Torr−1) λj (cm−1 Torr−1)

1 0.0067 0.0447

2 0.0346 0.1121

3 0.3059 0.5994

with λj to be determined by data fitting [18, 144, 179]. The photoionization rate is

then proportional to the weighted sum of the integral of Ψj over ~ω ∈ S2:

Sph(~x) =
Nν∑
j=1

Aj ξ pO2
c

∫
S2

Ψj(~x, ~ω)d~ω,

=
Nν∑
j=1

Aj ξ pO2
c

∫∫∫
V

nu(~y)

c τu

exp(−λjpO2
|~x− ~y|)

4π|~x− ~y|2
d~y,

(3.9)

where Aj are also parameters which can be fit according to the experimental data,

and we have applied the analytical solution of the radiative transfer equation to

express the right-hand side. To determine the parameters, it is noticed that (3.9) is

identical to (3.1) if

Nν∑
j=1

AjpO2
exp(−λjpO2

r) = g(r), r = |~x− ~y|, (3.10)

where g(r) is given in (3.3), and the coefficient Aj and λj (1 ≤ j ≤ Nν) are deter-

mined by fitting the left hand side of (3.10) with g(r) in the range 0.1 < p
O2
r <

150 Torr·cm [18]. The results for three-group (Nν = 3) approximation are shown in

Table 3.2.

Instead of computing the integral in (3.9), a more efficient way to get the intensity

function Ψj is to solve (3.7) as an differential equation. For example, in [23], a direct

solver of (3.7) is employed for two-dimensional axisymmetric discharges using the

finite volume method for both space and angular variables.

However, the radiative transfer equation (3.7) is still a five-dimensional partial

differential equation. Further reduction of dimensionality can be realized by the
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improved Eddington or SP3 approximation [18, 144,182]. In [83], the simplified PN

(SPN) approximations of optically thick radiative heat transfer equations are theo-

retically derived by asymptotic analysis. SPN approximations are introduced in [144]

to obtain a fast numerical simulation for the photoionization source term mainly with

monochromatic (one-group) approximation. The SPN approximations for photoion-

ization are further improved in [18], and extended to multi-group approximation,

including the three-group SP3 method which approximates the isotropic part of the

solution by [18,144] ∫
S2

Ψj(~x, ~ω)d~ω =
γ2φj,1(~x)− γ1φj,2(~x)

γ2 − γ1

, (3.11)

where γn = 5
7

[
1 + (−1)n3

√
6
5

]
with n = 1, 2, and φj,1(~x) and φj,2(~x) are solutions

of the following two Helmholtz equations(
−∆ +

(λjpO2
)2

µ2
1

)
φj,1(~x) =

λjpO2

µ2
1

nu(~x)

c τu
, (3.12)(

−∆ +
(λjpO2

)2

µ2
2

)
φj,2(~x) =

λjpO2

µ2
2

nu(~x)

c τu
, (3.13)

with the coefficients µn =

√
3
7

+ (−1)n 2
7

√
6
5

(n = 1, 2). The equations (3.12)-(3.13)

need to be equipped with proper boundary conditions (BCs). In [18], the BCs

for (3.12)-(3.13) are obtained directly from the integral model (3.1), which requires

numerical integrations over the whole domain for all the grid points on the boundary.

Later in [98], the same authors proposed the following more efficient BCs based

on [83] for a boundary surface without reflection and emission:

∇φj,1 · ~n+ α1(λjpO2
)φj,1 = −β2(λjpO2

)φj,2, (3.14)

∇φj,2 · ~n+ α2(λjpO2
)φj,2 = −β1(λjpO2

)φj,1, (3.15)

where ~n is the outward unit normal vector, αn = 5
96

(
34 + (−1)n−111

√
6
5

)
and

βn = 5
96

(
2 + (−1)n

√
6
5

)
(n = 1, 2). A comparison of these two BCs can be found

in [24, Chapter III.6].
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3.2 Fast multipole method for the evaluation of

integral

As can be seen from the Sections 3.1.2 and 3.1.3, different methods based on

differential equations have been proposed to approximate the integral (3.1) or (3.9),

leading to much higher numerical efficiency. However, these methods may suffer

numerical issues, i.e. the approximation errors might be significant in some cases.

On the other hand, despite the high computational cost [49], the results calculated

from the integral form are free of further approximations, therefore, these results

are often used as reference solutions [18, 24, 144]. Moreover, the integral form can

be easily extended to stochastic versions [25, 153]. The importance of the integral

form inspires us to tackle the original integration problem (3.1) directly using fast

algorithms. The exponential decay of the kernel with respect to the distance (see

(3.3)) reminds us to adopt the fast and accurate fast multipole method [172, 173],

which utilizes the low-rank structure of far-away interactions to gain significant

speed-up. As a result, the description in this section is mainly based on [172].

3.2.1 General idea

The fast multipole method used in this thesis [96] is established based on the

fast evaluation of the numerical quadrature of (3.1). For convenience, we discretize

Sph and ne on the same mesh. In general, the integral (3.1) can be discretized as

Sph(~xi) =

Npt∑
j=1

G(~xi, ~yj)I(~yj), i = 1, · · · , Npt, (3.16)

where G(·, ·) is the discrete kernel function calculated from the corresponding func-

tion in (3.1) and the numerical quadrature weights. In this thesis, we apply the

midpoint quadrature rule on each grid cell unless ~xi and ~yj are in the same grid

where the second-order Gauss-Legendre quadrature rule is alternatively applied.

We remark that this is not essential and other numerical quadratures can also be

used.
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The kernel-independent adaptive fast multipole method [172] does not require

the implementation of multipole expansions [30, 59] of the kernel function. Based

on a hierarchical tree, it uses a continuous equivalent density on a surface enclosing

a box to represent the potential generated by sources inside the box. Given a set

of Npt points in three dimensions, a hierarchical octree is constructed adaptively

such that each leaf cube of the tree contains no more than m points, where m is

a selected constant. This octree can be built from a sufficiently large root cube to

contain all Npt points, and then subdivided to equal-sized sub-cubes recursively if

the current cube contains more than m points. For illustrative purpose, an example

of the hierarchical tree in two dimensions (2D), i.e. quadtree, is shown in Figure

3.1.
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Figure 3.1: An example of a hierarchical tree in 2D, with Npt = 10, m = 2. The

arrows show the construction procedure, and the circles with “+” denote the Npt

points.

To sketch the idea, we consider the simple case where the source points are

uniformly distributed. This corresponds to the case when the uniform mesh is

applied in the discretization of I(~y) in (3.2). In this case, for each target point ~xi in

a cube or box B, fast multipole method splits the summation (3.16) into two parts,

namely, near interactions and far interactions:

Sph(~xi) =
∑

~yj∈N (B)

G(~xi, ~yj)I(~yj) +
∑

~yj∈F(B)

G(~xi, ~yj)I(~yj), (3.17)

where N (B) and F(B) are the near range and far range of B, respectively. For

~yj ∈ N (B), the interactions with all ~xi ∈ B are calculated directly. For the points

~yj ∈ F(B), the interactions can be approximated with controlled accuracy due to
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B

F(B)

N (B)

Figure 3.2: Cross section of near range N (B) and far range F(B) of a box B in 3D.

The blue thick side is the boundary of B, green part is N (B) and red part is F(B).

the low-rankness of G(~xi, ~yj). If a box is centered at ~c with side length 2r, then

N (B) is defined as a box centered at ~c with side length 6r, and F(B) is the domain

outside N (B) (See Figure 3.2).

In (3.17), the summation for points ~yj ∈ F(B) can be approximated using the

hierarchy tree. The idea is composed of two parts: 1) represent the potential gener-

ated from source points inside any box B by some equivalent source points enclosing

B; 2) represent the potential generated from source points in F(B) by other equiva-

lent source points enclosing B, which gives an approximation to the summation for

points ~yj ∈ F(B) in (3.17). The first part is implemented by post-order traversal

of the hierarchical tree. If B is a leaf box, the potential generated from the source

points inside B is represented by several equivalent points surrounding the box, as

is called the multipole expansion to be defined in (3.18). If B is not a leaf box,

its multipole expansion can be accumulated from the multipole expansion of all its

children boxes by “M2M translation” to be defined in (3.20). With the help of the

equivalent source points in the first part, we can approximate the potential in B

from original source points in F(B) by a small number of equivalent source points

in F(B) calculated from the first part. This is the idea of the second part, and

we similarly represent the potential generated from source points in F(B) by some

equivalent source points surrounding B, as is called the local expansion to be defined



66 Chapter 3. Accurate and Efficient Calculation of Photoionization

in (3.19). The second part is implemented by pre-order traversal of the hierarchical

tree. If a non-root box B is embedded in its parent box P(B), its local expansion

is calculated from: the accumulation of the local expansion of P(B), which is called

“L2L translation” to be defined in (3.22); and the multipole expansion of the boxes

in N (P(B)) but not adjacent to B, as it is implemented by the operation called

“M2L translation” to be defined (3.21).

Next we will show more details about the kernel-independent FMM in the next

two subsections: firstly introduce multipole expansion and local expansion in the

FMM, and then show three translations among them: M2M (multipole to multipole),

M2L (multipole to local) and L2L (local to local). For simplicity, we would like to

neglect the vector symbol on ~x and ~y when introducing FMM.

3.2.2 Multipole and local expansions

In this subsection, multipole expansion and local expansion are introduced.

Multipole expansion Multipole expansion of a box B is used to represent the

potential in F(B), generated by the source inside B. Two surfaces of the cube are

introduced for the approximation, upward equivalent surface yB,u and upward check

surface xB,u. The equivalent surface yB,u should be taken to enclose B, and check

surface xB,u encloses equivalent surface yB,u. Moreover, both yB,u and xB,u should

locate inside N (B). See these two box surfaces in Figure 3.3.

An upward density function φB,u(y), or the density φB,uk = φB,u(yB,uk ) on several

upward equivalent source points yB,uk ∈ yB,u, is introduced to represent the potential

in F(B), generated by the source inside B. If the upward check potential qB,u(x)

at the check surface xB,u, evaluated from the source in B, is equal to the potential

qB,u(x) evaluated from the equivalent source φB,uk , then these source density points

φB,uk can be used to represent the potential outside the check surface xB,u including

F(B). This is because of the uniqueness of the Dirichlet boundary value problem

(similar to the method of image charges in electrostatics). The equality is written
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B
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xB,u

yB,u

(1)
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yB,d

xB,d

(1)

(2)

Figure 3.3: Cross section of equivalent surfaces and check surfaces in multipole

expansion (left subfigure) and local expansion (right subfigure) of box B. Dashed

lines with red dots denote equivalent surfaces, where red dots can be viewed as

equivalent sources. Dotted lines with blue dots denote check surface, where blue

dots can be viewed as check points. Green shadow is the near range of B. Circles

with “+” denote source points. Step (1) in blue arrow is the evaluation of potential

on check surface, and step (2) in red arrow is the calculation of equivalent density

on equivalent surface.

as ∑
k∈Id(yB,u)

G(xB,uj , yB,uk )φB,uk = qB,u(xB,uj ) =
∑
i∈IBs

G(xB,uj , yi)I(yi), ∀j ∈ Id(xB,u),

(3.18)

where IBs is the index set of the source points inside B, Id(yB,u) is the index set of

discrete source points on yB,u and Id(xB,u) is the index set of discrete check points on

xB,u. A prescribed number m0 is used to denote the number of discrete equivalent

source points at each side of yB,u, and this number is identical to the number of

check points at each side of xB,u.

Local expansion Local expansion is used to represent the potential inside a box

B, generated by the source in F(B). Similar to the multipole expansion, a downward

equivalent surface yB,d with downward equivalent density φB,d on it, is introduced.

At the same time, downward check surface xB,d with downward check potential qB,d
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is used to check the equality of potential generated by the source in F(B) and the

one generated by φB,d. Different from the multipole expansion, yB,d should enclose

xB,d, since in the local expansion we want to approximate the potential inside B.

Again both yB,d and xB,d should locate between B and F(B). Two surfaces are

shown in Figure 3.3 as an example, with evaluation procedure.

The downward equivalent density satisfies:∑
k∈Id(yB,d)

G(xB,dj , yB,dk )φB,dk = qB,d(xB,dj ) =
∑

i∈IF(B)
s

G(xB,dj , yi)I(yi), ∀j ∈ Id(xB,d),

(3.19)

where I
F(B)
s is the index set of the source points in F(B), Id(yB,d) is the index set

of source points on yB,d and Id(xB,d) is the index set of check points on xB,d. Again

a prescribed finite number (related to m0) of index is chosen in Id(·).

3.2.3 Translations among different expansions

After introducing the multipole and local expansions in the previous subsection,

we shows three translations among them in this subsection, which are M2M, M2L

and L2L. Then the algorithm of FMM is summarized.

M2M translation M2M translation translates the upward equivalent density φB,u

of a box, to the upward equivalent density φP(B),u of its parent box P(B). The

idea is similar to (3.18), with an upward check surface of P(B) as xP(B),u, and the

corresponding upward check potential qP(B),u. The equality is given as

qP(B),u(x
P(B),u
j ) =

∑
k∈Id(yP(B),u)

G(x
P(B),u
j , y

P(B),u
k )φ

P(B),u
k

=
∑

i∈Id(yB,u)

G(x
P(B),u
j , yB,ui )φB,ui , ∀j ∈ Id(xP(B),u).

(3.20)

In the implementation, we first add the potential from the upward equivalent

density of all children boxes to the check surface of the parent box, which is marked

as blue arrow in the left-most subfigure of Figure 3.4. After accumulation from all

children boxes to qP(B),u, we evaluate the upward equivalent density φP(B),u which
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is marked as red arrow in the same subfigure. This implementation, which is adding

potential to the check surface and then calculating the equivalent density from check

potential, is also applied to the calculation of downward equivalent density. There-

fore, we also indicate the implementation by blue and red arrows in other subfigures

related to M2L and L2L translations in Figure 3.4.

B

P(B)

xP(B),u

yP(B),u

yB,u (1)

(2)

A

B

(1)

(2)

xB,d

yA,u

yB,d

B

P(B)

yP(B),d

yB,d

xB,d

(1)

(2)

Figure 3.4: Cross section of M2M translation (left subfigure), M2L translation (mid-

dle subfigure) and L2L translation (right subfigure). Dashed lines with red dots

denote equivalent surfaces. Dotted lines with blue dots denote check surface. Step

(1) in blue arrow is the evaluation of potential on check surface, and step (2) in red

arrow is the calculation of equivalent density on equivalent surface. P(B) denotes

parent box of B.

M2L translation Two boxes A and B are well-separated if A ⊂ F(B) and B ⊂

F(A). If two boxes A and B are in same size and well-separated, M2L translation

can be used to translate the multipole expansion of A to local expansion of B. In

other words, M2L translation calculates the downward equivalent density of B from

the upward equivalent density of A, which accumulates the potential in B from the

source in A. See this procedure in Figure 3.4, which satisfies∑
k∈Id(yB,d)

G(xB,dj , yB,dk )φB,dk = qB,d(xB,dj ) =
∑

i∈Id(yA,u)

G(xB,dj , yA,ui )φA,ui , ∀j ∈ Id(xB,d).

(3.21)
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Since these two boxes A and B are in same size, fast Fourier transform can be used

to speed up the calculation in (3.21), as indicated in [172].

L2L translation For a box B, F(P(B)) ⊂ F(B), therefore L2L translation is

used to calculation the local expansion of B from the local expansion of P(B). This

specifies the potential in B from the source in F(P(B)). Similar as (3.20), the

equation is

qB,d(xB,dj ) =
∑

k∈Id(yP(B),d)

G(xB,dj , y
P(B),d
k )φ

P(B),d
k

=
∑

i∈Id(yB,d)

G(xB,dj , yB,di )φB,di , ∀j ∈ Id(xB,d).
(3.22)

Outline of the algorithm The outline steps of the kernel-independent FMM is

presented as follows:

1. Tree construction: to construct a hierarchical tree in pre-order traversal, such

that each leaf box contains no more than m source points.

2. Upward pass: to calculate the multipole expansion for leaf boxes, and use

M2M translation for multipole expansion of all non-leaf boxes in a post-order

traversal of the hierarchical tree.

3. Downward pass: for non-root boxes, use local expansion, M2L and L2L trans-

lations to accumulate the potential from far range in a pre-order traversal of

the tree.

4. Target potential: for each leaf box in pre-order traversal of the tree, sum up

the near interactions with the potential calculated in the last step, get the

target potential.

We would like to remark that we tested the backward stable pseudo-inverse

trick indicated in [107] for (3.1), and find few difference with results given by the

original pseudo-inverse in [172] for our problems. Therefore, we implement the
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kernel-independent FMM by the original pseudo-inverse with prescribed number

m0 = 6 (number of equivalent source or check points at each side of the enclosing

box) in this thesis. We find that m0 = 6 gives a good balance between accuracy and

computational cost. Readers may consider increasing m0 to obtain a more accurate

result, or decreasing m0 for a faster computation.

It should be emphasized that in order to capture the multiscale structure of

streamers, a non-uniform mesh may be adopted in the simulation like in [14, 51,

109], or what will be mentioned in Chapter 4. The aforementioned fast multipole

framework still works for non-uniform and unstructured meshes. For a more detailed

algorithm on non-uniform mesh, we would like to refer to [172].

3.3 Numerical comparisons

In this section, we compare the performance, in terms of accuracy and efficiency,

of different methods for the evaluation of the photoionization Sph defined in (3.1)

with (3.2). We take V = V ′ = Ω = (0, xd)×(0, yd)×(0, zd) cm3 and denote its center

as ~x0 = (x0, y0, z0)T = (xd/2, yd/2, zd/2)T cm. The box V is partitioned uniformly

by nx×ny×nz cells, with nx, ny and nz the number of cells along x, y, z directions,

respectively.

For simplicity, different numerical methods to be compared are summarized in

Table 3.3. The numerical simulations were performed on the Tianhe2-JK cluster

located at Beijing Computational Science Research Center. More details can be

found at https://www.csrc.ac.cn/en/facility/cmpt/2015-05-07/8.html. In

our computations via the MPI parallelism, excepted stated otherwise, we always

use 4 nodes with 20 cores in each node in the simulation.
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Table 3.3: Notations of several methods introduced in this chapter.

Notation of method Brief description

Classical Int Direct calculation on (3.1), with (3.2) and (3.3).

Helmholtz zero BC Three-term summation on (3.5),

by solving (3.6) with zero boundary condition.

Helmholtz Int BC Three-term summation on (3.5),

by solving (3.6) with integral boundary condition from (3.1).

SP3 Larsen BC Three-group summation on (3.9),

by solving (3.12)–(3.13) with boundary conditions (3.14)–(3.15).

SP3 Int BC Three-group summation on (3.9),

by solving (3.12)–(3.13) with integral boundary condition (3.1).

FMM classical Int Fast multipole method based on (3.1), with (3.2) and (3.3).

The accuracy of different numerical methods is quantified by the following rela-

tive errors:

EV :=
‖Snum

ph (~x)− Sref
ph (~x)‖2

‖Sref
ph (~x)‖2

× 100%,

Eδ(~x0) :=
1

Ntot

∑
|~x−~x0|≤δ

|Snum
ph (~x)− Sref

ph (~x)|
Sref

ph (~x)
× 100%,

(3.23)

where ‖ · ‖2 is the standard discrete l2-norm on V , ~x0 ∈ V , δ > 0 is a constant to be

fixed later, Sref
ph (~x) is the reference result calculated by the (discrete) Classical Int

method, Snum
ph (~x) is the numerical approximation by a numerical method, and Ntot

is the number of grid points located within a δ radius of ~x0. In fact, here EV and

Eδ(~x0) can be regarded as the global relative error over the whole domain V and the

local relative error over a ball centered at ~x0 with radius δ, respectively.

3.3.1 Gaussian source with different sizes of domain

The first example is to compute the photoionization rate Sph(~x) in (3.1) generated

from a single Gaussian emission source, which is taken from [18]. The Gaussian
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ionization source Si(~x) in (3.2) is given as

Si(~x) = 1.53×1025 exp
(
−
(
(x− x0)2 + (y − y0)2 + (z − z0)2

)
/σ2
)

cm−3 s−1, (3.24)

where σ > 0 is a constant to be fixed later. The other physics parameters in (3.1)-

(3.3) are chosen as [18, 144]: pq = 30 Torr, p = 760 Torr, ξ = 0.1, ω/α = 0.6,

p
O2

= 150 Torr. We take δ = 5σ in (3.23).

We take a relatively small grid size nx = ny = 320 and nz = 160 because direct

computation of the classical integral (3.1) is too time-consuming even if parallel

computing is utilized.

Similar to [18], we demonstrate the influence of different ranges of p
O2
r by con-

sidering two different sizes of the domain V :

1. xd = yd = 0.4 cm, zd = 0.2 cm, σ = 0.01 cm;

2. xd = yd = 0.04 cm, zd = 0.02 cm, σ = 0.001 cm;

3. xd = yd = 4 cm, zd = 2 cm, σ = 0.1 cm.

The numerical results are shown in Figures 3.5–3.7, and the relative errors are

then shown in Tables 3.4–3.6.

As it is clearly shown in Figure 3.5, Figure 3.6 and Figure 3.7, the FMM classical

Int method always gives the most accurate results, especially for the smaller domain.

In all the figures, the lines for “FMM classical Int” almost coincide with the lines for

“Classical Int”. The deviations of the solutions of the other four methods from the

reference results are clearly observable, especially in the central area where the peak

locates. Near the boundaries, the methods based on modified Helmholtz equations

and SP3 equations are accurate only when the boundary values are computed from

direct integration. Tables 3.4–3.6 also show the superiority of the FMM method

in terms of accuracy. Its relative error is one or two orders of magnitude less than

other methods.

Regarding the efficiency, it should be noted that both Helmholtz Int BC method

and SP3 Int BC method take the boundary values from the Classical Int method, and
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Table 3.4: Time usage and relative error of methods indicated in Table 3.3, for the

case of single Gaussian source xd = yd = 0.4 cm, zd = 0.2 cm, σ = 0.01 cm.

Method Time usage (s) EV Eδ(~x0)

Classical Int 184248 — —

FMM classical Int 27.1897 0.21% 1.30%

Helmholtz zero BC 3.66044 25.33% 16.37%

Helmholtz Int BC 3.76133+4606.20a 25.32% 15.54%

SP3 Larsen BC 12.9268 12.05% 8.49%

SP3 Int BC 7.30268+4606.20a 12.05% 8.53%
aTime usage to compute the boundary values, which is estimated from Classical Int method, with

multiplication to a factor 2(nx × ny + nx × nz + ny × nz)/(nx × ny × nz).

Table 3.5: Time usage and relative error of methods indicated in Table 3.3, for the

case of one Gaussian source xd = yd = 0.04 cm, zd = 0.02 cm, σ = 0.001 cm.

Method Time usage (s) EV Eδ(~x0)

Classical Int 183761 — —

FMM classical Int 27.6406 0.22% 0.53%

Helmholtz zero BC 3.87327 83.26% 48.03%

Helmholtz Int BC 4.09442+4594.03a 82.96% 44.82%

SP3 Larsen BC 17.3571 68.92% 16.67%

SP3 Int BC 7.88867+4594.03a 68.88% 16.53%
aTime usage to compute the boundary values, which is estimated from Classical Int method, with

multiplication to a factor 2(nx × ny + nx × nz + ny × nz)/(nx × ny × nz).
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Figure 3.5: Photoionization rate Sph calculated from one Gaussian source in (3.24).

xd = yd = 0.4 cm, zd = 0.2 cm, σ = 0.01 cm. The figures in the left column are

Sph along line x = y = 0.2 cm, while the figures in the right column are contours

of Sph on the plane z = 0.1 cm, with the values of the contour lines being 2× 1018,

2 × 1019, 2 × 1020, 2 × 1021 cm−3 s−1. The line color and format in the right-hand

side subfigures are same as the one in the left-hand side in same row.

the time to compute the boundary conditions is also included in Tables 3.4–3.6 for a

fair comparison. Both tables show that the FMM classical Int method is significantly

faster than the Classical Int method. In fact, the integration only for the boundary

nodes is already much more expensive than the FMM classical Int method. For

the three efficient methods, including FMM classical Int, Helmholtz zero BC, and

SP3 Larsen BC, their computational times have similar magnitudes, and the speed-

accuracy trade-off can be observed, meaning that higher computational cost yields

better accuracy. Nevertheless, the remarkably lower numerical error and the mildly
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Figure 3.6: Photoionization rate Sph calculated from one Gaussian source in (3.24).

xd = yd = 0.04 cm, zd = 0.02 cm, σ = 0.001 cm. The figures in the left column are

Sph along line x = y = 0.02 cm, while the figures in the right column are contours of

Sph on the plane z = 0.01 cm, with contour values 2×1018, 2×1019, 2×1020 cm−3 s−1.

The line color and format in the right-hand side subfigures are same as the one in

the left-hand side in same row.

higher computational cost of the FMM classical Int method indicate its outstanding

competitiveness among all the approaches for computing the photoionization rates.

Additionally, the time usages of FMM classical Int method are stable for different

problem settings, while that of SP3 Larsen BC method varies significantly (see

Tables 3.4–3.6).
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Figure 3.7: Photoionization rate Sph calculated from one Gaussian source in (3.24).

xd = yd = 4 cm, zd = 2 cm, σ = 0.1 cm. The figures in the left column are Sph

along line x = y = 2 cm, while the figures in the right column are contours of Sph on

the plane z = 1 cm, with contour values 2 × 1018, 2 × 1019, 2 × 1020 cm−3 s−1. The

line color and format in the right-hand size subfigures are same as the one in the

left-hand size in same row.

3.3.2 Gaussian source with different pressures

The second example is to compute the photoionization rate Sph(~x) in (3.1) gener-

ated from a single Gaussian radiation source, which is taken from [99,100], in order

to test the effect of the partial pressure of oxygen p
O2

in the kernel g given in (3.3).

The Gaussian source of radiation I in (3.2) is taken as [23]

I(~x) = 4πξc exp

[
−(x− x0)2 + (y − y0)2 + (z − z0)2

σ2

]
cm−3 s−1, (3.25)

where c is the speed of light. Similar to [23], we take ξ = 0.1, σ = 0.01 cm,

c = 2.99792458× 1010 cm·s−1, δ = 5σ and V = [0, 0.25]× [0, 0.25]× [0, 1.4] cm3. We
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Table 3.6: Time usage and relative error of methods indicated in Table 3.3, for the

case of one Gaussian source xd = yd = 4 cm, zd = 2 cm, σ = 0.1 cm.

Method Time usage (s) EV Eδ(~x0)

Classical Int 276089 — —

FMM classical Int 27.6504 0.11% 2.64%

Helmholtz zero BC 3.44298 29.35% 5.06%

Helmholtz Int BC 3.60366+6902.23a 29.35% 5.06%

SP3 Larsen BC 8.84413 36.23% 8.40%

SP3 Int BC 6.91597+6902.23a 36.23% 8.40%
aTime usage to compute the boundary values, which is estimated from Classical Int method, with

multiplication to a factor 2(nx × ny + nx × nz + ny × nz)/(nx × ny × nz).

fix the ratio of the partial pressure of oxygen and the air pressure p
O2
/p = 0.2 in

this example. Finally, the box V is uniformly partitioned by 256× 256× 320 cells.

In this example, when the partial pressure of oxygen p
O2

in (3.3) is lower, the

photoionization rate decays slower as the distance from the emission source increases.

Therefore, we would like to test the performance of different methods under different

pressures p
O2

. The robustness of the methods under different pressures is of great

significance in practical applications such as sprite discharges.

For comparison purpose, two different pressures are considered: (i) p
O2

= 160 Torr;

(ii) p
O2

= 10 Torr. The photoionization rate along the central vertical line is plotted

in Figures 3.8 and 3.9, and the time usage and the numerical error are shown in

Tables 3.7 and 3.8.

Figure 3.8 shows that in the high-pressure case, all methods give similar results

despite obvious mismatch of the peak values. As the pressure decreases, the discrep-

ancy between different methods becomes more obvious, as shown in Figure 3.9. The

curves given by the Helmholtz and SP3 methods (with both boundary conditions)

deviate significantly from the curves of Classical Int method in the low-pressure
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Table 3.7: Time usage and relative error of methods indicated in Table 3.3, for the

case of one Gaussian in (3.25) with p
O2

= 160 Torr.

Method Time usage (s) EV Eδ(~x0)

Classical Int 292196 — —

FMM classical Int 24.7371 0.15% 1.24%

Helmholtz zero BC 5.59405 31.93% 16.49%

Helmholtz Int BC 5.60994+6391.79a 31.93% 15.95%

SP3 Larsen BC 17.6286 21.31% 8.74%

SP3 Int BC 11.2337+6391.79a 21.31% 8.73%
a Estimated from the time usage of Classical Int method, with multiplication to a factor

2(nx × ny + nx × nz + ny × nz)/(nx × ny × nz).

Table 3.8: Time usage and relative error of methods indicated in Table 3.3, for the

case of one Gaussian in (3.25) with p
O2

= 10 Torr.

Method Time usage (s) EV Eδ(~x0)

Classical Int 292426 — —

FMM classical Int 24.8619 0.19% 0.44%

Helmholtz zero BC 6.17337 88.73% 65.87%

Helmholtz Int BC 6.01811+6396.82a 88.29% 63.03%

SP3 Larsen BC 23.5598 77.74% 35.11%

SP3 Int BC 12.2226+6396.82a 77.71% 35.16%
a Estimated from the time usage of Classical Int method, with multiplication to a factor

2(nx × ny + nx × nz + ny × nz)/(nx × ny × nz).
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Figure 3.8: Photoionization rate Sph along line x = y = 0.125 cm, calculated from

one Gaussian in (3.25) with p
O2

= 160 Torr.
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Figure 3.9: Photoionization rate Sph along line x = y = 0.125 cm, calculated from

one Gaussian in (3.25) with p
O2

= 10 Torr.

case. On the contrary, the results of the FMM classical Int method and the refer-

ence Classical Int method are in good agreement regardless of the air pressure. The

values of the errors provided in Tables 3.7 and 3.8 again show the advantage of the

FMM classical Int method in accuracy. In fact, for the case of low air pressure, the

time used by the FMM classical Int is quite close to the method of SP3 Larsen BC.

In order to see the relationship between the error and computational time with

respect to different pressures, we compute more numerical examples under the same

settings with different partial pressures of oxygen ranging from 10 Torr to 160 Torr.

Results for the three most efficient method, i.e., FMM classical Int, Helmholtz zero
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BC and SP3 Larsen BC methods, are plotted in Figure 3.10. The FMM classical

Int method always provides the most accurate results for all pressures, and the error

is basically stable as the pressure varies. For the other two methods, the error

increases as pressure decreases. Moreover, the global relative error EV and the local

relative error Eδ(~x0) near the center ~x0 of the box V of the FMM classical Int method

are, in general, at least two order of magnitudes less than those of the other two

methods. The time usage of the FMM classical Int method is also independent of

pressure while the computation times of the other two methods increase slightly as

the pressure becomes lower. As the pressure decreases, the time cost between the

FMM classical Int method and the SP3 Larsen BC method trends to be the same.

0 20 40 60 80 100 120 140 160

partial pressure of oxygen (Torr)

10-3

10-2

10-1

100

re
la

ti
v
e

 2
-n

o
rm

 e
rr

o
r

100

101

102

ti
m

e
 u

s
a

g
e

 (
s
)

FMM classical Int

Helmholtz zero BC

SP
3
 Larsen BC

Figure 3.10: Error (red color, solid line) and time usages (blue color, dotted line) of

FMM classical Int, Helmholtz zero BC and SP3 Larsen BC methods with different

air pressures.

3.4 Simulation of streamer discharge with pho-

toionization

To further compare their performances of different methods for treating the pho-

toionization Sph(~x) in (3.1), we study the dynamics of streamers with photoioniza-

tion, where Sph appears as the source term of the transport of charged particles.
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The streamer discharge between two parallel plates are used for comparision.

The computational domain V is set to be a three-dimensional axis-aligned hyper-

rectangle similar as Section 3.3, which is V = V ′ = Ω = (0, xd)×(0, yd)×(0, zd) cm3

with center ~x0 = (x0, y0, z0)T = (xd/2, yd/2, zd/2)T cm. For the Poisson equation,

the Dirichlet boundary conditions are applied on the two faces perpendicular to

the z axis, i.e., φ = φ0 on the upper face and φ = 0 on the bottom face; and the

homogeneous Neumann boundary conditions are applied on the other four faces.

Homogeneous Neumann boundary conditions are assigned on all boundaries for ne

and the inflow boundaries for np. The initial value is set as

Ne(~x, t = 0) = Np(~x, t = 0) = Ñ0(~x). (3.26)

Coefficients in (1.3) are taken as the typical values in Section 1.2.2. The other

physics parameters in (3.1)–(3.3) are chosen as [18, 144]: pq = 30 Torr, ξ = 0.1,

ω/α = 0.6.

The numerical method for discretizing (1.6) follows previous work in Chapter

2. For spatial discretization, the second-order MUSCL method with Koren limiter

is applied to drift terms, and the central difference scheme is chosen for diffusion

terms. The second-order explicit method (2.3)–(2.5) is adopted for time integration

of (1.6) [182]. The multigrid-preconditioned FGMRES is used as the efficient alge-

braic elliptic solver to solve the Poisson equation in (1.3) iteratively. The iteration

terminates when the relative residual is less than 10−8. The other elliptic equations

(3.6), (3.12) and (3.13) are solved by the same algebraic elliptic solver, with weaker

stopping condition that the relative residual is less than 10−6.

In the following numerical experiments, we will first study the effect on the in-

clusion of photoionization. After that, we compare the FMM method with other two

efficient approximations in calculating the photoionization. Finally, the scalability

of FMM for parallel computing is studied.
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3.4.1 The effect of photoionization

To study the effect of photoionization, we simulate the interaction of two double-

headed streamers using the fluid model (1.3): (i) with photoionization as a source

term in transport equations; (ii) without photoionzation Sph. The photoionization

in this subsection is calculated by the SP3 Larsen BC method introduced in Section

3.1.3, which is (3.12)–(3.13) with boundary conditions (3.14)–(3.15).

The initial value Ñ0(~x) in (3.26) is taken as a summation of two Gaussian plasmas

[182]:

Ñ0(~x) = 1014
(

exp
(
−
(
(x− 0.47)2 + (y − 0.5)2 + (z − 0.41)2

)
/(0.03)2

)
+ exp

(
−
(
(x− 0.53)2 + (y − 0.25)2 + (z − 0.59)2

)
/(0.03)2

) )
cm−3.

The simulation domain is chosen as xd = yd = zd = 1 cm, and it is partitioned by an

uniform mesh of 12803 cells. Due to the usage of explicit temporal discretization,

the time step ∆t should be chosen as the minimum of CFL constraint (2.20) (with

Cγ = 1) and the dielectric relaxation constraint (2.34). For safety, we times a

constant ratio 0.5 to (2.20) and other ratio 0.6 to (2.34), and then take the minimum

of these two numbers as the time step. The partial pressure of oxygen is taken as

p
O2

= 150 Torr.

Figures 3.11 and 3.12 show the electron density, net charge and electric field

at t = 0.5 ns and 1.5 ns. We firstly focus on the top row, which are the results in

the initial stage of the interaction at t = 0.5 ns. These results exhibits little differ-

ence, indicating the photoionization is not prominent when two streamers start to

interact. This little difference could be attributed to the strong impact ionization

at the heads of two streamers with different polarities. As can be seen in the top

row of Figure 3.11, the outward propagation of two streamers are slow compared

with the interaction at the centers of two subfigures. The strong interaction with

different polarities (observed in Figure 3.12) at the center of simulation region in-

duces a strong electric field, which contributes to the strong ionization. This strong
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ionization dominates the creation of electron-ion pairs and therefore the effect of

photoionization is not so evident during initial stage of interaction. Nevertheless,

the photoionization enhances the interaction, which can be seen in Figure 3.11 from

the higher density at the central part in the top-left subfigure compared with the

top-right one.
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Figure 3.11: The contour of electron density on the y = 0.5 plane at t = 0.5 ns (top

row) and t = 1.5 ns (bottom row). The subfigures in the left column are simulation

results with photoionzation, while the subfigures in the right column are results

without photoionization.
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Figure 3.12: The net charge density and the electric field (Ex, Ez) on the y = 0.5

plane at t = 0.5 ns (top row) and t = 1.5 ns (bottom row). The subfigures in the left

column are simulation results with photoionzation, while the subfigures in the right

column are results without photoionization.
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Next we compared the results for interactions at t = 1.5 ns when two streamers

has already merged. This can be observed in the bottom rows in Figures 3.11 and

3.12. On the one hand, it can be seen clearly that the streamers propagate slower

without considering the photoionization. This could be explained by the absence of

seed electrons produced by photoionization in front of the heads of streamers. With-

out these photoionized seed electrons, the avalanche ahead of streamers is slow and

lead to slower propagation. On the other hand, the structure of streamer heads ex-

hibits obvious difference. The case considering the photoionization shows a smoother

profile, which indicates that the photoionization has a smoothing effect to the charge

distribution.

3.4.2 Comparison among different methods

In this subsection, we consider the interaction of two double-headed streamers

and compare the numerical results of the three most efficient methods: FMM clas-

sical Int method, Helmholtz zero BC method and SP3 Larsen BC method.

The initial value Ñ0 in (3.26) is taken as

Ñ0(~x) = 1014
(

exp
(
−
(
(x− 0.22)2 + (y − 0.25)2 + (z − 0.41)2

)
/(0.03)2

)
+ exp

(
−
(
(x− 0.28)2 + (y − 0.25)2 + (z − 0.59)2

)
/(0.03)2

) )
cm−3.

The computational domain is fixed as V = [0, 0.5] × [0, 0.5] × [0, 1] cm3, which is

partitioned by a uniform grid of 512× 512× 1280 cells. The time step is chosen as

∆t = 2.5 × 10−3 ns, where 1 ns = 1 × 10−9 s. In order to see the interaction with

respect to different p
O2

, we pick two values as p
O2

= 1 Torr and p
O2

= 150 Torr,

respectively, in our simulations.

We first compare the three methods by observing the electron density. The

contours of the electron densities at 1.5 ns are shown in Figure 3.13, where the

curves of different methods are plotted as different line styles and colours. Generally,

the results of the three different methods are in good agreement in most part of

the domain for both partial pressures of oxygen, while some differences can be
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observed at the heads of streamers. The differences are particularly obvious at

the head of positive streamer, which is zoomed in the same figure. The generally

good agreement can be attributed to a stronger influence of the impact ionization

comparing to the photoionization in the region with higher electric field, while the

pronounced difference at the head of positive streamer may be due to the fact that

photoionization plays a more important role in the propagation of positive streamers

compared with the negative ones.
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Figure 3.13: Contours of different electron density values at ne = 1× 1013, 5× 1013,

9 × 1013, 1.3 × 1014 cm−3, on plane y = 0.25 cm at 1.5 ns for p
O2

= 150 Torr (left)

and p
O2

= 1 Torr (right).

Additionally, Figure 3.13 also displays the difference among three methods with

respect to different p
O2

. As expected from Section 3.3.2, the difference between three

methods are smaller in higher partial pressure of oxygen (150 Torr), and more ob-

servable when p
O2

is lower (1 Torr). This implies the validity of using the Helmholtz

zero BC method and SP3 Larsen BC for the photoionization in higher p
O2

and also

the necessity of using the FMM classical Int method in lower p
O2

.

Besides observing the electron density at a fixed time 1.5 ns in Figure 3.13,

the third component Ez of the electric field ~E = (Ex, E, y, Ez)
T along the line

x = y = 0.25 cm at 0.5 ns, 1.0 ns and 1.5 ns is also shown in Figure 3.14. As expected

from Figure 3.13, the differences of the three methods are generally small, while the

difference are easier to be observed near the heads of streamers (the leftmost and
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rightmost minimum points). The difference is larger when p
O2

is small as 1 Torr,

and the deviation increases over time, which is consistent with the results in [23].

One can see that, in the result of the FMM classical int method, the head of the

streamer propagates slightly faster than the other two, which is possibly due to

the underestimation of photoionization using the Helmholtz zero BC method and

SP3 Larsen BC method. As a summary, these results indicate that the accurate

approximation of the photoionization could be significant in simulations with long-

time propagation of streamers, especially when the partial pressure of oxygen is

low.
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Figure 3.14: The third component Ez of the electric field ~E along line x = y =

0.25 cm, at 0.5, 1.0 and 1.5 ns for p
O2

= 150 Torr (left) and p
O2

= 1 Torr (right).

3.4.3 Scalability of MPI parallelization

As demonstrated previously, one advantage of the FMM method is the scalability

in parallel computing with distributed memory, which means the ability to reduce

the execution time as the number of processes increases. In this subsection, we study

the scalability of the FMM classical Int method, which is quantified by the relative

speed-up, defined by the ratio of the execution time using the smallest number of

cores over the execution time of the parallel program.

In this test, the governing equation is again (1.3), and the initial value Ñ0 in
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Table 3.9: Time usage (s) using different nodes over two meshes. 20 cores are used

in each node.

Number of nodes Mesh size: 256× 256× 160 Mesh size: 512× 512× 320

1 3843.02 31198.5

2 2030.53 16329.4

4 1057.19 7998.79

8 569.106 4093.52

16 304.626 2116.02

32 157.651 1140.97

64 90.8405 621.827

(3.26) is set as one Gaussian,

Ñ0(~x) = 1014 exp
(
−
(
(x− 0.2)2 + (y − 0.2)2 + (z − 0.1)2

)
/(0.03)2

)
cm−3.

All physics parameters are similar as those in previous subsection except stated

otherwise. We set the computational domain as [0, 0.4]× [0, 0.4]× [0, 0.2] cm3, and

adopt two uniform meshes with 256× 256× 160 and 512× 512× 320 grid cells. The

simulation is run until 5 × 10−2 ns with a fixed time step 1 × 10−3 ns. It should be

noted that Sph is evaluated twice in each time step, and therefore the FMM classical

Int method is applied 100 times in one simulation.

The time usage for the FMM classical Int method in whole simulation (100

evaluations) using different numbers of CPU cores is given in Table 3.9 and plotted

in Figure 3.15, where a satisfactory scalability can be observed.
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Figure 3.15: Relative speedups over two meshes: 256 × 256 × 160 (left) and 512 ×

512× 320 (right). 20 cores are used in each node.



Chapter 4
Simulation for Streamer Discharge inside

General Electrodes

In addition to two flat-plate discharges, streamer discharge can be observed or

triggered in electrodes of other shapes. This chapter intends to simulate streamer in

general electrodes and further improve the efficiency with adaptive meshes. Firstly,

the problems setting and corresponding boundary conditions are briefly demon-

strated. Secondly, we illustrate the embedded boundary method to handle the gen-

eral boundaries and discuss its convergence and stability. Thirdly, an adaptive mesh

refinement method, together with the discussion of some refinement indicators, is

introduced for the fluid equations. Finally, the generalized simulator is applied to

study the effects of different shapes of anode and the interaction of streamers.

4.1 Problem setting and boundary conditions

To model the streamer discharge in the experiments with a pin or needle electrode

(see experimental flowchart in Figure 1.3), we consider a typical domain Ω composed

of a pin or needle anode on the upper domain with a flat-plate cathode on the bottom

domain. Therefore, the domain Ω can be regarded as a cubic domain subtracts

a pin anode. It should be noted that this is a typical shape in the experiment

91
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[20,40,126,131], which we focus on in this chapter. However, the methods introduced

in this chapter are not limited to this typical shape. Two examples of Ω are depicted

in Figure 4.1, including a round-rod pin and a hyperbolic pin.

x

z

length

diameter

(a) round-rod pin

x

z
center

(b) hyperbolic pin

Figure 4.1: Cross sections of two typical examples of simulation domain Ω. The

shadow part is outside simulation.

As can be seen in Figure 4.1, the considered simulation domain Ω is a cubic do-

main (x0, x1)×(y0, y1)×(z0, z1) without the shadow pin anode in the upper domain.

Similar as Section 2.1, Dirichlet boundary conditions are applied on the upper and

lower plate electrodes, i.e., φ|z=z1 = φ|(x,y,z)∈curve electrode = φ0 in the upper surface

(where the cross section is red curve in Figure 4.1) and constant applied poten-

tial φ0 is chosen, and φ|z=z0 = 0 in the lower flat plane (green segment in Figure

4.1). Homogeneous Neumann boundary conditions, which are ∂φ
∂x
|x=x0,x1 = 0 and

∂φ
∂y
|y=y0,y1 = 0, are applied on other four flat sides (blue segments in Figure 4.1).

Initial conditions for ne and np is taken as (2.1), where the same simplified assump-

tion ne,0(~x) = np,0(~x) = n0(~x) with n0(~x) a given function is taken. Homogeneous

Neumann boundary conditions are applied at all the boundaries for ne, and at all

inflow boundaries for np.
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To focus on the main mechanism of the fluid equation (1.6) in general electrodes,

this chapter does not consider the non-local photoionization in the fluid equation. As

a result, we assume S̃ph = 0 in (1.6). However, the methods introduced in Chapter

3 including the fast multipole method can be directly applied to the calculation of

photoionization in general electrodes.

The two simulation domains in Figure 4.1 are characterized by the upper pin

anodes as follows:

Round-rod pin This round-rod pin is constructed by the union of a cylinder and

a hemisphere in 3D. The length in Figure 4.1(a) denotes summation of the height of

the cylinder and the radius of the hemisphere, and the diameter notation in the same

figure is the diameter of the cylinder as well as the diameter of the hemisphere. As

a result, this shape of pin is characterized by two parameters: length and diameter.

In 2D, the round-rod pin is similarly constructed by the union of a rectangle and a

semicircle, which can also be characterized by the same two parameters in Figure

4.1(a).

Hyperbolic pin This hyperbolic pin is depicted by a hyperbola, which gives its

name “hyperbolic”. The hyperbola has following expression

z2

z2
c

− (x− xc)2 + (y − yc)2

p|zc|
= 1, (4.1)

where ~xc = (xc, yc, zc) is the center of the pin (i.e., the tip of anode in Figure 4.1(b),

which is also denoted as center in the same figure), and p > 0 is the semi-latus

rectum. Therefore, the hyperbolic pin is characterized by a vector ~xc and a positive

scalar parameter p. In 2D with x, z axis, the constructing hyperbola is same as (4.1)

with plugging y = yc. Therefore, the 2D case is characterized by a vector (xc, zc)

and the scala p.
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4.2 Embedded boundary (EB) method for gen-

eral domains

As can be seen from Figure 4.1, the boundary of simulation domain is not fully

aligned with the coordinates and contains curves. Embedded boundary (EB) method

offers one way to handle these curves on the boundary. It can be regarded as a

modification of the structured Cartesian grid to embed the curve boundary.

Grid generation should be considered specifically for non-aligned simulation do-

main. Generally speaking, there are two typical ways to directly discretize general

simulation domains with curve boundaries. One way is generating the grid using

unstructured meshes [57,158]. When generating the grid, the boundary of domain is

taken into consideration. Therefore, the grid points conform to the shape of bound-

ary and spatial discretization should be considered on the unstructured meshes.

Figure 4.2 shows an example of this unstructured meshes, which is generated for a

2D domain of Figure 4.1(a) by FreeFem++ [64].

 

Figure 4.2: Unstructured grid of 2D domain from the cross section in Figure 4.1(a).

The other way of direct discretization is cutting a background structured grid

by the boundary curve [32, 45, 117, 136], which is called immersed or embedded

boundary method. The background Cartesian grid is firstly generated regardless

of the boundary and then cut by it. Therefore, the grid do not conform to the

boundary. Figure 4.3 illustrates one implementation of this grid, which is taken in
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this thesis. Some background cells are cut by straight segments, endpoints of which

are intersecting points of the curve boundary and the background Cartesian grid.

(a) discretized round-rod pin (b) zoom in the green square in the left subfigure

Figure 4.3: Structured grid with embedded boundary of 2D domain from the cross

section in Figure 4.1(a).

Compared with the mentioned conforming unstructured grid, the EB method

maintains the main structure of the Cartesian grid. As a result, the scheme intro-

duced in Section 2 can be re-used for most cells in the grid without introducing

other complicated discretization operators. In addition, the mesh generation is

fairly simple, while the other unstructured grid should consider the boundary dur-

ing generation. In some cases [47,139], the unstructured grid generation should take

more effort to make sure the grid is of good quality everywhere. Furthermore, the

background Cartesian grid in embedded boundary method paves the way for the

geometric multigrid methods introduced in Section 2.4.

To take the advantages of EB method, we adopt it for spatial discretization in

this thesis. However, although the grid generation is greatly simplified, it is not

straightforward to impose boundary conditions in EB. As a result, the EB method

requires additional modification in the vicinity of boundary. On the other hand, the
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simple grid generation will bring some cells with poor quality (e.g., the second cell

on the leftmost column in Figure 4.3(b)), which to be considered and modified if

we use a similar scheme in Section 2. These modifications will be discussed in the

following two subsections, which includes the scheme for transport equations and

elliptic equations separately.

We simply comment here that there are some other ways for indirect grid gen-

eration [54, 93, 95, 157]. For example in [157], an additional computational region

is introduced together with a mapping from the computational region to the phys-

ical region. This fixed computational domain simplifies the treatment of physical

boundary regardless its shape and movement, however, the mapping need to be

constructed and the original equations should be modified, which might be more

complicated in terms of containing more terms or changing to variable coefficients.

We focus on the spatial discretization containing EB in this section. Nevertheless,

all the temporal discretizations in Section 2.2 can be applied with the EB method,

including the proposed second order semi-implicit schemes (2.12)–(2.13). To handle

the occurring variable coefficient elliptic equations in semi-implicit schemes, the spa-

tial discretization is considered for the equation with variable coefficient in Section

4.2.2.

Before discussing schemes using EB, we would like to introduce three types of

cell in the grid. Following the notations in [118], we classify cells occur in the EB

method into three types:

1. regular cells: those cells inside simulation domain and not intersect with em-

bedded boundary;

2. irregular cells: those cells which intersect with embedded boundary and par-

tially inside simulation domain;

3. covered cells: those cells fully outside simulation domain.

The decomposition of cells in Figure 4.3(b) is shown in Figure 4.4 for illustration of

the three types of cells.
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(a) covered cell (b) irregular cells (c) regular cells

Figure 4.4: Decomposition of three types of cells in Figure 4.3(b).

4.2.1 EB for transport equations

In this subsection, we focus on the spatial discretization of transport equations,

which are first two equations in (1.6). The idea mainly comes from [31, 35, 38, 118],

while we change the temporal and spatial discretization to be consistent with what

we introduced in Section 2.2 and 2.3. For easy explanation, we will introduce the

idea in 2D. Nevertheless, the extension to 3D will be briefly discussed, which is

generally straightforward due to the usage of structured Cartesian grid.

The discretization for covered cells and regular cells is fairly simple. For covered

cells, they are located fully outside the simulation domain. Therefore, we do not put

state variables on these cells and no discretization is required for covered cells. For

regular cells, they are exactly identical to the Cartesian cells introduced in Section

2.3. As a result, similar discretization is applied on them, which are the second-

order MUSCL scheme with the monotonized central (MC) limiter [163]. The details

can also be found in the following part when we discuss the scheme on the irregular

cells, where the regular cells can be regarded as a special case of the irregular ones.

The scheme on irregular cells is a composition of conservative update, preliminary

update and redistribution. The conservative update is an ordinary finite volume

method for spatial discretization, and the preliminary update and redistribution [31]

are included to maintain the CFL constraint 2.20 regardless of the shape of irregular
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cells.

In order to illustrate the conservative update, discretized variables should be in-

troduced together with some geometry information of the irregular cells. Discretized

state variables (ne)
n
i,j and (np)

n
i,j are defined at the center of full i, j-th Cartesian

cells, even if the cells are partially covered. It should be noted that i, j is ordered

from the background Cartesian grid regardless of the embedded boundary. The

length (area) of each boundary segment (face) of the irregular cells, the area (vol-

ume) of partial cell and the normal vector of the EB segment (face) is required in 2D

(3D). For simplicity, we assume ∆x = ∆y = h. We represent length of top segment

of i, j-th cell as li,j+1/2h, where 0 ≤ li,j ≤ 1 denotes the ratio of length. Similar

notations are applied for li±1/2,j and li,j−1/2. The length of segment of EB in i, j-th

cell is denoted as lEBi,j h, and its normal vector is denoted as ~ni,j, which is pointed

to the simulation domain. The area of the i, j-th cell is Λi,jh
2, where Λi,j denotes

the ratio of area. These notations are illustrated in Figure 4.5, where we pick one

irregular cell from Figure 4.4(b).

Figure 4.5: Geometry notations of an irregular cell.

With the information in Figure 4.5 constructed, the conservative update of first
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equation in (2.2) in 2D is given as

(ne)
C,n+1
i,j − (ne)

n
i,j

τn
− 1

Λi,jh

(
li+1/2,jF

n
i+1/2,j − li−1/2,jF

n
i−1/2,j + li,j+1/2F

n
i,j+1/2 − li,j−1/2F

n
i,j−1/2

− lEBi,j F n
i,j

)
= α̃(| ~En

i,j|)µ̃e| ~En
i,j|(ne)ni,j, (4.2)

where F n
i,j+1/2 is the numerical flux of µ̃eE

n
y n

n
e + D̃e,y∂yn

n
e at the center of partial

boundary segment at (i, j+1/2) and F n
i,j is the numerical flux (µ̃e ~E

nnne+D̃e∇nne )·~ni,j
located at the center of the segment of embedded boundary in (i, j) cell. Similarly,

F n
i,j−1/2 and F n

i±1/2,j are numerical fluxes at the centers of partial boundary segments

at (i, j − 1/2) and (i± 1/2, j), respectively.

The scheme for the second equation in (2.2), which is the transport equation for

np, is similar as (4.2). It has same form as (4.2), but replacing ne by np on the left-

hand side of equality and changing the numerical flux to −µ̃p ~Ennnp . Together, this

explicit update of ne and np can be similarly applied to other temporal schemes in

Section 2.2, with proper modification to the superscripts of ne, np and ~E according

to different schemes. Furthermore, the conservative update (4.2) can be extended

to 3D by adding two more fluxes on z direction, letting the fluxes defined on the

centroids of cell boundaries and changing the ratio l and Λ to ratio of area and

volume, respectively.

It should be noted that fluxes F n in (4.2) is defined on the centers of partial cell

boundary, while state variable (ne)
n
i,j is located at the center of regular cells. We

will show more details of the construction of fluxes F n at the end of this subsection,

after introducing nonconservative fluxes F̃ n in preliminary update.

The construction of nonconservative fluxes F̃ n do not need geometry information

in Figure 4.5. In fact, F̃ n is defined at the center cell boundaries of the regular

background Cartesian cell. The different locations of F̃ n and F n are depicted in

Figure 4.6. F̃ n is constructed following similar procedure of the MUSCL scheme in

regular cells: first, we evaluate the slopes of each direction in every cells (with MC

limiter); second, we get the values of state variable at two sides of every face of the

irregular cells; third, we get the flux F̃ n by solving the Riemann problem (which is
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Figure 4.6: Fluxes F̃ n and F n.

taking upwind flux in our problem) for two-side values. There are two special cases

where only one-side value can be achieved. In the first case when the cell boundary

is aligned with the boundary of domain, we set the other value required in the

Riemann problem identical to this one-side value due to the homogeneous Neumann

boundary condition. In the second case when the cell boundary is fully outside the

simulation domain, we take the idea from [118], which extrapolates using the slope

and state values from one adjacent cell to provide the other value required in the

Riemann problem. For example, if face (i − 1/2, j) in Figure 4.6 is fully covered,

then the two values required in Riemann problem (ne)
L
i−1/2,j and (ne)

R
i−1/2,j are given

as

(ne)
R
i−1/2,j = (ne)

n
i,j −

∆x

2
(σx)

n
i,j, (ne)

L
i−1/2,j = (ne)

n
i+1,j −

3

2
((ne)

n
i+2,j − (ne)

n
i+1,j),

where (σx)
n
i,j is the slope in x direction at cell (i, j).

After the construction of nonconservative fluxes F̃ n, the nonconservative update
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is represented at all irregular and regular cells as:

(ne)
NC,n+1
i,j − (ne)

n
i,j

τn
− 1

h

(
F̃ n
i+1/2,j − F̃ n

i−1/2,j + F̃ n
i,j+1/2 − F̃ n

i,j−1/2

)
= α̃(| ~En

i,j|)µ̃e| ~En
i,j|(ne)ni,j, (4.3)

which is regardless of the geometry information in Figure 4.5. Compared with the

conservative update (4.2), the nonconservative update (4.3) is stable with the CFL-

type constraint (2.20), since it does not consider the geometry information in the

irregular cells. However, (4.3) is not a conservative update, and it is only first-order

accurate in irregular cells [118].

To achieve a more accurate results but with CFL-type constraint independent of

Λi,j, a linear combination between (ne)
C,n+1
i,j and (ne)

NC,n+1
i,j is constructed to form

a preliminary state (ne)
P,n+1
i,j :

(ne)
P,n+1
i,j = ηi,j(ne)

C,n+1
i,j + (1− ηi,j)(ne)NC,n+1

i,j , (4.4)

where 0 ≤ ηi,j ≤ 1. Following necessary condition ηi,j/Λi,j = O(1) for stability

shown in [118], we take ηi,j = Λi,j.

The preliminary (4.4) has a stability constraint regardless of Λ, however, it is not

globally conservative. To ensure the conservation, the following conservative error

in cell (i, j)

Λi,jh
2
(

(ne)
C,n+1
i,j − (ne)

P,n+1
i,j

)
(4.5)

should be redistributed into a neighborhood of regular and irregular cells adjacent

to cell (i, j) [31, 118]. This neighborhood includes (i, j) itself, and the weight of

each cell (̂i, ĵ) in the neighborhood of (i, j) is taken as its volume Λî,ĵ. By this

locally volume-weighted redistribution, the conservative error (4.5) is added back

and therefore global conservation is constructed.

We have almost finished the explanation of scheme including EB for the trans-

port equations. As a summary, there is no state variable defined on covered cells.

Evolution on regular cells takes conservative update (4.2) or (4.3) since these two
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equations are identical for regular ones. State variables on irregular cells is firstly

evaluated by preliminary update (4.4), which requires both conservative update

(4.2) and nonconservative update (4.3). Then the conservative error in irregular

cells (4.5) is redistributed to a neighborhood of the cells.

The construction of each fluxes F n in (4.2) finishes the clarification of scheme

using EB method. On the one hand, in order to construct the flux F n
i,j located at

the EB boundary, we first utilize state value (ne)
n
i,j, slopes (σx)

n
i,j and (σy)

n
i,j to get

a state value at the center of EB segment. Then by the homogeneous Neumann

boundary condition and Riemann solver, we get the flux values F n
i,j. It should

be noted that the velocity for this flux is evaluated from −µ̃e ~En
i,j · ~ni,j. On the

other hand, other four fluxes in (4.2) are constructed from linear interpolation of

nonconservative fluxes F̃ . One example can be found in Figure 4.7, where F n
i,j+1/2

is interpolated from

F n
i,j+1/2 = (1− l̄)F̃ n

i,j+1/2 + l̄F̃ n
i+1,j+1/2

=
1 + li,j+1/2

2
F̃ n
i,j+1/2 +

1− li,j+1/2

2
F̃ n
i+1,j+1/2, (4.6)

where li,j+1/2 comes from geometry information of cell (i, j) (see Figure 4.5).

Figure 4.7: Linear interpolation of fluxes F̃ n
i,j+1/2 and F̃ n

i+1,j+1/2 to get F n
i,j+1/2.
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4.2.2 EB for elliptic equations

The idea of embedded boundary method with interpolation in Section 4.2.1 can

also be applied to elliptic equations for potential φ. After solving the discrete po-

tential φ, the discrete electric field ~E can be viewed as the negative slope of φ,

where the method and coding for slope calculation in Section 4.2.1 could be reused.

Therefore in this subsection, we focus on spatial discretization of variable coeffi-

cient elliptic equation for potential φ on background Cartesian grid with embedded

boundary. The illustration in this subsection is mainly based on EB method pro-

posed in [72,143]. For simplicity, the idea will be introduced in 2D.

To avoid lengthy expression of the variable coefficient and the right-hand side

in (2.9) or (2.14), we introduce κ(x, y) and ρ(x, y) to denote the coefficient and

right-hand side, respectively, and consider discretization on the following elliptic

equation:

−∇ · (κ(x, y)∇φ) = ρ(x, y), (4.7)

where φ satisfies Dirichlet or Neumann boundary condition following the problem

setting in Section 4.1. Here the superscript of φ is not shown explicitly due to the

elliptic equations in the fluid model could be solved on different time stages (e.g. n,

n+ 1/2 or n+ 1), depending on the temporal scheme in Section 2.2. Similarly, the

superscripts of κ and ρ are also omitted.

The general idea of EB method for elliptic equations is similar as the method for

transport equations in Section 4.2.1. The discretization is different for three types of

cells in Figure 4.4. For covered cells, we do not need to set discrete φni,j on them. For

regular cells, the classical second-order central difference scheme is adopted, which

has a similar form as (2.17). Ghost point method is taken if the regular cells are

adjacent to boundaries aligned with coordinates. For irregular cells, the discrete

state variable φni,j is defined at the center of regular background grid. Finite volume

method is applied on each irregular cell, resulting in a flux-difference or discrete

divergence form. Then interpolation is introduced to make the flux located at the
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center of partial cell boundary.

Figure 4.8: Locations of κ and the centroid of irregular cell.

We take the same irregular cell in Figure 4.5 to illustrate the scheme for elliptic

equation (4.7). For simplicity and consistence to Figure 4.5, we assume ∆x = ∆y =

h. By integrating (4.7) both sides over the irregular cell (integration is taken only

for the white part in Figure 4.5) and dividing Λi,jh
2, the following scheme can be

derived:

− 1

Λi,jh

(
li+1/2,jκi+1/2,jFi+1/2,j − li−1/2,jκi−1/2,jFi−1/2,j

+li,j+1/2κi,j+1/2Fi,j+1/2 − li,j−1/2κi,j−1/2Fi,j−1/2 − lEBi,j κEBi,j Fi,j
)

= ρ̄i,j, (4.8)

where κi,j+1/2 is the value of κ(x, y) evaluated at the center of the partial segment

on edge (i, j + 1/2), and similar notations are introduced for κi,j−1/2 and κi±1/2,j;

Fl,m are fluxes through each segment of boundary of the irregular cell, for l = i±1/2

and m = j± 1/2; Fi,j is the flux through the embedded segment; ρ̄i,j is the volumed

average of ρ(x, y) over the irregular cells, or the value of ρ(x, y) evaluated at the

centroid of the irregular cell. It should be noted that fluxes F in (4.8) approximate

the normal derivatives on the cell boundaries. The locations of discrete κ and the
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centroid of irregular cell are depicted in Figure 4.8. In 3D, these κ are evaluated at

the centroids of each boundary face.

Next the detailed construction of fluxes F in (4.8) is demonstrated. The idea is

similar as the construction in transport equations in previous subsection. As shown

in Figure 4.6, we introduce fluxes F̃ in the first step as

F̃i,j+1/2 =
φi,j+1 − φi,j

h
, F̃i+1/2,j =

φi+1,j − φi,j
h

,

and then linearly interpolate from F̃ at the midpoints of regular background Carte-

sian edges to F at the midpoint of irregular edge in the second step. The linear

interpolation follows same form of (4.6), which is also demonstrated in Figure 4.7.

Figure 4.9: The construction of EB fluxes on the red edge. A quadratic polynomial

is constructed from three values φ0, φ1
i,j and φ2

i,j on the blue triangles. The first

one takes value from Dirichlet boundary condition. The other two take values from

quadratic interpolation by discrete φ on three red circles along y direction. The

direction is chosen perpendicular to the largest-magnitude component of ηi,j. All

triangles locate on the line starting at the midpoint of the red EB edge with direction

ηi,j, which is plotted as pink dash line.

The construction of fluxes F in (4.8) is clear except Fi,j, which is located at
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the EB edge. Although Dirichlet boundary condition is applied to the embedded

boundary in problem setting, we simply comment here that the value of Fi,j is

provided if Neumann boundary condition is applied. Compared with the Neumann

condition, the implementation of Dirichlet condition is a little complicated. We

adopt the quadratic interpolation in [72], which is constructed by three points along

the normal direction ηi,j of the EB edge. One point is picked as the midpoint of

the EB edge in cell (i, j), and the value φ = φ0 at this point is provided by the

boundary condition. The other two points φ1
i,j and φ2

i,j are selected as the first two

intersection points of: the line along direction ηi,j; and two parallel grid lines which

are perpendicular to the direction of the largest-magnitude component of ηi,j but

not contains φi,j. The two parallel lines are plotted as black dash lines in Figure 4.9,

and the three points for quadratic interpolation are plotted as blue triangles in the

same figure. In Figure 4.9, if we denote the distance between the triangle of φ0 and

φ1
i,j as d1

i,j and denote the distance between two triangles φ0 and φ2
i,j as d2

i,j, then

the flux Fi,j in (4.8) is given as

Fi,j =
1

d2
i,j − d1

i,j

(
d2
i,j

d1
i,j

(
φ0 − φ1

i,j

)
−
d1
i,j

d2
i,j

(
φ0 − φ2

i,j

))
,

which is the derivative at the point of φ0 of the quadratic interpolating polynomial

crossing φ0, φ1
i,j and φ2

i,j. Furthermore, the two values φ1
i,j and φ2

i,j are evaluated by

the quadratic interpolation from discrete φ, which is located at three red circles at

the parallel black dash line containing φ1,2
i,j in Figure 4.9.

We give a summary of the scheme for the elliptic equation 4.7 using EB method.

The scheme takes a flux-differencing form as shown in (4.8), which is applied to all

regular cells and irregular cells. In regular cells, lEBi,j = 0 and the scheme (4.8) is

identical to the classical second-order central difference scheme. In irregular cells,

the fluxes in all (partial) edges aligned to the coordinates are constructed by linear

interpolation from the fluxes defined at the midpoints of background regular cells.

If Dirichlet boundary condition is applied on EB boundary, the flux Fi,j at the EB

edge is constructed as the derivative of a quadratic polynomial. This quadratic
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polynomial lies along with the direction of normal vector ηi,j, where three points are

depicted in Figure 4.9.

The multigrid preconditioned elliptic solver introduced in Section 2.4 can be used

to solve the algebraic equation from (4.8). For the ease of programming, we take

multigrid as a solver in this chapter. As mentioned in (2.30), this solver can also be

viewed as a Richardson iteration with multigrid preconditioner. Due to the inclusion

of EB method, the multigrid solver should take minor adjustments on smoothing

and restriction in Figure 2.1.

The smoothing procedure is partitioned to two steps [72]. In the first step, Jacobi

iteration is performed only for the irregular cells, with fixed values in the regular

cells. In the second step, red-black Gauss-Seidel relaxation is taken for regular cells,

with fixed values in the irregular cells.

The restriction is based on coarsening the grid. Figure 4.10 shows the procedure

of coarsening from four adjacent cells in finer layer to one cell in the coarser layer.

We comment here that the top-left finer cell of these four cells is a covered cell,

which contains no discrete state variable φ in finer layer. The EB edge in coarser

cell is taken as the segment from intersection points of coarser background Cartesian

grid and the boundary, which can be seen in the right subfigure of Figure 4.10.

Although the construction of coarser EB edge do not conserve the volume of

original four finer cells, we follow [72] and define the volume of coarser cell as the

sum of volumes of four finer cells. If some finer cells are covered cells, the volume

of them is zero. To be consistent with this definition of volume, the restriction in

Figure 2.1 is taken as the volume-weighted average of the residuals in the finer cells.

With the modification of smoothing and restriction, the V-cycle multigrid method

is applicable on the algebraic elliptic equation with EB method. It should be noted

that the prolongation is identical to the previous one introduced in Figure 2.1, which

is the constant interpolation.
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coarsen

Figure 4.10: Illustration of coarsening procedure. Four finer cells combine to one

coarser cell centered at blue square. The coarser value is taken as the volume-

weighted average of all three non-covered finer value centered at circles. The red

solid line in the right subfigure shows the EB edge of this coarser cell.

4.2.3 Convergence and stability

In this subsection, we would like to adopt the dimensionless model problem in

2D, to show the inclusion of embedded boundary method still keeps second-order

convergence in spatial discretization, and not affect the stability with respect to

the dielectric relaxation constraint and small volume ratio Λ of irregular cells. The

following 2D model problem has similar form as (1.6) but without photoionization

∂ne
∂t
−∇ ·

(
µ̃e ~Ene

)
− D̃e∆ne = S exp(−K/| ~E|)µ̃e| ~E|ne,

∂np
∂t

+∇ ·
(
µ̃p ~Enp

)
= S exp(−K/| ~E|)µ̃e| ~E|ne, x ∈ Ω, t > 0,

− λ∆φ = np − ne, ~E = −∇φ,

(4.9)

where domain Ω is taken as the (0, 1) × (0, 1) subtracting a round-rod pin with

length 0.15 and diameter 0.1; other parameters are taken as: µ̃e = 1, µ̃p = 0.09, D̃e =

Diag(1×10−4, 1×10−4), S = 1000 and K = 4. The dimensionless applied voltage in

the boundary condition is taken as φ0 = 1, i.e., φ|y=1 = φ|(x,y)∈curve electrode = 1 and
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φ|y=0 = 0. Homogeneous boundary condition is applied to other two boundaries

as ∂φ
∂x
|x=0,1 = 0. Homogeneous Neumann boundary conditions are applied at all

the boundaries for ne, and at all inflow boundaries for np. The parameter λ and

initial condition will be given later. Constant time steps τn = τ are used, and

the computation is performed until T = 0.03125. To concentrate on the embedded

boundary method, uniform mesh is adopted, and we take ∆x = ∆y = h. The

criterion for elliptic equation is taken as (2.37) with ε = 10−8 hereafter in this

chapter.

Study of convergence In this testing example, we set λ = 10−3 in (4.9). The

initial value is ne(x, y, t = 0) = np(x, y, t = 0) = 10−6 + 0.1 exp(−100[(x − 0.5)2 +

(y − 0.5)2]). For all the calculations in this example, we fix the ratio of the time

step to the grid size at τ/h = 0.125. The finite volume method with unlimited

linear reconstruction is applied for spatial discretization. The “exact solution” for

(ne)ref and (np)ref are calculated by second-order explicit scheme (2.3)–(2.5) with τ =

0.03125/29 which is sufficiently small. The error is calculated on a smaller domain,

to prevent the case when the coarser cell contains some covered cells (e.g. Figure

4.10). The simulation domain, the domain for error estimate and the reference

solution (ne)ref are depicted in Figure 4.11. The numeric results are given in Table

4.1.

Table 4.1: L2-norm error of the second-order semi-implicit scheme (2.12)–(2.13) in

a 2D pin-plane problem.

∆t 0.03125/24 0.03125/25 0.03125/26 0.03125/27

‖ne − (ne)ref‖ 5.0027×10−3 1.5912×10−3 3.5364×10−4 6.6669×10−5

order – 1.6526 2.1698 2.4072

‖np − (np)ref‖ 5.9607×10−3 1.9943×10−3 4.7795×10−4 9.9153×10−5

order – 1.5796 2.0610 2.2691

The results in Tables 4.1 demonstrate that the EB method with semi-implicit
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(a) simulation domain and the domain for error

estimate

(b) reference solution (ne)ref at t = T

Figure 4.11: Simulation domain, the domain for error estimate and reference so-

lution in the problem for study of convergence. Simulation domain is the white

region surrounded by black solid line, while the domain for error estimate is the the

simulation outside red dash rectangle.
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scheme (2.12)–(2.13) is indeed second order accurate, though the order has larger

oscillation compared with the 1D example without EB in Section 2.6.1.

Study of stability In this example, we study the stability of EB method in two

aspects. First, we check if the CFL-type stability condition (2.20) holds if the area

of some irregular cells is very small. Second, we check the inclusion of EB method

will not break the property of relaxing the dielectric relaxation constraint of the

proposed second-order semi-implicit scheme (2.12)–(2.13).

We perform the calculation with λ = 5 × 10−5 in (4.9). The initial value is

ne(x, y, t = 0) = np(x, y, t = 0) = 10−6 + exp(−1000[(x− 0.5)2 + (y − 0.85)2]). MC

limiter is applied in spatial discretization.

Similar as Section 2.6.1, we introduce τdiel and τCFL to denote the constraint of

time step for the dielectric relaxation and CFL-type stability, respectively. In 2D,

τdiel is identical to (2.34), and CFL-type constraint is similar as (2.20) and (2.35),

which is

τ ≤ τCFL =
h

Cγµ̃e(|Ex|max + |Ey|max) + 2(D̃e,x + D̃e,y)/h
. (4.10)

To get a good estimation of τdiel and τCFL for this test problem, we first perform the

simulation on a very fine mesh h = 1/2048 with τ = 1/32768, using second-order

explicit scheme (2.3)–(2.5), and record the maximum values of |Ex|, |Ey| and (µ̃pnp+

µ̃ene). Then, we plug the maximum value of (µ̃pnp + µ̃ene) to get an estimation of

τdiel defined in (2.34), and the result is τdiel = 4.3326 × 10−5. To estimate τCFL,

we insert the estimated value of maximum of |Ex| and |Ey| into (4.10), with Cγ

set to be 2 and h chosen as a relatively larger cell size h = 1/256, which yields

τCFL = 4.2658 × 10−4. Thus we have τCFL ≈ 9.8τdiel, meaning that a much better

efficiency can be achieved if we can break the dielectric relaxation time constraint.

The numerical tests presented below will be carried out on the uniform background

Cartesian grid with h = 1/256.

For this fixed testing uniform grid, we found the smallest ratio of area over all

irregular cells is Λi,j ≈ 8.3724×10−3. One of the cells with smallest ratio is depicted
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in Figure 4.12.

x

y

Figure 4.12: One irregular cell with smallest ratio of area Λi,j. Mesh size: h = 1/256.

Four different time steps, i.e., 0.1τdiel, τdiel, 3τdiel and 9τdiel, are used to test the

stability. All these four time steps are less than τCFL, and stability condition (2.35)

is always satisfied for all simulations before numerical blow-up occurs. We consider

a simulation to be unstable if ne > 10 is detected in this example. According to

our experiments, this condition always leads to a quick numerical blow-up of the

solution. Similar as Section 2.6.1, we implemented four temporal discretizations

for comparisons: the proposed semi-implicit scheme (2.12)–(2.13), the first-order

explicit scheme (2.2), the first-order semi-implicit scheme (2.7), and second-order

explicit scheme (2.3)–(2.5). Moreover, in order to see the effect of preliminary update

(4.3) and redistribution (4.5) for cells with small ratio of area, we also implement

the classical conservative update (4.2) over all irregular cells for comparison. The

results of stability testing are summarized in Table 4.2.

The results in first several rows in Table 4.2 shows the stability of the dielectric

relaxation constraint over four schemes, and they are similar as the results in Table

2.3. These results clearly show that the two semi-implicit methods remain stable

when the time step exceeds τdiel and reaches 9τdiel. In contrast, the two explicit
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Table 4.2: Stability of different temporal discretizations on a 2D pin-plane problem.

Temporal scheme (with preliminary update) τ = 0.1τdiel τ = τdiel τ = 3τdiel τ = 9τdiel

2nd order semi-implicit (2.12)–(2.13) stable stable stable stable

1st order semi-implicit (2.7) stable stable stable stable

2nd order explicit (2.3)–(2.5) stable stable unstable unstable

1st order explicit (2.2) stable stable unstable unstable

Temporal scheme (conservative update) τ = 0.1τdiel τ = τdiel τ = 3τdiel τ = 9τdiel

2nd order semi-implicit (2.12)–(2.13) unstable unstable unstable unstable

1st order semi-implicit (2.7) unstable unstable unstable unstable

2nd order explicit (2.3)–(2.5) unstable unstable unstable unstable

1st order explicit (2.2) unstable unstable unstable unstable

methods exhibit instability. As indicated, the stability condition (2.35) is still ful-

filled for all the time steps and schemes. Therefore the instability is caused by the

violation of the dielectric relaxation time constraint, and the semi-implicit schemes

truly allow larger time steps on this occasion with the inclusion of the EB method.

On the other hand, comparison between top rows and bottom rows in Table 4.2

also shows the conservative update itself is unstable for the CFL-type constraint

(4.10). It could exhibit instability with the EB method, in the case when some

cut cells are small compared with the background regular cells. The small cut cells

could bring a small factor in the CFL-type stability constraint and require a very

small time step (e.g. less than 0.1τdiel in Table 4.2) for a stable update. As a result,

the inclusion of preliminary update allows a larger and more robust time step to

different shapes of boundary and mesh size in the EB method.

4.3 Adaptive mesh refinement (AMR) method

As can be seen in the previous figures of streamer discharge (e.g, Figures 4.11,

3.11, and 2.10), the width of streamer is small compared with the typical size of
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simulation domain. This implies only a few cells in the grid of simulation domain

are “important”. Furthermore, in order to capture the important thin layer ahead of

streamer propagation, a relative fine mesh should be taken. Therefore, if an uniform

mesh is adopted during the simulation of streamer, the time cost is large even when

parallelism has been taken, and the accurate simulation on those “not important”

cells might be not necessary. To avoid some unnecessary calculation and make our

simulator more efficient, we would like to consider adaptive mesh refinement (AMR)

during simulation.

The adaptive skill has been adopted in the fluid model in [10,14,48,109,116,132,

154] and achieved great success. The multiscale structure of streamer discharge is

captured with less number of fine mesh, which reduces the total DOFs and allows a

faster simulation. Among the mentioned literature, the majority uses a multi-layer

Cartesian adaptive mesh generation [48,109,132,154]. On the other hand, in [10,116],

local adaptive method is applied to unstructured mesh; in [14], the moving mesh

method is adopted, which could be viewed as achieving best accuracy with fixed

computational cost. As can be seen in Section 4.2, we take a background Cartesian

grid with EB to handle the curve boundary of domain. Due to the existence of this

Cartesian grid, we would like to implement the adaptive mesh based on a multi-layer

Cartesian grid for the ease of programming, where the AMR method used in this

thesis mainly comes from [11,13,112].

Generally speaking, AMR adopts a hierarchy of several layers of Cartesian grids.

Starting from a coarse Cartesian uniform mesh on the first layer, AMR finds those

cells with unsatisfactory refinement in the first layer and refines them by subdividing

these cells into rd equal-sized sub-cells, where r is the ratio of division in each

dimension and d is the dimension of problem. The refined sub-cells from the first

layer form the second layer of the hierarchy. This refining procedure could continue

if the some cells in the second layer are still not satisfactory. Then we continue

to refine and subdivide those under-refined cells in the second layer and get the

third layer. This procedure continues until all leaf cells are properly refined or the
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hierarchy reaches maximum number of layers. An example of the AMR grid is

demonstrated in Figure 4.13.

Figure 4.13: An example of the AMR grid with four layers. The mesh is required

to be refined near the red curve.

Following the block structured approach in [11, 13], the hierarchy of an AMR

grid can be described by four notations: level index l, level grid Gl, k-th patch at

level l as Gl,k and (i, j)-th individual cell I li,j. We assume level index 1 ≤ l ≤ lmax,

where l = 1 is the level of coarsest grid and lmax is the finest level. Moreover, we

assume the coarsest grid is an uniform Cartesian mesh which covers the simulation

domain Ω. At each level l, the level grid Gl is the union set of all the cells I li,j in this

level. For simplicity, we assume identical and uniform mesh size in all direction at

level l as hl = ∆xl = ∆yl, where ∆xl and ∆yl are the mesh size in x, y direction in

level l, respectively. Therefore, all the cells I li,j in level l have same mesh size hl, and

the index (i, j) of this cell is characterized globally at each level. If we consider the

background domain as [x0, x1]× [y0, y1], then I li,j = [x0 + ihl, x0 + (i+ 1)hl]× [y0 +

jhl, y0 + (j + 1)hl]. We further introduce the ratio rl,l+1 between two adjacent level
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l and l+ 1, which is an integer larger than 1 (typical equal to 2) and hl = rl,l+1hl+1.

The remaining notation Gl,k is introduced from the block structured approach, which

serves as a bridge between I li,j and Gl. At each level l, the level grid Gl is represented

as the union set of all patches Gl,k, which is Gl = ∪kGl,k. Each patch Gl,k is a

rectangle in 2D, and two characteristic corners of this patch is (x0 +ik,1hl, y0 +jk,1hl)

and (x0 + ik,2hl, y0 + jk,2hl). Hence, Gl,k = {I li,j|ik,1 ≤ i < ik,2, jk,1 < jk,2}. As a

result, the AMR with block structured approach does not refine the under-refined

cells individually. Instead, it tries to covered the under-refined cells by finer patches.

The inclusion of patch Gl,k between Gl and I li,j bring more computation due to

the fact that some cells in one patch might do not need refined. However, the patch

structure has better efficiency in data communication compared with individual

cells [112], which is beneficial for parallel computing. In fact, a efficiency number

0 < ref ≤ 1 is introduced to restrict the ratio of cells need to be refined over the

total number of cells in one patch. If ref is small, there could be less number of large

finer patches to covered all the cells need to be refined, but bring more unnecessary

refinement. On the other hand, if ref is large, there is less unnecessary refinement,

but the number of patches could be large. To illustrate the usage of patch, we reuse

the example in Figure 4.13 and dye different adjacent patches with different colors

in the second and third layer of grid. The color patches are shown in Figure 4.14.

There are two requirements in the generation of grid hierarchy to ensure “prop-

erly nested” [11, 112]. First, one fine patch should starts and ends at the corner of

cells in the adjacent coarser level grid. It should be commented that this requirement

does not mean the fine patch is contained in one coarser patch, which can be seen

from the top-left shadow patch in the right subfigure in Figure 4.14. This shadow

patch cross two patches in the next coarser layer (green color, light-blue color in

the left subfigure). Second, there must be one cell in level Gl+1 separating a cell in

Gl and a cell in Gl+2. The requirement makes sure the scheme and communication

can be constructed between two adjacent levels, instead of jumping from one level

to next two coarser or finer level.
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Figure 4.14: The AMR grid in Figure 4.13 with different dyed patches in the second

layer (left subfigure) and the third layer (right subfigure).

With the “properly nested” AMR hierarchy, numerical method at level l could

be designed using the information merely from level l + 1 and l − 1. Furthermore,

the numerical scheme could be applied to each patches instead of individual cells.

We would like to introduce the numerical method in AMR for transport equations

in Section 4.3.1 and elliptic equations in Section 4.3.2.

4.3.1 AMR for transport equations

In this subsection, we focus on the numerical scheme on a grid with AMR for the

transport equations, which are first two equations in (1.6). The scheme is mainly

based on [11, 13], which solved hyperbolic conservation laws with AMR grid. To

sketch the idea in a simple way, we will introduce the scheme in 2D. As can be seen

in the following description, the extension to 3D is relatively straightforward due to

the usage of background Cartesian grid. Furthermore, we fix the grid hierarchy in

this section and leave the discussion of grid generation in Section 4.3.3.

Similar as Section 4.2, the first order explicit temporal discretization (2.2) is
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taken for the description of scheme with AMR. Nevertheless, all temporal discretiza-

tion in Section 2.2 could be adopted with straightforward modification.

To sketch the idea of AMR on the transport equations, we first consider the

scheme outside the vicinity of domain boundary. These cells are regular and not

effected by the redistribution from irregular cells. Therefore, we do not need to

consider the preliminary and redistribution procedure in Section 4.2.1 for these

cells, and the scheme is identical to (4.2) or (4.3). However, the definition of flux F n

should be remedied if the flux is defined on the edge which locates at the coarse-fine

interface. To illustrate this modification, we take the cell (ic, jc) in Figure 4.15 as an

example, where two-level grid is considered and the subscript c denotes the index in

coarse level and f denotes the one in fine level.

ic + 1, jc

if − 1, jf

if − 1, jf + 1

ic, jc

if , jf if + 1, jf

if , jf + 1 if + 1, jf + 1

Figure 4.15: Some regular cells in two AMR levels. They are away from the boundary

and near the coarse/fine interface of these two levels. The value at (ic + 1, jc) is

evaluated from average of four values in finer grid. The value at (if − 1, jf + 1) and

(if − 1, jf ) is evaluated from bilinear interpolation on coarser grid.

The scheme on coarse cell (ic, jc) is formally given as

(ne)
n+1
ic,jc
− (ne)

n
ic,jc

τn
− 1

hlc

(
F n
ic+1/2,jc − F

n
ic−1/2,jc

+F n
ic,jc+1/2 − F n

ic,jc−1/2

)
= Snic,jc , (4.11)

where the source term Snic,jc = α̃(| ~En
ic,jc |)µ̃e| ~E

n
ic,jc|(ne)

n
ic,jc . The scheme on other finer

cells is formally identical to (4.11). If all the stencil cells required to construct flux
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F n
ic+1/2,jc

are in Glc − Glf , then the flux F n
ic+1/2,jc

is identical to the one introduced

in Section 4.2.1, which is constructed by the all the information in the cells at same

level. On the other hand, as seen in Figure 4.15, the F n
ic+1/2,jc

lies in the interface

between this level and next finer level. In this case, F n
ic+1/2,jc

is modified to be the

summation of all fluxes which lies in the edge (ic + 1/2, jc) and constructed in the

finer level

F n
ic+1/2,jc =

1

rlc,lf

rlc,lf−1∑
k=0

F n
if−1/2,jf+k, (4.12)

where rlc,lf is the ratio between level lc and level lf , which is equal to 2 in Figure

4.15. As a result, scheme 4.11 can be rewritten as

(ne)
n+1
ic,jc
− (ne)

n
ic,jc

τn
− 1

hlc

( 1

rlc,lf

rlc,lf−1∑
k=0

F n
if−1/2,jf+k − F n

ic−1/2,jc

+F n
ic,jc+1/2 − F n

ic,jc−1/2

)
= Snic,jc . (4.13)

This scheme preserve conservation if the source is zero. It should be noted that we

take identical time step τn for all levels. However, if considering transport equations

merely, a better choice should be τnc = rlc,lf τ
n
f . In other words, a better choice should

be fixing the ratio of time step and mesh size on each level. In this choice, (4.12)

should be modified to accumulate the flux F n
if−1/2,jf+k from tn to tn+(rlc,lf−1)τnf . We

take uniform time step on every levels in this thesis due to the coupling of Poisson

equation. The electric field should be calculated at each intermediate finer time

step, which should be considered carefully, in particular to the dielectric relaxation

constraint.

Before discussing the construction of flux (if − 1/2, jf ), we briefly show the

implementation of scheme (4.13). In order to implement based on level and avoid

changing scheme for different cells in the same level, the formal scheme (4.11) is

preferable. As a result, at time step tn, we take a conservative average of state

variable nne on the finer cells to get an estimate of state variable on the coarser level.
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In Figure 4.15, this conservative average is given as

(ne)
n
ic+1,jc =

1

r2
lc,lf

rlc,lf−1∑
p=0

rlc,lf−1∑
q=0

(ne)
n
if+p,jf+q. (4.14)

After the conservative average, the flux F n
ic+1/2,jc

is modified to be constructed by

state variable on level lc, which is identical to the grid with single level. Therefore,

formal scheme (4.11) can be firstly applied on one level, but modification should be

done between levels to recover the scheme (4.13).

The modification from formal scheme (4.11) with conservative average (4.14) to

the scheme between levels (4.13) is implemented by introducing variable of difference

δFic+1/2,jc . When advancing the coarse level, we initialize

δF n
ic+1/2,jc = −F n

ic+1/2,jc , (4.15)

where this formal F n
ic+1/2,jc

is constructed from level lc with average (4.14). After

formal evolving the coarse level, the finer level is advanced, during which we add

the related fine flux to δFic+1/2,jc as

δFic+1/2,jc := δFic+1/2,jc +
1

rlc,lf

rlc,lf−1∑
k=0

F n
if−1/2,jf+k. (4.16)

At the end of the evolution of finer level, the solution is corrected by

(ne)
n+1
ic,jc

:= (ne)
n+1
ic,jc

+
τn
hlc

(
δF n

ic+1/2,jc − δF
n
ic−1/2,jc + δF n

ic,jc+1/2 − δF n
ic,jc−1/2

)
. (4.17)

By the prediction formal update (4.11) and the correction in (4.11), the full scheme

(4.13) is implemented.

Next we will show the scheme on the fine level, in particular to the cell (if , jf )

in Figure 4.15 and the flux F n
if−1/2,jf

. The scheme on cell (if , jf ) is similar to (4.11).

However, the construction of fluxes in x direction F n
if±1/2,jf

need the estimate value

at (if − 1, jf ). This estimation is given by the bilinear interpolation from coarser

gird, and the slopes in all directions have been calculated in the scheme of coarser

level. If the stencil need estimate value from a more coarser levels, the bilinear

interpolation can be applied recursively on more coarser levels.
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The procedure of this level-based scheme in the fixed AMR hierarchy without

considering EB is summarized as follows:

1. Coarse to fine: let l iterates from 1 to lmax. For each level l:

i. Estimate the values on the boundary stripe of each patch by the following

preferable order: domain boundary condition; values on cells in the same

level l; bilinear interpolation from l − 1 level.

ii. Evolve every patch in level l independently by scheme (4.11).

2. Fine to coarse: let l iterates from lmax to 2. For each level l:

i. Average each patch to replace the values for cells in level l − 1.

ii. Do correction (4.17) for those cells in l − 1 which share edge with patch

in l but not covered by Gl.

The previous procedure sketch the general idea of multi-level scheme with AMR,

which is valid to those cells away from the boundary of domain. For those cells close

to the boundary, the procedure should be modified to include the redistribution of

(4.5). This redistribution between different levels makes the procedure more com-

plicated. As a result, we only sketch the modification briefly in this thesis, and we

would like to refer to [134] for detailed scheme and [37] for detailed implementation.

The redistribution in the AMR hierarchy cannot be taken just in each level and

should be applied between two adjacent levels. Generally speaking, the redistribu-

tion should be accounted from one cell to coarse or fine cells abut this cell. Similar

as the introduction of δF in (4.15) and (4.16), the redistribution among levels first

redistributes the conservative error (4.5) in one level and then corrects it after the

redistribution in finer level is counted. However, the redistribution is more com-

plicated than flux correction because the redistribution could happens from coarse

cells to fine cells or from the fine to the coarse, while the flux correction always

modifies coarse flux by fine fluxes. If a cell (ic, jc) is located in level lc and it is not

covered by finer grid, the conservative error in this cell is divided into three parts to
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be redistributed: the error to cells in the same level but not covered by finer grid;

the error to cells in the same level and covered by finer grid; the error to cells in the

next coarser level. The first part is redistributed in this level. The second part is

redistributed to the cells in next finer level according to the area of finer cells. The

third part should be accumulated together with the error of other cells in this level

that share the same edge of cell in the coarser level. If a cell (ic, jc) is located in

level lc and it is covered by finer grid, the conservative error from this cell to other

cells which are in level lc but not covered by finer grid should not be redistributed,

since this error will be redistributed from those finer cells.

4.3.2 AMR for elliptic equations

This subsection discusses the inclusion of AMR hierarchy into the elliptic equa-

tions with EB method in Section 4.2.2, which is based mostly on [72,112].

Similar as the scheme for transport equations in AMR hierarchy in Section 4.3.1,

the scheme for elliptic equations is designed on each level of the AMR hierarchy. On

each level, the same scheme (4.8) used for EB method is applied to every cell. As

can be seen later in Section 4.3.3, we follows the refinement criterion [72] for elliptic

equations to refine the irregular cells together with a buffer zone. This criterion

makes sure that the interpolation stencil in the irregular cells could use the values

in the same level. As a result, we just need to discuss the modification of (4.8) to

cells abut the coarse-fine interface and away from the vicinity of boundary.

We adopt the typical variable coefficient elliptic equation (4.7) to illustrate the

scheme with AMR hierarchy. Figure 4.15 is taken as an example for cells abut the

coarse-fine interface. The scheme (4.8) on coarse cell (ic, jc) is modified to replace

the flux on the right edge with coefficient κic,jc+1/2 by the sum of fluxes in the finer

level. This replacement is given as

κic,jc+1/2Fic,jc+1/2 →
1

rlc,lf

rlc,lf−1∑
k=0

κif−1/2,jf+kFif−1/2,jf+k, (4.18)
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where the ratio rlc,lf = 2 in Figure 4.15. The replacement is similar as (4.12),

and it is based on the fluxes calculated in the finer level, which are Fif−1/2,jf+k for

k = 0, · · · , rlc,lf − 1.

Next, we show the scheme on fine cell (if , jf ). It requires a quadratic inter-

polation from both coarse and fine level, which has broader stencil. To show this

interpolation, we enlarge the scope the cells in the coarse-fine interface in Figure

4.16. To evaluate the gradient at the left edge of (if , jf ), which is denoted as yellow

solid square in Figure 4.16, a quadratic polynomial is constructed from three values

along the green dashed line in the same figure. Two points are taken from the fine

grid, which is (if , jf ) and (if , jf + 1). The other point, which is denoted as blue

solid circle, is taken from the quadratic interpolation from three points in coarse

grid along with the red dashed line. After the constriction of quadratic polynomial

along green dashed line, the gradient of this polynomial is evaluated at the yellow

solid square. This gradient replaces the flux Fif−1/2,jf in for the scheme (4.8) on the

finer cell (if , jf ).

The scheme (4.8) has been adjusted to a AMR hierarchy, and we would like to

discuss the modification of the multigrid solver at the end of Section 4.2.2, to adjust

the AMR hierarchy. This modification is mostly based on [112]. The main difference

between the multigrid solver in AMR hierarchy and the single-level multigird solver

is that, each level might only contain parts of simulation domain. As a result, we

need to handle the coarse-fine interface for each level.

Following the framework in Figure 2.1, the pre-smoothing procedure is applied

only to the cells on current level (level 2 in Figure 2.1), where the values in the next

coarser level (level 1) is fixed. The residual r2 is calculated only for those cells in

level 2, and the restriction r1 is applied to these cells. For the other cells in level

1 which is not coarsened from level 2, we denote them as x
(0)
1 and their residual

r1 should be calculated at this level (need the information from x
(1)
2 ). These two

calculations (restriction from level 2 and calculating residual on level 1) fill all the

residual r1 in level 1, and then the V-cycle continues to solve A1d1 = r1. Before
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ic, jc

if , jf

Figure 4.16: Some regular cells in two AMR levels for quadratic interpolation to

construct the left flux of (if , jf ). Quadratic interpolation is first applied along the

red dashed line to evaluate the value at blue solid circle. Then this solid value

together with two values at fine level along with the green dashed line constructs

the gradient at the yellow solid square.

prolongation to d2, we correct the solution at those cell in level 1 as x
(3)
1 = x

(0)
1 + d1.

The prolongation is applied only to those cells in level 1 but covered by cells in level

2. Finally the solution x
(2)
2 in level 2 is corrected by d2, and the post-smoothing is

applied to x
(2)
2 with fixed value x

(3)
1 .

4.3.3 Refinement indicators for streamer discharge

In Section 4.3.1 and Section 4.3.2, we introduced the scheme on transport equa-

tions and elliptic equations in a fixed hierarchy. In this subsection, we discuss the

generation of new grid hierarchy and the refinement indicators for streamer discharge

during the generation.

The new grid is generated from the old grid by mainly two steps: tagging cells
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and creating patches. A full procedure could be found in [11], and the data structure

for maintaining the AMR hierarchy tree could be referred to [12]. After creating a

new AMR grid, interpolation and average introduced in the previous two subsections

are applied to get the state variables in the new grid.

The tagging procedure starts from the finest level and iterates to the coarsest

level one by one. Some refinement indicators, which will be discussed later in this

subsection, are applied to all the cells on this level. If the “error” indicated by these

indicators is large in some cells, we tag the cells, and they will be covered later

by finer patches in the next finer level except the level number reaches prescribed

maximum. Then a buffer zone is added, which tags all cells in the vicinity of previous

tagged cells. The size of this vicinity is characterized by a prescribed integer number

nbf . A large nbf brings more computational cost in evolving solution on more fine

cells but decreases the frequency of generating new grid. After adding buffer zone,

we tag those cells in this level if it contains a tagged cell in two finer level to keep

properly nested.

The creating procedure at each level generates finer rectangle patches to covered

tagged cells in current level. It takes some heuristic procedures [11] to cluster nearby

cells together. A prescribed efficiency number ref will be used, which has been

illustrated before Figure 4.14. After creating procedure, the new finer grid should

be checked to ensure properly nested. If some patches are not, they will be further

subdivided and checked repeatedly until properly nested.

After briefing two main procedures in generating new grid, we discuss the re-

finement indicators in this thesis for streamer discharge. Some of the following

indicators has been adopted by previous researchers in [111,116,154]:

1. relative gradient of ne:
‖∇ne‖
ne

hl ≥ εr and ne ≥ εe;

2. net charge density (np − ne): |(np − ne)|hl ≥ εn;

3. ionization coefficient α̃: α̃hl ≥ εα.



126 Chapter 4. Simulation for Streamer Discharge inside General Electrodes

The first indicator is intended to capture the shock of electron density, and we

restrict the indicator to the region where ne is larger than a given density εe to

avoid division over small number. The second indicator could be viewed as the

divergence of electric field ~E times mesh size and λ, and it is used to capture the

thin layer ahead of the streamer. This thin layer can be clearly seen from Figure

2.8. The last indicator capture those region with high magnitude of ionization rate,

which could also be viewed as capture region with higher | ~E| due to the positive

relation of | ~E| and α̃. This indicator utilizes the property that streamer propagates

by the strong electric field ahead of it.

Besides the previous three indicators, we also tag all irregular cells with a buffer

zone. This was discussed at the beginning of Section 4.3.2, which is used to ensure

the interpolation stencil for irregular cells could use the values in same level. More-

over, this refinement gives a more accurate representation of curve boundary with

affordable price since the boundary is one dimensionally lower than the dimension

of domain.

4.3.4 Comparison of different indicators

In this subsection, we adopt the dimensionless model problem in 2D (4.9) to

compare different indicators in Section 4.3.3. The second-order semi-implicit tem-

poral scheme (2.12)–(2.13) and the MUSCL finite volume method with MC limiter

are taken for discretization hereafter in this section. Similar as Section 4.2.3, do-

main Ω is taken as the (0, 1) × (0, 1) subtracting a round-rod pin, with a longer

length 0.25 and same diameter 0.1. Most parameters are taken from (1.6), with

identical µ̃e, µ̃p, α̃ (α̃ = 4332 exp(−3.8/| ~E|), which means S = 4332 and K = 3.8

in (4.9)) and λ. The two-dimensional dimensionless diffusion coefficient is taken as

D̃e = Diag(1.1037× 10−4, 1.1037× 10−4). The dimensionless applied voltage in the

boundary condition is taken as φ0 = 0.5, i.e., φ|y=1 = φ|(x,y)∈curve electrode = 0.5 and

φ|y=0 = 0. Other boundary conditions are identical to (4.9). The initial condition

is taken as ne(x, y, t = 0) = np(x, y, t = 0) = 10−5 + 0.1 exp(−5000[(x− 0.5)2 + (y−
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0.75)2]).

We adopt a AMR hierarchy of 5 levels, where hl = ∆xl = ∆yl for all level

1 ≤ l ≤ 5. h1 is taken as 1/64, and the refinement ratio is taken as 2 for all

levels, which means finest mesh size h5 = 1/(64 × 24) = 1/1024. To focus on the

comparison among different indicators, we fix time step as 7.5×10−3 ns and simulate

until 9 ns, which gives dimensionless τn ≈ 1.4882×10−4 and T ≈ 0.17858. This time

step satisfies the CFL-type constraint (4.10) during the simulation. To construct

a reference solution, we also simulate the same problem on a uniform mesh with

h = h5 = 1/1024. The new mesh is generated every two steps, and the buffer zone

number nbf is taken as 2.

To illustrate the performance of three indicators introduced in Section 4.3.3,

we simulate same problem with three indicators separately. It should be noted

that the boundary of round-rod pin is always required to be refined, which means

refinement is also taken on irregular cells in all levels. Therefore, the irregular cells

are always refined in the discussion of three indicators. It should also be noted

that this subsection mainly focuses on the comparison among three indicators and

therefore, the refinement parameter of each indicator could be further optimized or

selected.

We take εr = 0.3 and εe = 10−5 in the first indicator. εe is taken from the

background preionization from initial condition, and εr could be taken at order O(1).

The results of this indicator are summarized in Figure 4.17, where the number of

cells on each level is indicated in the title. For a reference, we also show the results

from uniform mesh in the same figure.

In the second indicator, we take εn = 10−5, which is roughly O(0.1λ). However,

we find this indicator cannot capture the propagation of streamer properly at the

initial stage. This can be attributed to the initial condition of assuming neutral

plasma, which is ne(x, y, t = 0) = np(x, y, t = 0). At the initial stage when t is very

small, ne(x, y, t) is close to np(x, y, t). As a result, the net charge density, which

is their difference, is very small in magnitude and nearly equal to 0. Then the
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(a) density at t = 3 ns (b) electric field at t = 3 ns (c) AMR hierarchy at t = 3 ns;

cell number from level 1 to 5:

4096, 1632, 3296, 6720, 12736

(d) density at t = 6 ns (e) electric field at t = 6 ns (f) AMR hierarchy at t = 6 ns;

cell number from level 1 to 5:

4096, 2240, 4576, 9280, 17184

(g) density at t = 9 ns (h) electric field at t = 9 ns (i) AMR hierarchy at t = 9 ns;

cell number from level 1 to 5:

4096, 3008, 6752, 13600, 18944

Figure 4.17: Electron density ne, electric field | ~E| and mesh hierarchy using the first

indicator. Contour of ne takes 5 values from 0.04 to 0.2 with spacing 0.04. Contours

of | ~E| takes 5 values from 0.25 to 1.25 with spacing 0.25. The red lines denote results

using AMR, while blue lines are reference results using uniform mesh.
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indicators will suggest nowhere to be refined initially, which could bring large error

from initial stage. On the other hand, when streamer starts to propagation after a

short time, the net charge density will be significant. Therefore, in this testing of the

second indicator, we would like to include the first indicator with same parameter

for the first 10 time steps. Starting from the 11-th time step, we close the first

indicator and just use the second indicator. This initial amendment gives a more

fair comparison and the first 10 steps is small compared with the total simulation

steps as 1200. We depict the results of the second indicator with amendment in

Figure 4.18.

We take εα = 0.6 in the third indicator. This value is evaluated from plugging

| ~E| = 0.8 into the expression of α̃ and times the result with h1 = 1/64. Similar

as the previous two indicators, we draw the contour of electron and electric field as

well as the mesh in each level in Figure 4.19. We comment here that the contours in

Figure 4.19 are significantly discontinuous in some places due to the fact that mesh

is very coarse at these places.

Although the number of cells in each level has been indicated at time t = 3, 6, 9 ns

in Figures 4.17–4.19, we would like to show the average number of cells in each level

during the whole simulation for a more comprehensive understanding of workload.

These results are summarized in Table 4.3.

Table 4.3: Average number of cells during the simulation in each level for different

refinement indicators. The average is taken over 1200 time steps.

first indicator second indicator third indicator

level 1, h1 = 1/64 4096 4096 4096

level 2, h2 = 1/128 1919.9 1338.7 1943.5

level 3, h3 = 1/256 4094.7 3100.9 3551.8

level 4, h4 = 1/512 8342.7 6806.3 5811.5

level 5, h5 = 1/1024 14555.6 15043.6 9199.1

sum of all levels 33008.9 30385.5 24601.9
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(a) density at t = 3 ns (b) electric field at t = 3 ns (c) AMR hierarchy at t = 3 ns;

cell number from level 1 to 5:

4096, 1152, 2464, 5280, 11648

(d) density at t = 6 ns (e) electric field at t = 6 ns (f) AMR hierarchy at t = 6 ns;

cell number from level 1 to 5:

4096, 1440, 3392, 7456, 16416

(g) density at t = 9 ns (h) electric field at t = 9 ns (i) AMR hierarchy at t = 9 ns;

cell number from level 1 to 5:

4096, 1920, 5248, 11504, 25808

Figure 4.18: Electron density ne, electric field | ~E| and mesh hierarchy using the

second indicator. Contour of ne takes 5 values from 0.04 to 0.2 with spacing 0.04.

Contours of | ~E| takes 5 values from 0.25 to 1.25 with spacing 0.25. The red lines

denote results using AMR, while blue lines are reference results using uniform mesh.
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(a) density at t = 3 ns (b) electric field at t = 3 ns (c) AMR hierarchy at t = 3 ns;

cell number from level 1 to 5:

4096, 1568, 3184, 5440, 8928

(d) density at t = 6 ns (e) electric field at t = 6 ns (f) AMR hierarchy at t = 6 ns;

cell number from level 1 to 5:

4096, 2016, 3616, 6112, 9424

(g) density at t = 9 ns (h) electric field at t = 9 ns (i) AMR hierarchy at t = 9 ns;

cell number from level 1 to 5:

4096, 3392, 5024, 7456, 9568

Figure 4.19: Electron density ne, electric field | ~E| and mesh hierarchy using the

third indicator. Contour of ne takes 5 values from 0.04 to 0.2 with spacing 0.04.

Contours of | ~E| takes 5 values from 0.25 to 1.25 with spacing 0.25. The red lines

denote results using AMR, while blue lines are reference results using uniform mesh.
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The comparison among three indicators in Figures 4.17–4.19 illustrates the first

indicator gives closest result to the reference solution, while it uses largest number

of cells as seen in Table 4.3. However, the largest number 33008.9 is small compared

with 10242 cells in uniform mesh, and the ratio is 33008.9/10242 ≈ 3.1%. On

the other hand, the first indicator might be failed to capture the head of streamer

properly, which could be seen in the subfigure (i) in Figure 4.17. In this subfigure,

the first indicator gives boarder and coarser mesh near the head of streamer.

The second indicator is able to capture the width of streamer, but might be

weaker to follow streamer in the direction of its propagation. This can be found in

subfigure (a), (d) and (g) in Figure 4.18. On the other hand, the meshes in (c), (f)

and (i) subfigures illustrate that this indicator could refine mesh according to the

profile of streamer, and the refinement is concentrated in a narrow channel. The

failure of capturing head of streamer might be attributed to the over-narrow channel

in front of streamer.

The third indicator has two clear characters. First, it refines the mesh near or

ahead of the tip of streamer. This character can be clearly observed in subfigures

(c), (f) and (i) in Figure 4.19. Moreover, it considers a broader refinement region

but concentrates the finest mesh inside a smaller region. This second character can

be found in Table 4.3, where the third indicators use largest number of cell in level 2

but smallest numbers in level 4 and 5. Therefore, the third indicator could capture

the density and electric field near the head of streamer, but might not be able to

recover the width of streamer properly.

The three refinement indicators have different characters in simulating streamer

as discussed above. In this thesis, we would like to adopt a more refined but “safer”

grid. Therefore, we would like to combine three indicators above (but with other

parameters) together in the applications in Section 4.4. This means the union of

tagged cells in three indicators is adopted. We wish this combined indicator could

refine broader region by the first indicator, capture the width of streamer by the

second indicator and follow the propagation of streamer by the third indicator.
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It should be commented here that for all three indicators, the time usage of

tagging cells, grid generation, corresponding average and interpolation take roughly

5% of total simulation time. This percentage is acceptable in the simulation of

streamer, nevertheless, one could reduce the percentage by decreasing the frequency

of generating new grid.

4.4 Applications

In this section, we consider applications in 3D, where the dimensionless co-

efficients are taken from those after (1.6). Time step is chosen adaptively by

(2.20) multiplying a safety factor 0.4, which is similar as the choice before Sec-

tion 2.7.1. In the AMR method, the refinement ratio is taken as 2 for all levels, and

hl = ∆xl = ∆yl = ∆zl for all levels. We take a buffer zone as nbf = 4 and generate

the new grid every 8 steps. The efficiency number nef is taken as 0.8. The parame-

ters for three refinement indicators are taken as εr = 0.4, εe = 10−5, εn = 3× 10−5

and εα = 1.

The implementation of EB method with AMR hierarchy in this chapter is based

on the Chombo software [2, 39]. It provides a set of tools for implementing finite

difference and finite volume methods for the solution of partial differential equations

on block-structured adaptively refined rectangular grids. Furthermore, it supports

calculations in complex geometries with embedded boundaries. As indicated in

Section 2.6.2, the following simulations were performed on the cluster Tianhe2-JK

located at Beijing Computational Science Research Center.

4.4.1 Effects of different shapes of anode

In Section 4.1, two typical shapes of pin or anode is introduced. We would like

to compare the effects of these two shapes on the propagation of streamer in this

subsection.

Two domains Ω1 and Ω2 are considered. Ω1 is (0, 1)3 subtracting a round-rod pin,
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where the length is 0.25 and diameter is 0.2. Ω2 is (0, 1)3 subtracting a hyperbolic

pin, where the center of pin is ~xc = (0.5, 0.5, 0.75) and semi-latus rectum is p = 0.03.

The cross section of Ω1 and Ω2 at y = 0.5 is depicted together in Figure 4.20.

0 0.2 0.4 0.6 0.8 1x

0

0.2

0.4

0.6

0.8

1
z

round-rod pin

hyperbolic pin

Figure 4.20: Cross section of two domains Ω1 and Ω2 at y = 0.5 in Section 4.4.1.

The dimensionless applied voltage φ0 is taken as 0.3. The function used in initial

condition is taken as

n0(~x) = 10−4 + 0.1 exp

(
−(x− 0.5)2 + (y − 0.5)2 + (z − 0.75)2

2× 0.012

)
. (4.19)

This initial value is used in both two simulations in Ω1 and Ω2.

In the AMR hierarchy, we take 4 levels, with coarsest mesh size h1 = 1/128.

The two simulations in this subsection are run on only 40 cores (2 nodes), and each

simulation (including data output) takes less than two days to 9 ns. Results of two

simulations at three different times, which are 3, 6, 9 ns, are depicted and compared

in Figures 4.21–4.23.

Generally speaking, the shape of anode could influence the propagation of streamer

greatly in its speed, width and shape. It could be clearly seen in Figures 4.21–4.23

that the streamer in Ω1, which is the domain with round-rod anode, propagates

slower than the streamer in Ω2 with hyperbolic anode. To see the width of streamer,

we could concentrate on Figure 4.22. In this figure, the streamer in Ω1 at 9 ns prop-

agates around z = 0.6, which is the similar as the location of streamer tip in Ω2 at
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6 ns. Comparing the electron density of these two streamers (at two different times),

the one in Ω1 has thinner channel but higher electron density.

The shape of anode could also affect the magnitude and distribution of electric

field, which could be found in Figure 4.23. Initially at 3 ns, the electric field ahead

of streamer in Ω1 is weaker than that ahead of streamer in Ω2. However, at 9 ns, the

electric field in Ω1 becomes stronger in turn. On the other hand, we could compare

the distribution of electric field between two streamers which propagate at similar

location z = 0.6, i.e., the streamer in Ω1 at 9 ns and the streamer in Ω2 at 6 ns. The

comparison shows electric field in Ω1 is more concentrated near the head of streamer,

while the electric field in Ω2 has a longer and wider tail along with the streamer.

The slower propagation of streamer in Ω1 might be attributed to the weaker initial

electric field, and it is possible that the larger channel of streamer in Ω2 is due to

the wider tail of electric field.

4.4.2 Streamer discharge for interacting streamers

The interaction of streamers in a domain with round-rod pin is studied in this

subsection. We consider a domain Ω = (0, 0.2)3 subtracting a round-rod pin with

length 0.1 and diameter 0.04. This domain is to mimic the hyperbolic pin used

in [137] but changing the shape of anode from hyperbolic to round-rod. The ap-

plied voltage is taken as 2 kV, which means dimensionless φ0 ≈ 0.0385. The initial

condition is taken as a summation of four Gaussian plasmas with a homogeneous

background as

n0(~x) = 10−3 +

4∑
i=1

0.1 exp

(
−(x− 0.1 + δxi)

2 + (y − 0.1)2 + (z − 0.08)2

σ2

)
, (4.20)

where σ = 0.0025, δx1 = 0.007, δx2 = −0.007, δx3 = 0.021 and δx4 = −0.021.

This domain together with the initial condition is depicted in Figure 4.24. It should

be noted that the applied voltage as well as the initial condition is identical to one

example used in [137], and we change the anode to be a round-rod pin. In this

application, the AMR hierarchy takes 4 levels where h1 is taken as 1/64.
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Figure 4.21: Contour surfaces of Electron density ne = 0.05 and slices of mesh

hierarchy on plane y = 0.5 at three different times t = 3, 6, 9 (ns). (ordered from top

line to bottom line). Left subfigures: round-rod anode; right subfigures: hyperbolic

anode.
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Figure 4.22: Cross section of electron density ne on plane y = 0.5 at three different

times t = 3, 6, 9 (ns). (ordered from top line to bottom line). Left subfigures: round-

rod anode; right subfigures: hyperbolic anode.
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Figure 4.23: Cross section of electric field | ~E| on plane y = 0.5 at three different

times t = 3, 6, 9 (ns). (ordered from top line to bottom line). Left subfigures: round-

rod anode; right subfigures: hyperbolic anode.
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Figure 4.24: Simulation domain and initial condition. The round-rod pin is dyed as

gray color, and contour surface of electron density 0.01 is dyed as red color.

The contours of electron density for ne = 0.002 as well as the grid hierarchy are

depicted in Figures 4.25 and 4.26. It can be seen that four streamers are attracted

by the round-rod anode and merged near the tip of the anode. The channels of

streamers would become thinner after reaching the anode. On the other hand, the

refinement indicator gives a fine mesh near the heads of streamers and the tip of

anode. The mesh is coarsen near the middle part of streamers when the channels

do not change significantly.

In order to see more detailed interaction of streamers in the cross section y = 0.1,

we draw the electron density at this cross section in Figure 4.27 and the magnitude

of electric field in Figure 4.28. It could be clearly seen in Figure 4.27 that the

electron propagates to the anode, and the direction of this propagation seems to

be perpendicular to the anode. After touching the anode, the width of channels of

streamers and the magnitude of electrons decrease. On the other hand, the streamers

seems difficult to propagate downwards. This could be attributed to the weaker

electric field located at the bottom heads of streamers compared with stronger field

at the top heads of streamers, which can be seen in Figure 4.28.
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Figure 4.25: Left subfigures: the contour surfaces (red color) of electron density

ne = 0.002 at three different times t = 0.37, 0.77, 0.97 (ns). Right subfigures: slices

of mesh at y = 0.1 of the corresponding left subfigures.
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Figure 4.26: Left subfigures: the contour surfaces (red color) of electron density

ne = 0.002 at three different times t = 2.40, 3.02 and 3.83 (ns). Right subfigures:

slices of mesh at y = 0.1 of the corresponding left subfigures.
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Figure 4.27: Cross section of electron density ne at y = 0.1. Six subfigures are

depicted at time t = 0.37, 0.77, 0.97, 2.40, 3.02 and 3.83 (ns), ordered from left to

right and top to bottom.
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Figure 4.28: Cross section of magnitude of electric field | ~E| at y = 0.1. Six subfigures

are depicted at time t = 0.37, 0.77, 0.97, 2.40, 3.02 and 3.83 (ns), ordered from left

to right and top to bottom.





Chapter 5
Conclusions and Future Work

This thesis focuses on efficient and accurate simulations for streamer discharge

in three dimensions based on the fluid model. Different numerical methods are

designed, compared and applied to the fluid model. With these methods, we simulate

the propagation of streamer by parallel computing. The main work in this thesis is

summarized as follows:

1. Propose a new second-order semi-implicit scheme for the fluid model.

To relax the dielectric relaxation time constraint and achieve a higher order conver-

gence, a new second-order semi-implicit scheme is designed. It can be solved explic-

itly and requires solving elliptic equation only once at each time step. The resulting

variable-coefficient elliptic equation is solved by multigrid preconditioned FGMRES

method efficiently. These methods are implemented using MPI parallelism, and the

parallel efficiency is satisfactory. The propagation of streamer between two flat elec-

trodes is simulated, and the numerical performance of different temporal schemes

and algebraic solvers are studied as well.

2. Evaluate photoionization in the classical integral model by the kernel-

independent fast multipole method. Photoionization is important in streamer

discharges, and the classical modeling of it is an integral model. The kernel-

independent fast multipole method is introduced to evaluate this integral. The

145



146 Chapter 5. Conclusions and Future Work

accuracy of this evaluation is greatly improved compared with two other popular

PDE-based methods. Quantitative comparison is studied among different domains

and various pressures to demonstrate the robustness of different methods. Besides

accuracy, computational cost and scalability of the fast multipole method are studied

numerically.

3. Apply the embedded boundary and adaptive mesh refinement methods

to streamer discharge inside general domains. Streamer can be observed in

general electrodes, therefore, the simulator should be adapted to general domains.

The embedded boundary method is applied to the handle general domain boundary

using interpolation on a background Cartesian grid, and its convergence and stability

are numerically studied. Adaptive mesh refinement method with some indicators is

adopted to capture the structure of streamer and improve the efficiency of simulation.

Numerical results of streamer propagation in different anodes and the interaction of

streamers are reported.

Apart from the accuracy, the developed simulator possesses satisfactory perfor-

mance with additional three main advantages: efficient in both fluid equations and

photoionization source term; applicable to domain with complex geometry; paral-

lelly efficient in cluster. These advantages suggest that the proposed simulator can

be applied to broader research studies including high-voltage engineering, sprite dis-

charge simulations, and discharge applications. However, there are three limitations

in this study. Firstly, the simulator was based on deterministic fluid model, which

was difficult to predict the branching of streamer. The second limitation is that the

convergence was second order, and the embedded boundary method required more

effort to achieve higher order. Thirdly, the electric field is found not so satisfactory

near the embedded boundary though potential is well calculated. As a result, there

are several possible future works:

• Apply the proposed simulator to some realistic setting and compare the nu-

merical results with experiments.
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• Do some analysis on the convergence, stability and efficiency of the studied

numerical schemes.

• Extend the simulator to more sophisticated fluid models which include more

particles, field-dependent coefficients and other types of boundary conditions.

• Model the stochastic effect in streamer discharge properly.

• Further improve the parallel efficiency of proposed simulator, in particular the

load balancing in a AMR hierarchy.

• Consider the skill of mixed finite element, which calculates both electric field

and potential in high-order convergence.

• Tolerate much weaker stability condition by the implicit finite volume method.
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