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a b s t r a c t

In this paper, we present control designs for single-input single-output (SISO) nonlinear systems in strict
feedback form with an output constraint. To prevent constraint violation, we employ a Barrier Lyapunov
Function, which grows to infinity when its arguments approach some limits. By ensuring boundedness
of the Barrier Lyapunov Function in the closed loop, we ensure that those limits are not transgressed.
Besides the nominal case where full knowledge of the plant is available, we also tackle scenarios wherein
parametric uncertainties are present. Asymptotic tracking is achieved without violation of the constraint,
and all closed loop signals remain bounded, under amild condition on the initial output. Furthermore, we
explore the use of an Asymmetric Barrier Lyapunov Function as a generalized approach that relaxes the
requirements on the initial conditions.We also compare our control with one that is based on a Quadratic
Lyapunov Function, and we show that our control requires less restrictive initial conditions. A numerical
example is provided to illustrate the performance of the proposed control.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Lyapunov’s direct method provides a means of determining
stability without explicit knowledge of system solutions (Slotine
& Li, 1991). Besides the analysis of system stability, it is also
employed to design stable controllers via the concept of Control
Lyapunov Functions (CLFs). For simplicity, quadratic functions of
the form V (z) = 1

2 z
TPz are often proposed as CLF candidates.

Although they are sufficient to solve a large variety of control
problems, some difficult problems call for more sophisticated
forms of Lyapunov functions. Novel Lyapunov functions have
been introduced to handle unknown virtual control coefficients
and nonlinearly parameterized functions (Ge,Hang, & Zhang,
1999a,b). For practical systems, it is well known that physical
insight and intuition can reveal ways of constructing suitable
Lyapunov functions to yield stable control design, as demonstrated
in numerous works in robotics and mechatronics systems (Ge,
Lee, & Harris, 1998; Lewis, Jagannathan, & Yesildirek, 1999;
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Ortega, Schaft, van der Mareels, & Maschke, 2001; Slotine & Li,
1991). In this paper, we adopt this approach of tailoring the
Lyapunov function to the needs of the problem. In particular,
we tackle the tracking problem for nonlinear systems in strict
feedback form with an output constraint, motivated by the fact
that many practical systems are subjected to constraints in the
form of physical stoppages, saturation, or performance and safety
specifications.
Existing methods to handle constraints include model pre-

dictive control (Allgöwer, Findeisen, & Ebenbauer, 2003; Mayne,
Rawlings, Rao, & Scokaert, 2000), reference governors (Bemporad,
1998; Gilbert & Kolmanovsky, 2002), and the use of set invariance
notions (Hu & Lin, 2001; Liu & Michel, 1994). Besides these, Bar-
rier Lyapunov Functions have been employed to handle constraints
for systems in the Brunovsky form (Ngo, Mahony, & Jiang, 2005).
Such a function yields a value that approaches infinity whenever
its arguments approach some limits. Inspired by this idea, our pre-
vious work has presented an Asymmetric Barrier Lyapunov Func-
tion for the control of electrostatic parallel plate microactuators
with guaranteed non-contact between themovable and fixed elec-
trodes (Tee, Ge, & Tay, in press).
Adaptive backstepping yields a means of applying adaptive

control to parametric-uncertain systems with non-matching
conditions (Krstic, Kanellakopoulos, & Kokotovic, 1995; Marino &
Tomei, 1995), aswell as systemswith uncertain functions (Farrell &
Polycarpou, 2006; Ge, Hang, Lee, & Zhang, 2001; Lewis et al., 1999).
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Despite its maturity, the explicit consideration of constraints
within this framework has received little attention, with a few
exceptions. In Krstic and Bement (2006), backstepping has been
employed to achieve nonovershooting tracking response for strict
feedback systems, by appropriately choosing the control gains such
that the initial error variables are negative. Another work (Li &
Krstic, 1997) has presented a modified backstepping design based
on positively invariant feasibility regions for nonlinear systems
with control singularities.
The current work investigates the use of Barrier Lyapunov

Functions for SISO nonlinear systems in strict feedback form with
an output constraint. By designing the control to render the time
derivative of the Barrier Lyapunov Function negative semidefinite,
we keep the Barrier Lyapunov Function bounded in the closed
loop and ensure that the constraints are not transgressed. Post-
design analysis reveals that the stabilizing functions and the
control signal remain bounded. Further contributions include the
design of adaptive controllers to handle parametric uncertainties
while simultaneously preventing constraints from being violated.
We also propose novel Asymmetrical Barrier Lyapunov Functions,
which add flexibility in control design and relaxes the restriction
on initial conditions. Last, but not least, we show that Barrier
Lyapunov Functions may yield less restrictive requirements on the
initial conditions than Quadratic Lyapunov Functions.
The paper is organized as follows. Section 2 introduces the key

technicalities underlying the use of Barrier Lyapunov Functions
for constraint satisfaction. Section 3 elucidates the design on a
class of second-order nonlinear systems. In Sections 4 and 5, we
extend the designs based on Symmetric and Asymmetric Barrier
Lyapunov Functions to systems with arbitrary order, and take
into account parametric uncertainty in the systems. A comparison
study with Quadratic Lyapunov Functions is shown in Section 6,
and a numerical example in Section 7.

2. Problem formulation and preliminaries

Throughout this paper, we denote byR+ the set of nonnegative
real numbers, ‖ • ‖ the Euclidean vector norm in Rm, and
λmax(•) and λmin(•) the maximum and minimum eigenvalues
of •, respectively. We also denote x̄i = [x1, x2, . . . , xi]T ,
z̄i = [z1, z2, . . . , zi]T , zi:j = [zi, zi+1, . . . , zj]T and ȳdi =
[y(1)d , y

(2)
d , . . . , y

(i)
d ]
T , for positive integers i, j.

Consider the strict feedback nonlinear system:

ẋi = fi(x̄i)+ gi(x̄i)xi+1, i = 1, 2, . . . , n− 1
ẋn = fn(x̄n)+ gn(x̄n)u
y = x1 (1)

where f1, . . . , fn, g1, . . . , gn are smooth functions, x1, . . . , xn are
the states, u and y are the input and output respectively. The output
y(t) is required to remain in the set |y| ≤ kc1∀t ≥ 0, where kc1 is a
positive constant.

Assumption 1. For any kc1 > 0, there exist positive constants Y 0,
Y 0, A0, Y1, Y2, . . . , Yn satisfying max{Y 0, Y 0} ≤ A0 < kc1 such
that the desired trajectory yd(t) and its time derivatives satisfy
−Y 0 ≤ yd(t) ≤ Y 0, |ẏd(t)| < Y1, |ÿd(t)| < Y2, . . . , |y

(n)
d (t)| < Yn,

∀t ≥ 0.

Assumption 2. The functions gi(x̄i), i = 1, 2, . . . , n, are known,
and there exists a positive constant g0 such that 0 < g0 ≤ |gi(x̄i)|
for |x1| < kc1 . Without loss of generality, we further assume that
the gi(x̄i) are all positive for |x1| < kc1 .

Fig. 1. Schematic illustration of a Symmetric (left) and an Asymmetric (right)
Barrier Lyapunov Function.

Definition 1 (Krantz & Parks, 1999). A function f : Rn → R is said
to be continuously differentiable of order k, or Ck, if

Daf :=
∂a1

∂xa11

∂a2

∂xa22
· · ·

∂an

∂xann
f

exists and is continuous, for all points (x1, x2, . . . , xn) in Rn, and
all nonnegative integers a1, a2, . . . , an satisfying

∑n
i=1 ai ≤ k. A

smooth, or C∞, function f : Rn → R is one that is Ck for every
positive integer k.

The nonlinear functions fi(x̄i) may be uncertain, in which
case they satisfy the following linear-in-the-parameters (LIP)
condition:

fi(x̄i) = θ Tψi(x̄i), i = 1, . . . , n (2)

where ψ1, . . . , ψn are smooth functions, and θ ∈ Rl is a vector
of uncertain parameters satisfying ‖θ‖ ≤ θM with θM a positive
constant.
The control objective is to track a desired trajectory yd(t)

while ensuring that all closed loop signals are bounded and that
the output constraint is not violated. To prevent the output from
violating the constraint, we employ a Barrier Lyapunov Function,
defined as follows.

Definition 2. A Barrier Lyapunov Function is a scalar function
V (x), defined with respect to the system ẋ = f (x) on an open
regionD containing the origin, that is continuous, positive definite,
has continuous first-order partial derivatives at every point of D ,
has the property V (x) → ∞ as x approaches the boundary of D ,
and satisfies V (x(t)) ≤ b ∀t ≥ 0 along the solution of ẋ = f (x) for
x(0) ∈ D and some positive constant b.

A Barrier Lyapunov Function may be symmetric or asymmetric,
as illustrated in Fig. 1. The following lemma formalizes the result
for general forms of barrier functions and is used in the control
design and analysis for strict feedback system (1) to ensure that
output or state constraints are not violated.

Lemma 1. For any positive constants ka1 , kb1 , let Z1 := {z1 ∈ R :
−ka1 < z1 < kb1} ⊂ R and N := Rl × Z1 ⊂ Rl+1 be open sets.
Consider the system

η̇ = h(t, η) (3)

where η := [w, z1]T ∈ N , and h : R+ × N → Rl+1 is piecewise
continuous in t and locally Lipschitz in z, uniformly in t, on R+ ×N .
Suppose that there exist functions U : Rl → R+ and V1 : Z1 → R+,
continuously differentiable and positive definite in their respective
domains, such that

V1(z1)→∞ as z1 →−ka1 or z1 → kb1 (4)

γ1(‖w‖) ≤ U(w) ≤ γ2(‖w‖) (5)
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where γ1 and γ2 are class K∞ functions. Let V (η) := V1(z1)+ U(w),
and z1(0) belong to the set z1 ∈ (−ka1 , kb1). If the inequality holds:

V̇ =
∂V
∂η
h ≤ 0 (6)

then z1(t) remains in the open set z1 ∈ (−ka1 , kb1) ∀t ∈ [0,∞).

Proof. The conditions on h ensure the existence and uniqueness
of a maximal solution η(t) on the time interval [0, τmax), according
to Sontag (1998, p. 476 Theorem 54). This implies that V (η(t))
exists for all t ∈ [0, τmax).
Since V (η) is positive definite and V̇ ≤ 0, we know that

V (η(t)) ≤ V (η(0)) for all t ∈ [0, τmax). From V (η) := V1(z1) +
U(w) and the fact that V1(z1) and U(w) are positive functions,
it is clear that V1(z1(t)) is also bounded for all t ∈ [0, τmax).
Consequently, we know, from (4), that |zi| 6= kb1 and |zi| 6= −ka1 .
Given that −ka1 < z1(0) < kb1 , we infer that z1(t) remains in the
set−ka1 < z1 < kb1 for all t ∈ [0, τmax).
Therefore, there is a compact subset K ⊆ N such that the

maximal solution of (3) satisfies η(t) ∈ K for all t ∈ [0, τmax).
As a direct consequence of Sontag (1998, p. 481 Proposition C.3.6),
we have that η(t) is defined for all t ∈ [0,∞). It follows that
z1(t) ∈ (−ka1 , kb1)∀t ∈ [0,∞). �

Remark 1. In Lemma 1, we split the state space into z1 and w,
where z1 is the state to be constrained, and w the free states. The
constrained state z1 requires the barrier function V1 to prevent it
from reaching the limits −ka1 and kb1 , while the free states may
involve quadratic functions.

3. Control design with a Barrier Lyapunov Function: Amotivat-
ing example

For illustration purposes, we consider a class of second-order
strict feedback systems, and outline the control design based on a
Barrier Lyapunov Function to ensure that the output constraint is
not violated. For simplicity, we suppose that the system is known;
the treatment of system uncertainty is postponed to Sections 4 and
5, where we detail adaptive control designs for uncertain high-
order systems. Consider the system:

ẋ1 = f1(x1)+ g1(x1)x2
ẋ2 = f2(x1, x2)+ g2(x1, x2)u (7)

where f1(x1), f2(x1, x2), g1(x1) and g2(x1, x2) are smooth functions,
u ∈ R the control input, and x1, x2 ∈ R the states, with x1 required
to satisfy |x1(t)| < kc1∀t ≥ 0, with kc1 being a positive constant.
We employ backstepping design as follows:
Step1 Let z1 := x1−yd and z2 := x2−α1, whereα1 is a stabilizing

function to be designed. Choose the following Symmetric Barrier
Lyapunov Function candidate, originally proposed in Ngo et al.
(2005):

V1 =
1
2
log

k2b1
k2b1 − z

2
1

where log(•) denotes the natural logarithm of •, and kb1 = kc1−A0
the constraint on z1, that is, we require |z1| < kb1 . It can be shown
that V1 is positive definite and C1 continuous in the set |z1| < kb1 ,
and thus a valid Lyapunov function candidate. The derivative of V1
is given by

V̇1 =
z1ż1
k2b1 − z

2
1
=
z1(f1 + g1(z2 + α1)− ẏd)

k2b1 − z
2
1

. (8)

Design the stabilizing function α1 as:

α1 =
1
g1
(−f1 − (k2b1 − z

2
1)κ1z1 + ẏd) (9)

where κ1 > 0 is a constant. Substituting (9) into (8) yields

V̇1 = −κ1z21 +
g1z1z2
k2b1 − z

2
1

(10)

where the coupling term g1z1z2/(k2b1 − z
2
1) is canceled in the

subsequent step.
Step 2 Since x2 does not need to be constrained, we choose a

Lyapunov function candidate by augmenting V1 with a quadratic
function:

V2 = V1 +
1
2
z22 . (11)

The time derivative of V2 is given by

V̇2 = −κ1z21 +
g1z1z2
k2b1 − z

2
1
+ z2(f2 + g2u− α̇1). (12)

The control law is designed as

u =
1
g2

(
−f2 + α̇1 − κ2z2 −

g1z1
k2b1 − z

2
1

)
(13)

where κ2 > 0 is constant, and the last term on the right-hand side
is to cancel the residual coupling term g1z1z2/(k2b1 − z

2
1) from the

first step. Substituting (13) into (11) yields V̇2 = −
∑2
i=1 κiz

2
i .

According to Lemma 1, we have |z1(t)| < kb1∀t > 0, provided
that the initial conditions satisfy
|z1(0)| < kb1 . (14)
Then, it is straightforward to show, from y(t) = z1(t) + yd(t),
|z1(t)| < kb1 , and |yd(t)| ≤ A0, that |y(t)| < kb1 + A0 = kc1 .
Thus, the output constraint will never be violated.
From (13), there is a concern of u(t) becoming unbounded

whenever |z1(t)| = kb1 . However, we have established that, in the
closed loop, the error signal |z1(t)| never reaches kb1∀t ≥ 0. As a
result, the control u(t)will not become unbounded because of the
presence of terms comprising (k2b1 − z

2
1(t)) in the denominator.

4. Control design for higher-order systems

In this section, control design and analysis are presented for
systems with order greater than two. We first consider the case
where the system model is known, and extend the techniques
introduced in Section 3. Subsequently,wedealwith the presence of
parametric uncertainty, and show that, by incorporating a barrier
function in adaptive backstepping design, the output constraint
is not violated at any time, including the transient phase of
adaptation.

4.1. Known case

First, we consider the case where the functions fi(x̄i) and gi(x̄i)
are known. The control design is based on backstepping, with a
Barrier Lyapunov Function candidate employed in the first step,
and Quadratic Lyapunov Function candidates in the remaining
steps.
Since backstepping design has been well studied and mature,

we omit the details of the procedure. Let z1 = x1 − yd and zi =
xi − αi−1, i = 2, . . . , n. The first two steps of backstepping design
are similar to that presented in Section 3 for second-order strict
feedback systems. From Step 3 onwards, the design procedure
is identical to standard backstepping using Quadratic Lyapunov
Functions. Consider the Lyapunov function candidates:

V1 =
1
2
log

k2b1
k2b1 − z

2
1

(15)

Vi = Vi−1 +
1
2
z2i , i = 2, . . . , n (16)
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where kb1 = kc1 − A0. Design the stabilizing functions and control
law as

α1 =
1
g1
(−f1 − (k2b1 − z

2
1)κ1z1 + ẏd) (17)

α2 =
1
g2

(
−f2 + α̇1 − κ2z2 −

g1z1
k2b1 − z

2
1

)
(18)

αi =
1
gi
(−fi + α̇i−1 − κizi − gi−1zi−1), i = 3, . . . , n (19)

u = αn (20)
where κi > 0 is constant, and α̇i−1 is given by

α̇i−1 =

i−1∑
j=1

∂αi−1

∂xj
(fj + gjxj+1)+

i−1∑
j=0

∂αi−1

∂y(j)d
y(j+1)d (21)

for i = 2, . . . , n. The closed loop system is obtained as

ż1 = −(k2b1 − z
2
1)κ1z1 + g1z2 (22)

ż2 = −κ2z2 −
g1z1
k2b1 − z

2
1
+ g2z3 (23)

żi = −κizi − gi−1zi−1 + gizi+1, i = 3, . . . , n− 1 (24)

żn = −κnzn − gn−1zn−1. (25)
Then, the time derivative of Vn along (22)–(25) can be written as

V̇n = −
n∑
j=1

κjz2j ≤ 0. (26)

According to Lemma 1, the error signal z1 is ensured to satisfy
|z1| < kb1 , provided that |z1(0)| < kb1 .

Theorem 1. Consider the closed loop system (1), (17)–(20) under
Assumptions 1 and 2. If the initial conditions are such that z̄n(0) ∈
Ωz0 := {z̄n ∈ Rn : |z1| < kb1}, then the following properties hold.
(i) The signals zi(t), i = 1, 2, . . . , n, remain in the compact set
defined by

Ωz =

{
z̄n ∈ Rn : |z1| ≤ Dz1 , ‖z2:n‖ ≤

√
2Vn(0)

}
(27)

Dz1 = kb1
√
1− e−2Vn(0) (28)

where Vn is the overall Lyapunov function candidate obtained
from (15)–(16).

(ii) The output y(t) remains in the set Ωy := {y ∈ R : |y| ≤
Dz1 + A0 < kc1} ∀t ≥ 0, i.e. the output constraint is never
violated.

(iii) All closed loop signals are bounded.
(iv) The output tracking error z1(t) converges to zero asymptotically,

i.e., y(t)→ yd(t) as t →∞.

Proof. (i) From V̇n ≤ 0, it follows that Vn(t) ≤ Vn(0). For
|z1(0)| < kb1 , Lemma 1 yields |z1(t)| < kb1∀ t > 0. Thus,
we infer that

1
2
log

k2b1
k2b1 − z

2
1(t)
≤ Vn(0). (29)

Taking exponentials on both sides of the inequality and
rearranging, we obtain k2b1 ≤ e

2Vn(0)(k2b1 − z
2
1(t)). Then, the

following inequality can be obtained:

|z1(t)| ≤ kb1
√
1− e−2Vn(0). (30)

Similarly, from the fact that (1/2)
∑n
j=2 z

2
j (t) ≤ Vn(0), we can

show that ‖z2:n(t)‖ ≤
√
2Vn(0). Therefore, zi(t) remains in

the compact setΩz∀ t .

(ii) Since y(t) = z1(t) + yd(t), |z1(t)| ≤ Dz1 < kb1 , and |yd(t)| ≤
A0, we infer that |y(t)| ≤ Dz1 + A0 < kb1 + A0 = kc1 . Hence,
we can conclude that y(t) ∈ Ωy∀t ≥ 0.

(iii) From (i), we know that the error signals z1(t), . . . , zn(t) are
bounded. The boundedness of z1(t) and yd(t) implies that the
state x1(t) is bounded. Together with the fact that ẏd(t) is
bounded from Assumption 1, it is clear, from (17), that the
stabilizing function α1(t) is also bounded. This leads to the
boundedness of x2(t), since x2 = z2 + α1. From (27), we have
that |z1(t)| < kb1 . Since α2 is a continuous function of the
bounded signals x̄2(t), z̄2(t), and ȳd2(t) in the set |z1| < kb1 , we
know that α2(t) is bounded. This leads to the boundedness of
state x3(t), since x3 = z3+α2. Following this line of argument,
we canprogressively show that eachαi(t), for i = 3, . . . , n−1,
is bounded, since it is a continuous function of the bounded
signals x̄i(t), z̄i(t), and ȳdi(t) in the set z1 ∈ (−kb1 , kb1). Thus,
the boundedness of state xi+1(t) can be shown. With x̄n(t),
z̄n(t) bounded, and |z1(t)| < kb1∀t > 0, we conclude that
the control u(t) is bounded. Hence, all closed loop signals are
bounded.

(iv) From the fact that xi(t), zi(t), i = 1, . . . , n, are bounded,
particularly with |z1(t)| < kb1∀t ≥ 0, it can be shown,
from (22)–(25), that V̈n(t) is bounded, whichmeans that V̇n(t)
is uniformly continuous. Then, by Barbalat’s Lemma (Slotine
& Li, 1991), we obtain that zi(t) → 0 as t → ∞, for
i = 1, . . . , n. �

4.2. Uncertain case

In this section, we consider the system (1) in which the
nonlinear functions fi(x̄i) are uncertain, and satisfy the LIP
condition (2). Since adaptive backstepping design is mature, we
omit the details. Interested readers are referred to Krstic et al.
(1995). Denote z1 = x1 − yd and zi = xi − αi−1, i = 2, . . . , n.
Consider the Lyapunov function candidates:

V1 =
1
2
log

k2b1
k2b1 − z

2
1
+
1
2
θ̃ TΓ −1θ̃ (31)

Vi = Vi−1 +
1
2
z2i , i = 2, . . . , n (32)

where kb1 = kc1 − A0, Γ1 = Γ T1 > 0 is constant matrix, and
θ̃ := θ̂ − θ is the error between θ and its estimate, θ̂ . It can be
shown that V1 is positive definite and continuously differentiable
in the set |z1| < kb1 , and thus a valid Lyapunov function candidate.
The adaptive backstepping control is designed as follows:

α1 =
1
g1
(−θ̂ Tw1 − (k2b1 − z

2
1)κ1z1 + ẏd) (33)

α2 =
1
g2

(
− θ̂ Tw2 − κ2z2 −

g1z1
k2b1 − z

2
1
+
∂α1

∂x1
g1x2

+

1∑
j=0

∂α1

∂y(j)d
y(j+1)d +

∂α1

∂θ̂
Γ τ2

)
(34)

αi =
1
gi

(
−θ̂ Twi − κizi − gi−1zi−1 +

i−1∑
j=1

∂αi−1

xj
gjxj+1

+

i−1∑
j=0

∂αi−1

∂y(j)d
y(j+1)d +

∂αi−1

∂θ̂
Γ τi +

i−1∑
j=2

∂αj−1

∂θ̂
Γwizj

)
i = 3, . . . , n (35)

w1 = ψ1(x1), wi = ψi(x̄i)−
i−1∑
j=1

∂αi−1

∂xj
ψj(x̄j) (36)
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τ1 =
w1z1
k2b1 − z

2
1
, τi = τi−1 + wizi, i = 2, . . . , n (37)

u = αn (38)
˙̂
θ = Γ τn (39)
which yields the closed loop system

ż1 = −(k2b1 − z
2
1)κ1z1 + g1z2 − θ̃

Tw1 (40)

ż2 = −κ2z2 −
g1z1
k2b1 − z

2
1
+ g2z3 − θ̃ Tw2 +

∂α1

∂θ̂
(Γ τ2 −

˙̂
θ) (41)

żi = −κizi − gi−1zi−1 + gizi+1 − θ̃ Twi

+
∂αi−1

∂θ̂
(Γ τi −

˙̂
θ)+

i−1∑
j=2

∂αj−1

∂θ̂
Γwizj (42)

żn = −κnzn − gn−1zn−1 − θ̃ Twn +
∂αn−1

∂θ̂
(Γ τn −

˙̂
θ)

+

n−1∑
j=2

∂αj−1

∂θ̂
Γwnzj (43)

along with (39). The time derivative of Vn along (39)–(43) is given
by V̇n = −

∑n
j=1 κjz

2
j . According to Lemma 1, the error signal z1

satisfies |z1(t)| < kb1∀t > 0, provided that |z1(0)| < kb1 .

Theorem 2. Consider the closed loop system consisting of (1), (33)–
(39) under Assumptions 1 and 2. If the initial conditions are such that
z̄n(0) ∈ Ωz0 := {z̄n ∈ Rn : |z1| < kb1}, then the following properties
hold.
(i) The signals zi(t), i = 1, 2, . . . , n, and θ̂ (t) remain in the compact
sets defined by

Ωz =

{
z̄n ∈ Rn : |z1| ≤ Dz1 , ‖z2:n‖ ≤

√
2V̄n

}
(44)

Ωθ̂ =

θ̂ ∈ Rl : ‖θ̂‖ ≤ θM +

√
2V̄n

λmin(Γ −1)


Dz1 = kb1

√
1− e−2V̄n

V̄n =
1
2
log

k2b1
k2b1 − z

2
1(0)
+
1
2

n∑
j=2

z2j (0)

+
1
2
λmax(Γ

−1)(‖θ̂ (0)‖ + θM)2

(ii) The output y(t) remains in the set Ωy := {y ∈ R : |y| ≤
Dz1 + A0 < kc1} ∀t ≥ 0, i.e. the output constraint is never
violated.

(iii) All closed loop signals are bounded.
(iv) The output tracking error z1(t) converges to zero asymptotically,

i.e., y(t)→ yd(t) as t →∞.
Proof. (i) From Vn(t) ≤ Vn(0) and ‖θ‖ ≤ θM , we know that

Vn(0) ≤ V̄n. For |z1(0)| < kb1 , we have, from Lemma 1,
that |z1(t)| < kb1∀ t > 0. These imply that k2b1/(k

2
b1
−

z21(t)) ≤ e
2V̄n . Then, we follow a similar approach as the proof

of Theorem 1(i) to show that z̄n(t) ∈ Ωz ∀ t > 0. Furthermore,
fromVn(t) ≤ Vn(0) ≤ V̄n, it follows thatλmin(Γ −1)‖θ̂−θ‖2 ≤
2V̄n, and hence θ̂ (t) ∈ Ωθ̂∀ t > 0.

(ii) Since y(t) = z1(t) + yd(t), and |z1(t)| ≤ Dz1 < kb1 , |yd(t)| ≤
A0, we conclude that y(t) ∈ Ωy∀t ≥ 0.

(iii) From V̇n ≤ 0 and Lemma 1, the error signals z1(t), . . . , zn(t),
θ̃ (t) are bounded. Since θ is constant, we have that θ̂ (t) is
bounded. Similar to the proof of Theorem 1(iii), we can show
that αi(t), for i = 1, . . . , n − 1, x̄n(t) and u(t) are bounded.
Hence, all closed loop signals are bounded.

(iv) Since θ̂ (t), x̄n(t), z̄n(t) are bounded, particularlywith |z1(t)| ≤
kb1∀t ≥ 0, it can be shown that ωi(t), τi(t), i = 1, . . . , n, are
bounded. Then, from the closed loop system dynamics (40)–
(43), V̈n(t) is bounded. By Barbalat’s Lemma, zi(t) → 0 as
t →∞ for i = 1, . . . , n. �

5. Asymmetric Barrier Lyapunov Function

Asymmetric barrier functions include symmetric ones as a
special class, and are thus, more general. The additional parameter
ka1 can be set independently of kb1 , subject to the upper and lower
bounds of the desired trajectory yd. As such, an Asymmetric Barrier
Lyapunov Function may afford greater flexibility in control design
and relax the conditions on starting values of the output.
In the following, we first present the design procedure and

results for the case of known system, and then state only the results
for the adaptive part.

5.1. Known case

Step 1
Denote z1 = x1 − yd and z2 = x2 − α1, where α1 is a stabilizing
function to be designed. Choose an Asymmetric Barrier Lyapunov
Function candidate as

V1 =
1
p
q(z1) log

kpb1
kpb1 − z

p
1
+
1
p
(1− q(z1)) log

kpa1
kpa1 − z

p
1

(45)

where p is an even integer satisfying p ≥ n, and

q(•) :=
{
1, if • > 0
0, if • ≤ 0 (46)

ka1 = kc1 − Y 0, kb1 = kc1 − Y 0. (47)

Throughout this paper, for ease of notation, we abbreviate q(z1) by
q, unless otherwise stated.

Remark 2. For the Symmetric Barrier Lyapunov Function candi-
dates considered in the previous sections, p = 2 is sufficient. How-
ever, for asymmetric ones, we need an even integer p ≥ n. The
reason is apparent in Step 2, where the stabilizing function α2
needs to cancel the residual coupling term from the first step.
Following the backstepping procedure, to ensure that α2 is n − 1
times differentiable, we choose p ≥ n.

Lemma 2. The Lyapunov function candidate V1(z1) in (45) is positive
definite and C1 in the set z1 ∈ (−ka1 , kb1).

Proof. For ease of analysis, we rewrite V1 as

V1(z1) =


1
p
log

kpb1
kpb1 − z

p
1
, 0 < z1 < kb1

1
p
log

kpa1
kpa1 − z

p
1
, −ka1 < z1 ≤ 0.

(48)

For−ka1 < z1 < kb1 , we have that V1(z1) ≥ 0 and that V1(z1) = 0
if and only if z1 = 0, thus implying that V1(z1) is positive definite.
Additionally, V1 is piecewise smooth within each of the two

intervals z1 ∈ (−ka1 , 0] and z1 ∈ (0, kb1). Together with the fact
that limz1→0+ dV1/dz1 = limz1→0− dV1/dz1 = 0, we conclude that
V1(z1) is C1. �
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Choose the stabilizing function as

α1 =
1
g1
[−f1 + ẏd − (q(k

p
b1
− zp1)+ (1− q)(k

p
a1 − z

p
1))κ1z

m
1 ] (49)

where κ1 is a positive constant, andm any odd integer satisfying

m ≥ max{3, n}. (50)

The integermhas to be odd in order to yield a negative semidefinite
term−κ1z

m+p−1
1 in V̇1. Since n ≥ 2 for system (1) considered in this

paper (n = 1 is trivial), it means thatmmust be at least 3.
Substituting (49) into ż1 = ẋ1 − ẏd yields

ż1 = −
(
q(kpb1 − z

p
1)+ (1− q)(k

p
a1 − z

p
1)
)
κ1zm1 + g1z2. (51)

Then, the derivative of V1 along (51) is

V̇1 = −κ1z
m+p−1
1 +

(
q

kpb1 − z
p
1
+
1− q
kpa1 − z

p
1

)
g1z

p−1
1 z2

Step i (i = 2, . . . , n)
Denote zi+1 = xi+1 − αi, where αi is a stabilizing function. Choose
the Lyapunov function candidates:

Vi = Vi−1 +
1
2
z2i , i = 2, 3, . . . , n. (52)

The stabilizing functions and control are designed as:

α2 =
1
g2

[
α̇1 − f2 − κ2z2

−

(
q

kpb1 − z
p
1
+
1− q
kpa1 − z

p
1

)
g1z

p−1
1

]
(53)

αi =
1
gi
(α̇i−1 − fi − κizi − gi−1zi−1), i = 3, . . . , n (54)

u = αn (55)

which yields the closed loop dynamics:

ż2 = −κ2z2 −

(
q

kpb1 − z
p
1
+
1− q
kpa1 − z

p
1

)
g1z

p−1
1 + g2z3 (56)

żi = −κizi − gi−1zi−1 + gizi+1, i = 3, . . . , n− 1 (57)

żn = −κnzn − gn−1zn−1 (58)

along with (51). The derivative of Vn along (51), (56)–(58) is

V̇n = −κ1z
m+p−1
1 −

n∑
j=2

κjz2j .

As a result, based on Lemma 1, we know that the error signal z1
remains in the interval −ka1 < z1(t) < kb1∀t > 0, provided that
−ka1 < z1(0) < kb1 .
According to the backstepping methodology, α1 is differenti-

atedn−1 times before appearing in the final control law. In general,
αi needs to be differentiable at least n− i times. A further require-
ment is that α̇n−1 is continuous, so as to preserve the continuity
of the control and closed loop signals. As such, α1 must be at least
Cn−1. Due to the presence of the switching function q(z1), the sta-
bilizing function α1 in (49) is designed to contain the mth power
of z1, where m ≥ max{3, n}, so as to ensure that its derivatives
α
(1)
1 , . . . , α

(n−1)
1 , which are used in the design of the control law,

are continuous, as will be shown in Lemma 3.
In Step 2 of backstepping, we have seen that α2 also contains

the switching function q(z1). As a result, it is essential that the

associated z1 term has an order of at least n − 1 to ensure that α2
is Cn−2. If p = 2, then the resulting stabilizing function

α2 =
1
g2

[
−f2 − κ2z2 + α̇1 −

(
q

k2b1 − z
2
1
+
1− q
k2a1 − z

2
1

)
g1z1

]
is not even C1. However, with p ≥ n, α2 is at least Cn−2 in the
interval z1 ∈ (−ka1 , kb1), as will be shown shortly. The remaining
stabilizing functions α3, . . . , αn−1 are in standard form as derived
from backstepping, and are Cn−i provided that α1 and α2 are,
respectively, Cn−1 and Cn−2 in z1 ∈ (−ka1 , kb1). The following
lemma provides a formal treatment of this point.

Lemma 3. Each stabilizing function αi(x̄i, z̄i, ȳdi), i = 1, . . . , n − 1,
as described in (49), (53) and (54), is at least Cn−i in the set z1 ∈
(−ka1 , kb1).

Proof. First, we establish that α1 and α2 are, respectively, at least
Cn−1 and Cn−2 in z1 ∈ (−ka1 , kb1). Then, these 2 facts imply that
αi is at least Cn−i in z1 ∈ (−ka1 , kb1). In the rest of the proof, it is
understood that Cn−i refers to Cn−i in z1 ∈ (−ka1 , kb1).
To prove that α1(x1, z1, ẏd) is Cn−1, we need to prove that the

(n− 1)th order partial derivatives exist, and are continuous. Note
that (49) can be split into 3 parts as follows

α1(x1, z1, ẏd) = α1,a(x1)+ α1,b1(x1)α1,b2(z1)+ α1,c(ẏd) (59)

where α1,a := −f1/g1, α1,b1 := −κ1/g1, α1,c := ẏd/g1, and
α1,b2 := [q(k

p
b1
−zp1)+(1−q)(k

p
a1−z

p
1)]z

m
1 . Since α1,a(x1), α1,b1(x1)

and α1,c(ẏd) are obviously Cn−1 functions, our task is reduced to
proving that α1,b2(z1) is C

n−1. To this end, we note that

α1,b2 =

{
(kpb1 − z

p
1)z

m
1 , 0 < z1 < kb1

(kpa1 − z
p
1)z

m
1 , −ka1 < z1 ≤ 0.

(60)

The functionα1,b2 is piecewise C
n−1with respect to z1 over the two

intervals z1 ∈ (−ka1 , 0) and z1 ∈ (0, kb1). Thus, to show it is C
m−1

for−ka1 < z1 < kb1 , we need only to show that

lim
z1→0+

dm−1α1,b2
dzm−11

= lim
z1→0−

dm−1α1,b2
dzm−11

. (61)

To achieve this, we express the piecewise derivative of (60) in the
following form:

dm−1α1,b2
dzm−11

=


(
m!kb1 −

(p+m)!
(p+ 1)!

zp1

)
z1, 0 < z1 < kb1(

m!ka1 −
(p+m)!
(p+ 1)!

zp1

)
z1, −ka1 < z1 ≤ 0

where ‘‘!’’ denotes the factorial operator. Then, by inspection of the
above, it is clear that the equality (61) holds, and thus, α1,b2(z1)
is Cm−1. Based on the structure of α1(x1, z1, ẏd) in (59), and with
m ≥ n, it follows that α1(x1, z1, ẏd) is at least Cn−1.
Following a similar approach as the above, we can show that

the term ( q
kpb1
−zp1
+

1−q
kpa1−z

p
1
)g1z

p−1
1 from (53) is Cp−2 in the interval

z1 ∈ (−ka1 , kb1), by analyzing the limits of the derivative fromboth
sides of 0. Due to the fact that α1 is Cn−1, as established above, it
follows that α̇1(x̄2, z̄2, ȳd2) is C

n−2. Furthermore, p ≥ n implies that
α2 is Cn−2 in the interval z1 ∈ (−ka1 , kb1).
From the remaining stabilizing functions (54), we see that αi

is Cn−i if α̇i−1(x̄i, z̄i, ȳdi) is C
n−i. Following the fact that α2 is Cn−2,

as established above, it can be shown that α̇2(x̄3, z̄3, ȳd3) is C
n−3,

which further implies that α3 is Cn−3. By iterating this procedure,
we can eventually show that every αi is at least Cn−i in z1 ∈
(−ka1 , kb1). �
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Theorem 3. Consider the closed loop system (1), (49), (53)–(55)
under Assumptions 1 and 2. If the initial conditions are such that
z̄n(0) ∈ Ωz0 := {z̄n ∈ Rn : −ka1 < z1 < kb1}, then the following
properties hold.

(i) The signals zi(t), i = 1, 2, . . . , n, remain in the compact set

Ωz = {z̄n ∈ Rn : −Dz1 ≤ z1 ≤ Dz1 ,
‖z2:n‖ ≤

√
2Vn(0)}

Dz1 = kb1(1− e
−pVn(0))

1
p (62)

Dz1 = ka1(1− e
−pVn(0))

1
p (63)

where Vn is the overall Lyapunov function candidate obtained
from (45) and (52).

(ii) The output y(t) remains in the set Ωy := {y ∈ R : −kc1 <
−Dz1 − Y 0 ≤ y ≤ Dz1 + Y 0 < kc1} ∀t ≥ 0, i.e. the output
constraint is never violated.

(iii) All closed loop signals are bounded.
(iv) the output tracking error z1(t) converges to zero asymptotically,

i.e., y(t)→ yd(t) as t →∞.

Proof. (i) From the result V̇n ≤ 0, it follows that Vn(t) ≤ Vn(0).
For −ka1 < z1(0) < kb1 , we have, from Lemma 1, that
−ka1 < z1(t) < kb1∀t > 0. These imply that

Vn(0) ≥


1
p
log

kpb1
kpb1 − z

p
1(t)

, 0 < z1(t) < kb1

1
p
log

kpa1
kpa1 − z

p
1(t)

, −ka1 < z1(t) ≤ 0.

Taking exponentials on both sides of the inequality, we can
rearrange the above inequality to yield

zp1(t) ≤
{
kpb1(1− e

−pVn(0)), 0 < z1(t) < kb1
kpa1(1− e

−pVn(0)), −ka1 < z1(t) ≤ 0.

By taking the pth root on both sides of the inequality, we
obtain that z1(t) ≤ kb1(1 − e

−pVn(0))
1
p for positive z1(t), and

that z1(t) ≥ −ka1(1−e
−pVn(0))

1
p for negative z1(t). Combining

both cases, it is obvious that−Dz1 ≤ z1(t) ≤ Dz1∀t ≥ 0.
Similarly, from the fact that 12

∑n
j=2 z

2
j ≤ Vn(0), we can

easily show that ‖z2:n‖ ≤
√
2Vn(0). Therefore, we obtain that

zi(t), i = 1, 2, . . . , n, remains in the compact setΩz∀ t ≥ 0.
(ii) From y(t) = z1(t) + yd(t), −Dz1 ≤ z1(t) ≤ Dz1 , and −Y 0 ≤
yd(t) ≤ Y 0, it can be shown that

− Dz1 − Y 0 ≤ y(t) ≤ Dz1 + Y 0. (64)

Since Dz1 < ka1 and Dz1 < kb1 , we know that

Dz1 + Y 0 < kb1 + Y 0 = kc1
Dz1 + Y 0 < ka1 + Y 0 = kc1 . (65)

Hence, we can conclude that y(t) ∈ Ωy∀t ≥ 0.
(iii) We follow a similar approach of signal chasing as described

in Theorem 1. The difference in analysis is that the stabilizing
functions αi, i = 1, . . . , n− 1 are now Cn−i instead of C∞, for
z1 ∈ (−ka1 , kb1).
We have shown in (i) that z̄n(t) ∈ Ωz , and in (ii) that y(t) ∈

Ωy. Thus, from (49), α1(t) is bounded, which, in turn, ensures
that x2(t) is bounded. Based on Lemma 3, α1 is a Cn−1 function
of x1, z1, ẏd, and α̇1 is a Cn−2 function of x̄2, z̄2, ȳd2 . Then, the
boundedness of x̄2(t), z̄2(t), ȳd2(t), particularly with z1(t) ∈
(−ka1 , kb1)∀t ≥ 0, implies that α̇1 is bounded.
For i = 2, . . . , n − 1, since α̇i−1(t) is bounded, together

with the fact that z1(t) ∈ (−ka1 , kb1) ∀t ≥ 0, we can

conclude that αi(t) from (54) is also bounded, which, in turn,
implies the boundedness of xi+1(t). From Lemma 3,αi is a Cn−i
function of x̄i, z̄i, ȳdi in the set z1 ∈ (−ka1 , kb1), and α̇i is a
Cn−i−1 function of x̄i+1, z̄i+1, ȳdi+1 in the set z1 ∈ (−ka1 , kb1).
Then, the boundedness of x̄i(t), z̄i(t), ȳdi(t), particularly with
z1(t) ∈ (−ka1 , kb1) ∀t ≥ 0, implies that α̇i(t) is bounded.
Following this line of argument, it is straightforward to show
the boundedness of the states x1(t), . . . , xn(t), stabilizing
functions α1(t), . . . , αn−1(t), and control u(t). Hence, all
closed loop signals are bounded.

(iv) Similar to the proof of Theorem 1(iv), we show that V̈n(t),
along (51), (56)–(58), is bounded. Then, by Barbalat’s Lemma,
zi(t)→ 0 as t →∞, for i = 1, . . . , n. �

5.2. Uncertain case

Using a design methodology similar to that in Section 5.1,
the results for the uncertain case can be derived. Since the
corresponding proofs follow the same lines of argument from
the preceding Theorems 2 and 3, they are omitted. The adaptive
control is designed as:

α1 =
1
g1
[−θ̂ Tw1 + ẏd

− (q(kpb1 − z
p
1)+ (1− q)(k

p
a1 − z

p
1))κ1z

m
1 ] (66)

α2 =
1
g2

[
−θ̂ Tw2 − κ2z2 −

(
q

kpb1 − z
p
1
+
1− q
kpa1 − z

p
1

)
g1z

p−1
1

+
∂α1

∂x1
g1x2 +

1∑
j=0

∂α1

∂y(j)d
y(j+1)d +

∂α1

∂θ̂
Γ τ2

]
(67)

αi =
1
gi

[
−θ̂ Twi − κizi − gi−1zi−1 +

i−1∑
j=1

∂αi−1

xj
gjxj+1

+

i−1∑
j=0

∂αi−1

∂y(j)d
y(j+1)d +

∂αi−1

∂θ̂
Γ τi +

i−1∑
j=2

∂αj−1

∂θ̂
Γwizj

]
(i = 3, . . . , n− 1) (68)

w1 = ψ1(x1), τ1 =

(
q

kpb1 − z
p
1
+
1− q
kpa1 − z

p
1

)
w1z1

wi = ψi(x̄i)−
i−1∑
j=1

∂αi−1

∂xj
ψj(x̄j), i = 2, . . . , n

τi = τi−1 + wizi, i = 2, . . . , n

u = αn,
˙̂
θ = Γ τn. (69)

Theorem 4. Consider closed loop system (1), (66)–(69) under
Assumptions 1 and 2. If the initial conditions are such that z̄n(0) ∈
Ωz0 := {z̄n ∈ Rn : −ka1 < z1 < kb1}, then the following properties
hold.

(i) The signals zi(t), i = 1, 2, . . . , n, and θ̂ (t) remain in the compact
sets defined by

Ωz = {z̄n ∈ Rn :

−Dz1 ≤ z1 ≤ Dz1 , ‖z2:n‖ ≤
√
2V̄n}

Ωθ̂ =

θ̂ ∈ Rl : ‖θ̂‖ ≤ θM +

√
2V̄n

λmin(Γ −1)


Dz1 = kb1(1− e

−pV̄n)
1
p

Dz1 = ka1(1− e
−pV̄n)

1
p
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V̄n =
q(z1(0))
p

log
kpb1

kpb1 − z
p
1(0)

+
1− q(z1(0))

p
log

kpa1
kpa1 − z

p
1(0)

+
1
2

n∑
j=2

z2j (0)+
1
2
λmax(Γ

−1)(‖θ̂ (0)‖ + θM)2.

(ii) The output y(t) remains in the set Ωy := {y ∈ R : −kc1 <
−Dz1 − Y 0 ≤ y ≤ Dz1 + Y 0 < kc1} ∀t ≥ 0, i.e. the output
constraint is never violated.

(iii) All closed loop signals are bounded.
(iv) The output tracking error z1(t) converges to zero asymptotically,

i.e., y(t)→ yd(t) as t →∞.

Remark 3. In this paper, we focus on the output constraint
problem without explicit consideration of input saturation. The
reason is that provision for a potentially large control effort is key
to safeguarding against any constraint transgression. This stems
from the use of Barrier Lyapunov Functions that grow rapidly
when the states approach the boundaries of the constrained region.
Nevertheless, the control signal remains bounded for all time. By
careful selection of control parameters, we can limit the control
signal within a desirable operating range.

6. Comparison with Quadratic Lyapunov Functions

If the initial conditions belong to certain sets, it is possible for
backstepping control based on Quadratic Lyapunov Functions to
ensure that the output does not violate its constraint. The question
that naturally arises is whether or not these initial condition
requirements are more relaxed than those arising from the use of
Barrier Lyapunov Functions?
For the known system (1), consider the Quadratic Lyapunov

Function candidates:

V1 =
1
2
z21 , Vi = Vi−1 +

1
2
z2i , i = 2, . . . , n (70)

and the standard backstepping control laws

α1 =
1
g1
(−f1 − κ1z1 + ẏd)

αi =
1
gi
(−fi − κizi − gi−1zi−1 + α̇i−1), i = 2, . . . , n

u = αn (71)

where κ1, . . . , κn are positive constants. It can be shown that V̇n ≤
−ρVn, where ρ = 2min{κ1, . . . , κn}, which leads to the fact that
|zi(t)| ≤ ‖z̄n(0)‖ for t ≥ 0. A sufficient condition to ensure that
|z1(t)| < kb1 is that z̄n(0) ∈ Ω0, where

Ω0 = {z̄n ∈ Rn : ‖z̄n‖ < kb1}. (72)

This is more restrictive than the condition |z1(0)| < kb1 required
when using Barrier Lyapunov Function.
In the presence of parametric uncertainty, consider the

following augmented Lyapunov function candidates:

V1 =
1
2
z21 +

1
2
θ̃ T1 Γ

−1
1 θ̃1

Vi = Vi−1 +
1
2
z2i +

1
2
θ̃ Ti Γ

−1
i θ̃i, i = 2, . . . , n (73)

where θi = θ , Γi = Γ Ti > 0, and θ̃i := θ̂i − θ is the error between
θ and the estimate θ̂i.
Based on standard adaptive backstepping control (Krstic et al.,

1995), it can be shown that V̇n = −
∑n
i=1 κiz

2
i , from which we

Fig. 2. Output tracking for different controllers based on QLF, SBLF, and ABLF.

know that Vn(t) ≤ Vn(0 ≤ V̄n), where V̄n is the upper bound for
the initial value of the Lyapunov function, defined by

V̄n :=
1
2

n∑
i=1

[z2i (0)+ λmax(Γ
−1)(‖θ̂i(0)‖ + θM)2].

This yields |zi(t)| ≤
√
2V̄n. A sufficient condition to ensure that

|z1(t)| < kb1 is that
√
2V̄n < kb1 , which leads to

‖z̄n(0)‖ <

√√√√k2b1 − λmax(Γ −1) n∑
i=1

(‖θ̂i(0)‖ + θM)2. (74)

Note that the additional condition

k2b1 > λmax(Γ
−1)

n∑
i=1

(‖θ̂i(0)‖ + θM)2 (75)

needs to be satisfied. Again, these conditions are more restrictive
than |z1(0)| < kb1 arising from the use of a Barrier Lyapunov
Function.

7. Numerical example

Consider the second-order nonlinear system

ẋ1 = θ1x21 + x2
ẋ2 = θ2x1x2 + θ3x1 + (1+ x21)u

where θ1 = 0.1, θ2 = 0.1, and θ3 = −0.2. The objective is for
x1 to track the desired trajectory yd = 0.2 + 0.3 sin t , subject to
the output constraint |x1| < kc1 = 0.56. The initial conditions
are x1(0) = 0.25 and x2(0) = 1.5, and the control gains κ1 =
κ2 = 2.0. Since −0.1 ≤ yd ≤ 0.5, we have, from (47), that
kb1 = 0.56− 0.5 = 0.06, and ka1 = 0.56− 0.1 = 0.46.
From Fig. 2, it can be seen that asymptotic tracking performance

is achieved. The output x1(t) stays strictly within the set |x1| <
0.56 when the Symmetric Barrier Lyapunov Function (SBLF) and
the Asymmetric Barrier Lyapunov Function (ABLF) are used. That
|x1(t)| < 0.56 is ensured by the fact that the tracking error z1(t)
remains in the set z1 ∈ (−0.06, 0.06) when the SBLF is used, and
the set z1 ∈ (−0.46, 0.06)when the ABLF is used. However, when
the Quadratic Lyapunov Function (QLF) is used under the same
initial conditions, the output constraint is violated.
The phase portraits of z1(t) and z2(t) are shown in Figs. 3 and

4. The error z1(t) does not transgress its barriers as long as its
initial value satisfies |z1(0)| < 0.06 when the SBLF is used, or
−0.46 < z1(0) < 0.06 when the ABLF is used. In other words, the
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Fig. 3. Phase portrait of z1, z2 for the closed loop system when SBLF is used.

Fig. 4. Phase portrait of z1 and z2 for the closed loop system when ABLF is used.

Fig. 5. Phase portrait of z1 and z2 for the closed loop system when QLF is used.

region between the barriers is positively invariant. In contrast,with
the QLF, the region |z1(0)| < 0.06 is not positively invariant, as
witnessed in Fig. 5. Even though all these cases exhibit convergence
of (z1(t), z2(t)) to 0, the set of admissible initial values of (z1, z2)
that guarantees output constraint satisfaction is largest for the
ABLF, followed by the SBLF, and finally the QLF.
With various control gains κ1 and κ2, the error z1 does not

transgress its barriers, as seen in Figs. 6 and 7. As the control
gain increases, the tracking error z1(t) converges to 0 at a faster

Fig. 6. Tracking error z1 for various values of control parameters κ1 and κ2 , when
SBLF is used.

Fig. 7. Tracking error z1 for various values of control parameters κ1 and κ2 , when
ABLF is used.

rate andwith less oscillations. An interesting contrast between the
ABLF and the SBLF is that, in the former, z1(t) exhibits asymmetric
behavior,with a greater tendency to benegative,while in the latter,
z1(t) has a symmetric behavior.
To gain some insights on how the SBLF-based control operates

in keeping the output constrained, we observe, from the control
law (13), that the nonlinear gain term g1z1/(k2b1−z

2
1) is responsible

for ensuring that the constraint on the output is satisfied. When-
ever z1(t) approaches the barriers at z1 = ±0.06, the gain term
grows rapidly and provides a large control action that repels z1(t)
from the barriers. This effect is observed in Fig. 8, where the con-
trol input u(t), based on the SBLF, peaks when the tracking error
z1(t)→±0.06. Similarly, the ABLF-based control pulls z1(t) away
from the barrierswith a control input u(t) that grows rapidlywhen
z1(t)→ 0.06 or z1(t)→−0.46, as seen in Fig. 9. Interestingly, the
negative peaks in u(t), corresponding to z1(t) → 0.06, are larger
than the positive peaks that correspond to z1(t) → −0.46. This
is due to the fact that, with a smaller allowable positive range for
z1(t), the control u(t) needs to grow at a faster rate to ensure that
the barrier z1 = 0.06 is not reached. In avoiding the barriers in the
z1 dimension, the control action can cause large excursions in the z2
dimension, as seen in Figs. 3 and 4 for SBLF and ABLF respectively.

8. Conclusions

In this paper, we have presented the control design for strict
feedback systems with an output constraint, based on the use
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Fig. 8. Control input uwhen SBLF is used.

Fig. 9. Control input uwhen ABLF is used.

of Barrier Lyapunov Functions. We have shown that asymptotic
tracking is achieved without violation of the constraint, and that
all closed loop signals remain bounded, under a mild requirement
on the initial conditions. Furthermore, we have explored the use
of an Asymmetric Barrier Lyapunov Function, which provides
greater design flexibility and relaxes the requirement on the initial
conditions. The use of Quadratic Lyapunov Functions in handling
output constraint has also been investigated, and our study
suggests that the initial conditions aremore restrictive. Finally, the
performance of the proposed control has been illustrated through
a numerical example.
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