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Abstract

Polite behavior in intelligent conversationd systems
requires mixed-initiative dialog. AutoTutor is an intelligent
tutoring system in which several of these mnversationa
skills are implemented. This paper discusss some aspeds
of mixed-initiative dialog, as implemented in AutoTutor
ranging from discourse markers, dialog moves and speech
ads to question answering. In addition some of the studies
will be reported that show the dfedivenessof AutoTutor's
conversationdl  skills on  pedagogy, conversational
smoothnessand leaning gains.

I ntroduction

In human-computer interadion computers help humans in
the exeaution d intelligent adions. One of these intelligent
adions humans are good at is communication. Humans are
for instance excdlent conversationdists. We dat, talk,
gossp, discuss In fad, the way we lean is often by some
form of communicaion. In those caes where natural
languege is involved, it therefore seems ensible to develop
intelligent systems that allow for human-computer
interadion that is as natural as possble to human-human
communicaion. Mixed-initiative dialog should be part of
such a mnversational system.

Mixed Initiative Dialog

Participants in conversations are expeded to cooperate; in
other words, they are expected to adhere to the aoperative
principle (Clark, 1996; Grice, 1975). Their contributionsin
the conversation are supposed to be such as is required, at
the time of the conversation by the purpose or diredion of
that conversation. For computers, more spedficdly
intelligent tutoring systems, participating in such a joint
adivity is difficult. At the same time, however, to express
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accetable behavior in a onversation, mixed-initiative
engagement in that conversationis esential.

Mixed-initiative interacion refers to the flexibility of

strategies applied in the interaction between participants by
those participants. Mixed-initiative interacion alows for
the diredion and control of the interadion to be shifted
between participants. At least four levels of mixed-
initiative interacion can be distinguished (Allen, 1999.

1. Unsolicited reporting, in which a participant
notices problems during the interadion and
notifies the other participant of criticd
information;

2. Subdialog initiation, in which the participant
initiates a subdialog to clarify and corred
information;

3. A fixed-subtask mixed initiative, in which the
participant takes the responsibility to perform
certain  operations like solving predefined
subtasks.

4. Negotiated mixed-initiative dialog, in which
participants coordinate ad negotiate to determine
initiative.

Mixed-initiative dialog requires that the participants
engaged in the joint projed (i.e. computer and human) ad
in coordination with ead other. For human-initiated
interadions (like booking a flight on the web) or system-
initiated interactions (like dedking your bank balance
using the telephone keypad) this is relatively easy. One
participant, either the user or the system, always has control
in the interadion (production and comprehension) of
information and dreds the discourse. These ae examples
of Allen’'s first two levels of interadion. Reaching the third
and fourth level of mixed-initiative interadion is a red
challenge for intelligent system.

True mixed-initiative dialog requires adive participation
in the joint project from both participants, which involves
more than an understanding of the linguistic (syntadic and
semantic) information of the input is needed. It requires
knowledge of its pragmatics. Strictly spe&king, although
intelligent systems have readed a level sophigticaion in



analyzing locutionary ads (using syntadic parsers and
information retrieval procedures), they are far from
understanding illocutionary acts, and accordingy
performing perlocutionary effeds. However, as we know
from human communicaion, all three (locutionary,
illocutionary and perlocutionary aspeds) are important for
mixed-initiative dialog (seeClark, 1996).

Perhaps the question to be addressed in mixed-initiative
interadion in intelligent systems is not whether models of
human-computer interadion are mixed-initiative, but how
the impression can be aeaed that users are involved in
mixed-initiative dialog. We daim that the impresson of
mixed-initiative can be aeaed by making the computer
user believe that they are participating in a natura
conversation. The more natural this conversation seams to
be, the more likely the impression of mixed-initiative
dialog isformed.

In the development of an intelligent tutoring system we
considered mixed-initiative dialog, or the impresson
thereof, as a prerequisite for a conversational tutor (see
Appendix A). The remainder of this paper presents various
aspeds of mixed-initiative dialog as they are airrently
implemented in the intelligent tutoring system AutoTutor,
and dscusss their effeds on the nversation and
leaning.

AutoTutor

AutoTutor is a conversational agent that asgsts gudents in
adively constructing knowledge by holding a conversation
in netural language. At least four components can be
distinguished in the system (Graeser et a. 199).

1. AutoTutor uses Latent Semantic Analysis for its world
knowledge. LSA uses snguar value decomposition to
reduce a co-occurrence matrix of words (or
documents) to a @sine between two vedors. In
particular, AutoTutor uses LSA to give meaning to a
student answer and to match that answer to ided good
and bad answers (seeFranceschetti et al., 2001).

2. A diadog management system guides the student
through the  student  computer  exchange
acommodating student input. Fuzzy production rules
and a Dialog Advancer Network form the basis of
these nversational strategies (see Person et 4,
1999).

3. For its didadic skills AutoTutor uses curriculum
scripts that organize the pedagogicd maaostructure of
the tutorial. These scripts keep tradk of the topic
coverage and follow up on any problems the student
might have (seeGraeser et a, 2002).

4. A taking head with fadal expressions and synthesized
speed is used for the interface Parameters of the
fadal expresgons are generated by fuzzy production
rules (seeGraesseret a., 2002.

An overview of the interfacethat shows the talking rea,
the question box, the answer box and the dialog history, is
presented in Appendix B.

One of the alvantages of AutoTutor is that its
conversational skills are independent of the domain it
tutors in. The system can thus be seen as a @llaborative
scdfold. Infad, AutoTutor was designed to be reusable for
other knowledge domains that do not require mathematica
predsion and forma spedficaion. This is an important
asped of the system, since its conversational components
remain intad when domains are changed.

In order to test the portability of the AutoTutor
architecture, we developed a version for the domain of
conceptua physics. Together with computer literacy,
conceptua physics is one of the fields in which extra
tutoring sessons are nealed. The target population for the
tutor was undergraduate students taking elementary courses
in conceptual physics. In the transition of AutoTutor from
computer literacy to physics only three modules neaded to
be changed for the new subject matter: (1) a glossary of
terms and definitions for physics, (2) an LSA space for
conceptuad physics, (3) a arriculum script with deep
ressoning questions and asociated answers for physics.
The three modules can loosely be dfiliated with
metacognition, comprehension, and production. Note that
al mixed-initiative dialog components remained intad.

We will discuss four of AutoTutor's components that
form the structure of mixed-initiative interaction: 1)
discourse markers, 2) dialog moves, 3) speed ads, and 4)
question answering.

Discourse markers

Discourse markers are ales that fadlitate the transition
between turns in a dialog. They support the conwversational
smoothness of the @nversation. For intelligent
conversational systems the main problem lies in choosing
the right discourse marker at the right time in order to gve
the impresson d conversational smoathness

To start building a data-driven taxonomy of cohesion
relations in dialog, we used the methodology described in
Knott & Meéllish (1996. Knott argues for a data-driven
acount of taxonomies by proposing a substitution test, to
see whether one e phrase (a relational phrase aeing a
coherence relation) can be used in the place of another.
Two cue phrases are @wnsidered more or less synonymous
within the same caegory if they are inter-substitutable. If
one @n be replacal by the other, but not the other way
around, the latter is a hypernym of the former. If they
cannd be substituted in any given context they are
exclusive. After making a large number of substitutions
that were then entered into a fador analytic model, four
caegories emerged: diredion, polarity, accetance ad
empathy (see Louwerse & Mitchell, under review). The
taxonomy that could be cnstructed out of these markers
was implemented in AutoTutor. Random seledions from
large bags of discourse markers were made in order to give



positive, neutral and negative feadbad to the student, and
to provide the student with a @nversational continuity that
can be foundin netura dialog. These seledions are based
on the Dialog Advancer Network and LSA scores. For
instance, a high LSA score can lea to pasitive feedbadk
like ‘Excellent! Well done!l’, to neutral feedbadk like
‘Hmm, okay’ or to negative feadbad like ‘No, not redly’.
Using the taxonomies of markers alowed for the
impresson of conversational smoothnessin AutoTutor. By
going beyond simple yes-no feedback the impresson was
creded that the system was not fully in control of the
conversation, but alowed for a onwersation with the
student.

Dialog moves

A large number of AutoTutor’s dialog moves consist of a
lengthy substantive ntribution that prompts the learner
for more information, that adds information, or that
correds a student error. These dialog moves don't
particularly make AutoTutor a mnversational and mixed-
initiative system. More spedfic dialog moves that mimic
natural tutoring sessions however do. AutoTutor primarily
uses sven kinds of dialog moves in its conversation with
the student: it prompts for spedfic information; it pumps
for more information; it hints, asserts, corrects, repeats and
summarizes. Discourse patterns organize these dialog
moves in terms of their progressve spedficity. Hints are
less spedfic than Prompts, and Prompts are less pedfic
than Elaborations. AutoTutor therefore gycles through a
Hint-Prompt-Elaboration  pattern  until  the student
articulates the crred answer (or rather reades threshold t
for covering al aspeds of the ided answer). The other
dialog moves (e.g., short fealbacks and summaries) are
controlled by fuzzy production rules. With the Diaog
Advancer Network in which these and ather dialog moves
are implemented, AutoTutor monitors gudent input and
student progress and steps in when criticd information is
needed, thus reading as least the unsolicited reporting
mixed-initiative level.

Graesseret al. (199) conducted a study that evaluated
the dialog moves generated by AutoTutor. Student answers
(generated by human students) in a computer literacy class
were colleded. AutoTutor's dialog moves in response to
these answers were recrded and these fragments were
rated on smoothness and pedagogy by expert raters.
Overall, raters concluded that AutoTutor performed well in
generating moves that fit in with the flow of the
conversation and are wnversationally sound. AutoT utor

Speech act classifier

In natural conversation an urderstanding of the intentions
of the participants is needed in addition to understanding
the meaning and syntadic structure of an uterance
Computational intention reaognition, however, is difficult.
First of al, there are various distinct ways of formulating
an intention. Seoondly, intentions often remain

linguisticdly unmarked. Finaly, classfying a speaker's
intention seams to require some uncerlying framework and
existing speech ad classfications are very different from
one another and are based on different approaches.

Understanding the intentions of participants requires a
thorough wnderstanding of the ontext in which the
utterance is expressed, not one of the strong mints of
intelligent systems. Nevertheless we have initial evidence
that if a speed ad is taken out of context, computational
speed ad classficaion might be on par, or might be even
better than speedt ad classficaion by humans. Settling for
a system that satisfices, we have developed a speet ad
classifier that identifies a large number of caegories using
surfacelingustic feaures. Furthermore, the dassfier does
not only focus on the uptake of the speed act, but
anticipates appropriate response.

The dassfier identifies 20 illocutionary caegories,
ranging from metacommunicative axd metacognitive
expresgons like “Can you reped that?” and “1 don't know”
to 17 questions categories, as proposed by Graeser et al.
(1992). These cdegories consisted for instance of
definitional questions, causal antecadent questions and
example questions. Extensive testing of the dassifier
showed that the acaracy of the dassfier was better than
65% overal and as high as 87% for cetain question
caegories (seeLouwerse & Olney, in preparation).

With the dassfier succesdully been implemented in
AutoTutor, the system now has ways to appropriately
respond to a student’s input. Using the illocutionary ads of
the students, it can notify them of criticd information (and
follow the dialog moves described before) or it can initiate
new subdialogs to clarify and corred the student.
Remgnizing the student’'s intentions brings AutoTutor
closer to simulating mixed-initiative.

Question answering tool

Illocutionary ads require aticipating perlocutionary
effeds. AutoTutor appropriately responds to nonsense
input, to metacommunicaive and metacognitive input, as
well as to student contributions. Appropriately responding
to student questions, one of the prerequisites for a fully
mixed-initiative dialog systems, is however difficult.

Various question answering systems have been
developed, most notably systems that compete in the TREC
competitions and those developed in the AQUAINT
program. Often these systems provide short answers to
who-and-what questions. Information needs to be cncise
and corred. In a tutoring environment deep reasoning
questions might prevail. Instead of who-and-what
questions, the system will have to be &le to answer why
questions. Furthermore, information should not be concise.
Instead the student neals an elaborative answer that covers
various aspeds of the answer.

Recently, we have developed a Question Answering
Tool (QUANTUM) that answers any student question in
the desired format (see Appendix A). The tool combines



the surface ©ie based caegorizaion in the speed ad
classfier with world knowledge using LSA. By combining
these two approaches, the todl seleds a paragraph from a
document or series of documents as the answer to that
guestion (e.g. Hewitt, 1998). Current performance for
relevance and informativity of the answers provided by our
system is stisfadory. Experiment using AutoTutor with
QUANTUM implemented in the system showed that
subjeds were satisfied with the answers to their questions.

With the arrent mechanism we ae eaily able to answer
guestionsin various domains. Also, those questions that are
generally considered difficult to answer computationally
(e.g. causal antecadent, comparison questions instead of
definitional questions that can answered from glossaries)
have the highest performance scores, due to the ided
computational combination of (@) syntadic, lexicd, and
surface eie feaures and (b) world knowledge.

L earning gainsin AutoT utor

So far we have discussed various conversational aspeds of
AutoTutor that support a mixed-initiative dialog. The
remaining question of course cncerns the performance of
the system. Person et a., 2001) tested the leaning gains of
students who had conversational interadions with
AutoTutor. Sixty students in a computer literacy course &
the University of Memphis were participated in
experiments in one of three eperimental conditions:
AutoTutor (student interaded with AutoTutor to lean
about one of the three @mputer literacy topics, Hardware,
Operating systems, or Internet), Reread (student reread
material in the urse textbook about one of the three
topics), and no-read Control (student does not re-read or
interac with AutoTutor for one of the three topics).
Students were given approximately 50 minutes to reread
the material or to interad with AutoT utor.

Person et al. showed that there were significant
differences among the three eperimental conditions, with
means of .43, .37, and .35 in the AutoTutor, Reread, and
Control conditions, respedively. Planned comparisons
showed the following pettern: AutoTutor > Reread =
Control. The dfect size of AutoTutor over Control was .50
standard deviations. Given that students gent the same
amount of timein the AutoTutor (50.6 minutes) and Reread
(49 minutes) conditions this result is encouraging.

Currently additional experiments are cnducted with
versions of AutoTutor that use more mixed-initiative dialog
components that were not available in ealier versions.
Furthermore, these experiments will be &le to show
whether there ae differences between domain (computer
literagy versus physics).

Conclusion

Intelligent tutoring systems like AutoTutor that interad
with humans are not mixed-initiative. However, by using
pedagogicd dialog moves to maaostructure the tutorial, by
using speed ads to anticipate student’s illocutionary acts
and acordingly dedde on perlocutionary effeds and by
using a sophisticaed question answering tool, the
impresson can be given of a mixed-initiative
conversational partner. Following Allen's (1999) mixed-
initiative levels, unsolicited reporting, subdialog initiation
and fixed subtask initiative ae to a cetain extent
represented into AutoTutor. Although full mixed-initiative
dialog might be far away, AutoT utor provides more natural
conversations that contribute to the enhanced impresson of
mixed-initiative didlog. Not only are its dialog moves
indistinguishable from a human tutor, its leaning gains are
similar to those of a human tutor.

In sum, the diquette for human-computer interaction
should follow the skills that humans use @ntinuously, that
of conversations. AutoTutor is an example of what such
etiquette system could look like.

Acknowledgements

This reseach was suppated by grants from DoD
Multidisciplinary University Reseach Initiative (MURI)
program administered by the Office of Naval Reseach
(N00014-00-1-0600) and the National Science Foundation
(SBR 9720314 and SBR 0106965).

References

Allen, J. (1999. Mixed-initiative interadion. |EEE
Intelligent Systems. Vol. 14(5), pp.14-16.

Clark, H.H. (1996). Using Language, Cambridge:
Cambridge University Press.

Franceschetti, D.R., Karnavat, A., Marineay, J., McCallie,
G. L., Olde, B. A, Terry, B. L., & Grassr, A. C.
(2001). Development of physics text corpora for latent
semantic analysis. Proceedings of the 23rd Annual
Conference of the Cognitive Science Society (pp. 297-
300). Mahwah, NJ: Erlbaum

Graesser, A. C., Person, N., & Huber, J (1992.
Mechanisms that generate questions. In T. Lauer, E.
Peamck, & A. C. Graeser (Eds), Questions and
information systems. Hillsdale, NJ: Erlbaum.

Graesser, A.C., Person, N., Harter, D., & TRG (1999).
Teaching tadics and dialog in AutoTutor. International
Journal of Artificia Intelligencein Education.

Graesser, A.C., VanLehn, K., Rose, C., Jordan, P., &
Harter, D. (2002). Intelligent tutoring systems with
conversational dialogue. Al Magazine.

Graesser, A. C., Wiemer-Hastings, K., Wiemer-Hastings,
P., Kreuz, R., & the Tutoring Research Group. (1999).



AutoTutor: A simulation of a human tutor. Journal of
Cognitive Systems Research, 1, 35-51.

Grice H. P., (1975). Logic and Conversation. In P. Cole
and J. Morgan (Eds), Syntax and Semantics, vol. 3,
Academic Press

Hewitt, P. (199). Conceptual physics. Realing, etc.,
Addison & Wedley.

Knott, A. & Méllish, C. (199%). A feaure-based acount
of the relations signalled by sentence and clause
connedives. Language and Speech 39, 143-183.

Louwerse, M. & Mitchell, H. (under review), Toward a
Data-driven Taxonomy of Discourse Markersin Dialog.

Louwerse, M. & Olney, A.. (in preparation). Toward an
automated speech act classifier: Surface cues for
categorizing conceptual questions.

Person, N.K., Graesser, A.C., Kreuz, R.J., Pomeroy, V., &
TRG (1999. Simulating human tutor dialog moves in
AutoT utor. International Journal of Artificial
Intelligence in Education.

Person, N.K., Graes=r, A.C., Bautista, L., Mathews, E., &
TRG (2001). Evaluating student learning gainsin two
versions of AutoTutor. InJ.D. Moore, C.L. Redfield,
and W.L. Johrson (Eds.) Artificial Intelligencein
Education: Al-ED in the Wired and Wireless Future
(pp. 286-293). Amsterdam: OIS Press

Appendix A
Example of student interaction with AutoT utor

Tutor: The sunexerts agravitational forceonthe eath as
the eath movesinits orbit around the sun. Does the eath
pull equally on the sun? Explain why.

Student: How can gravity pull on both the sunand the
eath at the same time?

Tutor: Very interesting point. The following will probably
help. The sun also contributes to ocean tides, althoughit is
lessthan half as effedive & the mooninraisingtides -
even though its pull on the eath is 180 times greaer than
the pull of the moon. Why doesn't the sun cause tides 180
times greaer than lunar tides? The answer hasto do with a
key word: difference. Because of the grea distance of the
sun, the differencein its gravitational pull on opposite sides
of the eath isvery small. The percentage differencein the
sun's pulls acdossthe eath isonly about .017 percent,
compared to 6.7 percent across the eath by the moon. Itis
only because the pull of the sun is 180 times gronger than
the moon's that the suntides are dmost half as high (180X
0.017 percent = 3 percent, nearly half of 6.7 percent). Do
you uncerstand the answer?

Student: no
Tutor: What isit that you don't understand?
Student: | don't know what gravity is.

Tutor: gravity isthe dtradion between objeds due to
mass

Tutor: Okay, seeif you can get this. Newton's Third Law

refersto the forces exerted by one body on another
?

Student: What is Newton'sthird law
Tutor: Wait aminute, answer my question and then well
doyours. Let me repea. Newton's Third Law refersto the

forces exerted by one body on another ?

Student: body



Appendix B

AutoTutor interface

SUPPOSe a IUNNer & rnning in a straight line at constant speed,
4 the nunaes thiows & pumpkin straight up. Where will the

Eand? Explan why

Figure 1. Overview of AutoTutor interface



