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Liquid xenon (LXe) is employed in a number of current and future detectors for rare

event searches. This work presents the latest results from the EXO-200 experiment,

which searched for neutrinoless double beta decay (0νββ) in 136Xe between 2011 and

2018. With upgraded hardware, increased exposure and analysis improvements, the

detector resolution, sensitivity and final data limit were also improved over time.

Taking advantage of a single-phase, large detector with good purity and well-

calibrated energy response, measurements of the absolute scintillation and ionization

yields generated by MeV energy gamma sources over a range of electric fields was

performed in EXO-200 and are presented in this thesis. These measurements are

useful for simulating the performance of future 0νββ detectors employing LXe, such

as nEXO, which is a next generation 0νββ experiment using 136Xe aiming to reach

a half-life sensitivity ∼ 1028 years. The development of high-bandwidth digital cable

prototypes with sufficiently low radioactivity for use in nEXO is described in the end.
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Chapter 1

Introduction

The goal of particle physics is to find order amid the seemingly chaotic universe

by studying the basic constituents of matter and giving a precise description of the

interaction mechanism between them. Before the 1970s, it was known that there

exist four types of fundamental interactions: the gravitational and electromagnetic

interactions, whose effects can be experienced in everyday life; the strong interaction,

which holds ordinary matter together; and the weak interaction, which is respon-

sible for radioactive decays of atoms. In the late 1940s, quantum electrodynamics

(QED) successfully described electromagnetic interactions mathematically and ex-

plained how electrically charged particles interact with each other through exchang-

ing photons [28–34]. The establishment of QED inspired subsequent quantum field

theories to account for strong and weak forces, yet such attempts in the 1950s turned

out to be unsatisfactory. Unlike QED which is a normalizable perturbation theory,

the then well-known Fermi’s four-fermion theory of weak interactions was discovered

to have unremovable infinities, while the Yukawa theory of strong interactions was

non-perturbative and thus could not be used to do practical calculations [35]. It

was not until 1970s that the modern form of a self-consistent “Standard Model” for

fundamental particles was fully developed [36]. The particle content of the Standard

1



Figure 1.1: Standard model of elementary particles: the 12 fundamental fermions
and 5 fundamental bosons. Brown loops indicate which bosons (red) couple to which
fermions (purple and green). Figure courtesy of Ref. [1]

Model is shown in Figure 1.1. There are three generations of fermions, with each

generation having two types of leptons and two types of quarks, and five fundamental

bosons. The description of electromagnetic, strong and weak interactions in the Stan-

dard Model were based on gauge symmetries [37]. It predicted the existence of the

W and the Z boson, which are intermediate particles for weak interactions, as well

as gluons, which are responsible for strong interactions. The quark model was able

to make sense of the growing number of hadrons discovered starting in the 1950s [38]

and predicted the existence of the Ω− baryon, which was found in an experiment at

Brookhaven National Laboratory [39]. The first evidence for quarks came from deep

inelastic scattering experiments at SLAC [40, 41], and the evidence for gluons was

found in three-jet events at PETRA [42]. The W and the Z boson were discovered in

1983 and their mass ratio was found to be consistent with the Standard Model pre-

diction [43–45]. Moreover, the Standard Model predicted the existence of the Higgs

boson, a particle required in the theory to generate mass terms, which was found

experimentally in 2012 at the Large Hadron Collider [46,47].
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Despite the extensive success of the Standard Model, there are a number of crucial

questions that it cannot explain, one of them is related to neutrinos – a type of leptons

shown in Figure 1.1 that are generated through weak interactions such as nuclear beta

decays. Although neutrinos interact weakly with other particles, they were detected

in 1956 through the inverse beta decay process using a detector made from large water

tanks [48]. However, up till now, we still have not fully understood their properties.

For one thing, we are not sure if neutrinos are their own antiparticles, neither do we

know how neutrinos acquire masses or what their absolute masses are.

The EXO-200 experiment was aimed at studying some of the unknown properties

of neutrinos through searching for a hypothetical decay mode called “neutrinoless

double-beta decay” of 136Xe. If this decay mode exists, it would provide clues to

the neutrino mass generation mechanism, and would be smoking gun for physics

beyond Standard Model. Through minimizing the level of radioactivity of materials

used for constructing the detector, as well as maximally shielding radiation from

external sources, EXO-200 was designed to be a “low background” experiment that

was sensitive to extremely rare neutrinoless double-beta decay signals if they occur

with a half-life of ∼ 1025 years.

This thesis presents the search for 136Xe neutrinoless double-beta decay, using

the complete dataset taken from the EXO-200 detector between September 2011

and December 2018. Due to increased exposure, hardware upgrades and analysis

improvements over the course of the EXO-200 run, the signal detection efficiency,

energy resolution and detector sensitivity were also improved over time. In addition,

an independent measurement of absolute scintillation and ionization yields in liquid

xenon generated by γ interactions from various radioactive calibration sources was

performed. These data are used to model the energy resolution of the EXO-200

detector and are useful for predicting the performance of future neutrinoless double

beta decay detectors such as nEXO [19], which is a next generation experiment using
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136Xe aiming to reach a half-life sensitivity ∼ 1028 years. A brief introduction to the

nEXO experiment can be found at the end of the thesis.

The structure of the thesis is as follows: Chapter 2 states the theoretical motiva-

tions for the neutrinoless double-beta decay searches. Chapter 3 gives an overview

of the EXO-200 detector design and operation. Chapter 4 introduces the procedure

for data analysis used in EXO-200 including event reconstruction, energy calibration

and signal simulations, etc.. The final analysis result including a lower limit on the

half-life of neutrinoless double-beta decay of 136Xe is dicussed in Chapter 5. Chapter 6

describes the measurement of absolute scintillation and ionization yields generated

by MeV energy γ sources over a range of electric fields, from which the W -value in

liquid xenon is derived. Based on these measurements, an empirical model is built

in Chapter 7, which can successfully model the energy resolution of the detector.

Finally, an introduction to nEXO, a future tonne-scale liquid xenon detector, and

the development of its ultra-low radioactivity, high-speed cabling are presented in

Chapter 8.
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Chapter 2

Motivations behind Neutrinoless

Double-Beta Decay Searches

The search for neutrinoless double-beta decay (0νββ) is aiming to address two fun-

damental questions in particle physics: first, is the neutrino its own anti-particle, i.e.,

a Majorana particle? Second, why is the mass of the neutrino much smaller than

the other known massive elementary particles? The question of whether neutrinos

and antineutrinos could only be distinguished by chirality did not attract consider-

able attention until neutrino oscillation experiments showed that neutrinos are mas-

sive [49,50], and the introduction of a Majorana mass term in grand unified theories

or other extensions to the Standard Model (SM) proved to be able to explain the

smallness of neutrino mass in a particularly natural way [51]. Section 2.1 gives a

historical review of the discovery of neutrino oscillations which led to the conclusion

that neutrinos are massive. Several theoretical mass-generation mechanisms for neu-

trinos which include right-handed neutrinos with Majorana masses are introduced

in Section 2.2. Section 2.3 describes the physics of two-neutrino double-beta decay

which has already been observed and the hypothetical process of 0νββ. The section

also contains the calculation of the Feynman diagram for 0νββ. The contribution of
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the hadronic currents to the 0νββ decay rate and its calculation with various nuclear

structure models is described in Section 2.4. Finally, a discussion on the important

possible connection between Majorana neutrinos and the matter-antimatter asymme-

try that we observe today is included in Section 2.5.

2.1 Neutrino Oscillation and Neutrino Mass

2.1.1 The SU(2)× U(1) Model for Weak Interactions

Neutrinos were long believed to be massless because the mass term for all other

fermions in the Standard Model requires the mixing between their left- and right-

handed components, yet a right-handed neutrino has never been observed in exper-

iments. However, the discovery of neutrino oscillations near the end of the 1990s

finally convinced physicists that neutrinos must have mass [49]. The weak interac-

tion between the e, ν, τ and their neutrinos in the Standard Model is described by a

SU(2) × U(1) gauge theory. To ensure gauge symmetry, any derivative term in the

Lagrangian is required to be “covariant”, i.e., it has the form of

Dµ = ∂ + igW µ
a Ta + ig′XµS (2.1)

where g is a weak coupling constant, Ta (a=1,2,3) and S are generators of SU(2) and

U(1), respectively. There are three vector gauge fields W µ
a associated with the SU(2)

group, and one gauge vector field Xµ associated with the U(1) group. We define Ta

and S’s action on the lepton doublet

ψL =
(
νeL
e−L

)
(2.2)
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as TaψL = τa
2
ψL (τa are the Pauli matrices) and SψL = −1

2
ψL, then a charge-current

interaction can be extracted from the kinetic term for the lepton field iψL /DψL:

− g√
2

(νeL /W+ e−L + e−L /W− νeL) (2.3)

in which the charged vector fields W µ
± =

Wµ
1 ∓iW

µ
2√

2
and /W± = γµW

µ
± is the Feynman

slash notation (with γµ’s the Dirac matrices). The derivation above also applies to

the doublet
(
νµL

µ−L

)
and

(
ντL
τ−L

)
.

νeL (νL,τL) in Eq. 2.3 is the “flavor” eigenstate of the neutrino that participate

in weak interactions, while eL (νL, τL) is both the flavor and mass eigenstate of the

charged lepton. This is because if we write down the lepton doublets in a completely

arbitrary way ψjL =
(
νj

l−j

)
L

(where j=1,2,3 and labels the fields in an arbitrary way)

and ljR, then the most general SU(2)× U(1) invariant Yukawa coupling responsible

for the charged-lepton field is

− fjkl−jRφ
†ψkL + h.c. (2.4)

where fjk is a completely arbitrary complex matrix and the Higgs field φ transforms

under SU(2)×U(1) as Taφ = τa
2
φ and Sφ = 1

2
φ. After φ takes its vacuum expectation

value (VEV), the Yukawa coupling term becomes the charged-lepton mass −M l
jkl
−
jRl
−
kL

(M l
jk = fjk

v√
2
). We can redefine l−R and ψ−L so that the mass matrix M l is real,

diagonal, and positive. In this way, the l−Land l−R can be taken to be mass and flavor

eigenstate fields at the same time. However, now if we write down a similar Yukawa

coupling term responsible for the neutrino mass

− hjkνjRφ̃†ψkL + h.c. (2.5)

in which φ̃ = iτ2φ
∗ to ensure gauge symmetry [52], then we will find that the neutrino
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mass matrix M ν in −Mν
jkν̄jRνkL (Mν

jk = hjk
v√
2

after the Higgs field gets its VEV)

cannot be diagonalized any more because we have already fixed the ψL field. Theo-

retically there is still freedom to redefine ν̄R such that the mass term for neutrinos

can be written as:

−M ν
jlU
†
lkν̄jRνkL + h.c. (2.6)

where M ν =


m1 0 0

0 m2 0

0 0 m3

 and U † is a unitary matrix. This way the νjR are now

mass eigenstates, but the νkL are related to mass eigenstates by the unitary matrix

U †: 
ν1

ν2

ν3


L

= U †νL (2.7)

We note, however, that in principle there is nothing to prevent us from diagonalizing

Eq.2.5 first. It is completely out of convention that we choose to the definition

described above such that the charge lepton fields, instead of neutrinos, are both

mass and flavor eigenstates.

2.1.2 Parameterization for Neutrino Mixing Matrix

Although it is still unclear whether neutrino mass originates from the Yukawa term

mentioned above, we can express neutrinos’ flavor eigenstates νe, νµ, ντ in terms of

their mass eigenstates ν1, ν2, ν3 through a unitary operator without loss of generality:


νe

νµ

ντ

 = U


ν1

ν2

ν3

 =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3



ν1

ν2

ν3

 (2.8)
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In general, a unitary N × N matrix depends on N2 independent real parameters.

These parameters can be divided into N(N−1)
2

mixing angles and N(N+1)
2

phases, but

not all the phases are physically observable. Because the mixing matrix enters only in

the weak charged-current interaction in Eq. 2.3, and all other terms (e.g. mass terms

of charged leptons) in the Lagrangian are invariant under a global phase shift of the

charged lepton fields, N = 3 phases of the mixing matrix can be removed. Therefore,

the number of physical parameters in the mixing matrix is N(N−1)
2

= 3 mixing angles,

and N(N+1)
2
− N = 3 physical phases. If neutrinos are Dirac fermions, N -1 = 2 of

the phases can be further removed by rephasing neutrino fields, but if neutrinos are

Majorana then all three phases should be kept in the mixing matrix. A conventional

way for parameterizing the neutrino mixing matrix U is the following:

U =


1 0 0

0 c23 s23

0 −s23 c23




c13 0 s13e
−iδ

0 1 0

−s13e
iδ 0 c13




c12 s12 0

−s12 c12 0

0 0 1



eiα1/2 0 0

0 eiα2/2 0

0 0 1



=


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13



eiα1/2 0 0

0 eiα2/2 0

0 0 1


in which cij = cos θij and sij = sin θij, and α1, α2 are Majorana phases that would

vanish if neutrinos are Dirac. Because a massive neutrino state evolves as a plane

wave: |νk(t)〉 = e−iEkt|νk〉, a pure flavor state which is a superposition of mass states

at t = 0 will become a superposition of different flavor states at t > 0. The transition

amplitude between different flavors is Aνα→νβ(t) =
∑
k

U∗αkUβke
−iEkt, and hence the
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transition probability can be written as

Pνα→νβ(t) = |Aνα→νβ(t)|2 =
∑
k,j

U∗αkUβkUαjU
∗
βje
−i(Ek−Ej)t

≈
∑
k,j

U∗αkUβkUαjU
∗
βje
−i

∆m2
kjL

2E (2.9)

In the derivation above, we assumed that neutrinos travel almost at the speed of light

and used the approximation that t ≈ L, the distance between the source and the

detector of neutrinos. For ultra-relativistic neutrinos, we also have Ek ≈ E+
m2
k

2E
where

E is the neutrino energy neglecting the mass contribution. Hence Ek − Ej ≈
∆m2

kj

2E

in which ∆m2
kj = m2

k −m2
j . Given the unitarity condition of U, Eq. 2.9 can also be

written as

Pνα→νβ(L,E) = δαβ − 4
∑
k>j

Re[U∗αkUβkUαjU
∗
βj] sin2(

∆m2
kjL

4E
)

+2
∑
k>j

Im[U∗αkUβkUαjU
∗
βj] sin(

∆m2
kjL

2E
) (2.10)

Since U∗αkUβkUαjU
∗
βj is independent of the Majorana phases, we cannot measure Ma-

jorana phases in neutrino oscillation experiments, but all the other mixing parameters

can be measured – the amplitude of neutrino oscillation is connected to the mixing

angles θ12, θ23 and θ13, and the oscillation frequency is related to the difference of

squared neutrino masses ∆m2
kj.
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2.1.3 Measurements of Neutrino Masses and Mixing

For example, the survival probability of electron neutrinos (antineutrinos) after they

travel a certain distance in vacuum is:

P (νe → νe) = P (ν̄e → ν̄e) = 1− cos4 θ13 sin2 2θ12 sin2 ∆m2
21L

4E

− sin2 2θ13(cos2 θ12 sin2 ∆m2
31L

4E
+ sin2 θ12 sin2 ∆m2

32L

4E
) (2.11)

In the late 1960s, the Homestake experiment [53] observed a deficit in the flux

of solar neutrinos with respect to the prediction from the Standard Solar Model.

The deficit persisted for 30 years [54] and is known as the solar neutrino problem.

In 2001, the SNO experiment detected solar neutrinos using a ∼1 tonne Cherenkov

detector and confirmed that electron neutrinos from the sun oscillate into the muon

and tau neutrinos. The oscillation takes place inside the sun through a matter-

induced resonance known as MSW effect [55, 56]. Because θ13 had been determined

to be very small (due to the failure to observe ν̄e disappearance before 2012 at ∼1 km

short-baseline reactor antineutrino experiments), in the long-baseline solar neutrino

or reactor antineutrino flux measurement, the ∆m2
21 term in Eq. 2.11 dominates, i.e.,

P (νe → νe) = P (ν̄e → ν̄e) = 1− sin2 2θ12 sin2 ∆m2
21L

4E
(2.12)

The KamLAND experiment placed a detector at L ≈ 50 km baseline distance from

the reactor antineutrino source to have an oscillation maximum at around the peak

energy (MeV scale) of the event spectrum and measured ∆m2
21 = 7.53+0.18

−0.18×10−5 eV 2

and tan2θ12 = 0.436+0.029
−0.025 [57].

Unlike the nuclear fusion reactions in the sun which only produces electron neutri-

nos, cosmic-ray interactions with the atmosphere of the earth can produce two flavors

of neutrinos. When cosmic rays collide with atoms and molecules in the atmosphere,
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mainly oxygen and nitrogen, they can produce a cascade of particles which create

atmospheric neutrinos through the decay chain: π → µ + νµ, µ → e + νe + νµ (and

their charge conjugates). Detailed calculations of the neutrino flux have proved that

the flux ratio between (νµ + ν̄µ) and (νe+ν̄e) is approximately 2 in the low energy

range (<1GeV). However, a few experiments since 1980s [58] observed that the flavor

ratio of the neutrino fluxes was smaller than the expected value. In 1998, the Super-K

experiment, which was able to tag the electron or muon flavor of the incoming neu-

trino based upon the relative sharpness or diffuseness of Cherenkov rings [58], found

solid evidence for a deficit of atmospheric muon neutrinos which can be explained

by νµ ↔ ντ oscillation. The experiment also found asymmetries in the zenith angle

distributions of the atmospheric νµ, which indicates a flight distance dependence of

the νµ event rate and thus provides direct evidence of the neutrino oscillation. The

Super-K measurement resulted in an estimation of θ23 and |∆m2
atm| [49], which is an

approximation of |∆m2
32|.

Assuming θ13 = 0, The νµ survival probability derived from Eq. 2.10 is

P (νµ → νµ) = 1− (cos4 θ23 sin2 2θ12 sin2 ∆m2
21L

4E
+ cos2 θ12 sin2 2θ23 sin2 ∆m2

32L

4E

+ sin2 θ12 sin2 2θ23 sin2 ∆m2
31L

4E
) (2.13)

Muon neutrinos can also be produced in accelerators with a high intensity. For accel-

erator neutrinos, L and E can be chosen so that
∆m2

31L[km]

4E[GeV]
∼ π

2
. Hence,

∆m2
21L

4E
� 1

(because ∆m2
21 � ∆m2

32 ≈ ∆m2
31), and can be treated as a small perturbation. The

survival probability for accelerator νµ can then be written as:

P (νµ → νµ) = 1− sin2 2θ23 sin2 ∆m2
32L

4E
(2.14)

The MINOS experiment used two detectors 734 km apart to detect the energy

and flavor content of the neutrinos produced by the Neutrinos at the Main Injector
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(NuMI) beamline at Fermilab. It updated the result of θ23 and |∆m2
atm| by measuring

νµ and ν̄µ disappearance using both beam and atmospheric data. |∆m2
32| = 2.41+0.09

−0.10×

10−3 eV 2 and sin2(2θ23) = 0.950+0.035
−0.036 [59]. The magnetized MINOS detectors also

allow the separation of the charged-current νµ and ν̄µ via curvature of the muon

track, and thus can separately measure the mixing parameters for neutrinos and

antineutrinos. The results showed the muon antineutrino disappearance is in good

agreement with the neutrino result, which indicates the conservation of the charge-

parity-time reversal (CPT) symmetry.

Additionally, neutrinos generated from beta decay in nuclear reactors provide us

with an approach to measure θ13 because they come in only one flavor: electron

antineutrinos. The survival probability of electron antineutrinos at a short distance

of 1-2 km from the reactors is [60]

P = 1− sin2 2θ13 sin2 ∆m2
31L

4E
(2.15)

where E is the ν̄e energy in MeV and L is the distance between the neutrino source

and the detector, and we have used the approximation
∆m2

21L

4E
� 1 for the short-

baseline experiment. The Daya Bay experiment, which used two near detectors and

one far detector to measure ν̄es’ survival rate via the inverse β-decay (IBD) reaction

in gadolinium-doped liquid scintillator (Gd-LS), announced a discovery in 2012 that

θ13 6= 0 with a significance of 5.2σ. The result is consistent with earlier, less significant

results from Double Chooz [61], and was later confirmed by RENO [62]. A more

precise measurement by Daya Bay in 2018 [63] gives sin2 2θ13 = 0.0856± 0.0029.

As current experiments cannot determine the sign of ∆m2
31 or ∆m2

32, there are

two possible mass hierarchies for neutrinos, which are shown schematically in Fig-

ure 2.1. The scenario in which ν3 is heavier is referred to as the normal mass hi-

erarchy (NH). The other scenario in which ν3 is lighter is called the inverted mass
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hierarchy (IH). Figure 2.1 also summarizes the present knowledge of flavor composi-

tion of the mass eigenstates as the function of the unknown CP phase. The neutrino

Figure 2.1: Pattern of neutrino masses for the normal and inverted hierarchies is
shown as mass squared. Flavor composition of the mass eigenstates as the function of
the unknown CP phase is indicated. ∆m2

atm ∼ |∆m2
31| ∼ |∆m2

32| and ∆m2
sol ∼ ∆m2

21

stands for the atmospheric and the solar mass-squared splitting, respectively [2].

mass hierarchy question can be addressed by measuring the muon (anti)neutrino dis-

appearance and electron (anti)neutrino appearance data using accelerator-produced

muon (anti)neutrino (
(−)

νµ) beams over baselines L of order (100–1000) km, with neu-

trino energies E[GeV ] ≈ L[km]×|∆m2
32[eV 2/c4]| [64]. Due to a small (3%) difference

in ∆m2
31 and ∆m2

23, the modulation frequency of the neutrino oscillation pattern is

slightly different for two different hierarchies. The appearance probability is also af-

fected by the matter effects as the neutrinos travel through the Earth, which enhance

either νµ → νe, or ν̄µ → ν̄e depending on the sign of ∆m2
32, i.e., if the mass ordering is

normal (inverted), νµ → νe oscillations are enhanced (suppressed) while ν̄µ → ν̄e os-

cillations are suppressed (enhanced) [65]. Although the results are not yet conclusive,

the most recent analyses from T2K [66] and NOvA [64] both slightly preferred the

normal neutrino mass hierarchy. The NOvA result favored the normal mass hierarchy

by 1.9 σ, and a combined analysis of the two experiments is underway.

The discovery of neutrino oscillation proved, in contradiction to the naive assump-

tion in the Standard Model, that neutrinos are massive. The question following this

discovery is how neutrinos gain their mass and why it is much smaller than the mass

14



of other fermions in the Standard Model. This leads us to the discussion in the next

section on whether neutrinos are Dirac or Majorana by nature.

2.2 Theories for the Origin of Neutrino Mass

Neutrino mass is one of the most important subjects of study in neutrino physics.

In this section we discuss different mass generation mechanisms for neutrinos. We

explain why including a Majorana mass term is particularly appealing for resolving

the mystery about the origin of the small neutrino mass.

2.2.1 Dirac and Majorana Neutrino Mass

As mentioned in the previous section, neutrino masses could have been generated

from the same Higgs mechanism that gives mass to charged fermions in the Standard

Model, through adding a Yukawa coupling term including a Dirac neutrino written as

Eq. 2.5. After spontaneous symmetry breaking, Eq. 2.5 gives a Dirac neutrino mass

term which can be written as

1

2
mDνRνL + h.c. (2.16)

However, the neutrino mass mD we have obtained this way is proportional to the

Higgs VEV v, just as the masses of charged leptons and quarks. Unless the Yukawa

coupling constant in Eq. 2.5 is exceptionally small, there is no explanation for the

smallness of the neutrino mass.

Due to the reluctance of artificially assigning neutrinos with tiny Dirac masses,

physicists have come up with a number of beyond Standard Model theories that

would result in a small neutrino mass more naturally. In 1937, Ettore Majorana
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hypothesized that neutral spin-1/2 particles can also be described as Majorana spinors

ψM =

 χ

εχ∗

 (2.17)

It is a four component object composed of a single Weyl spinor χ, and ε = −iτ2 in

which τ2 is the second Pauli matrix) [37]. Unlike a Dirac spinor ψD =

 χ

εξ∗

 in

which ξ is Weyl spinor different from χ, a Majorana spinor is identical to its charge

conjugation:

ψcM = CψM
T

= ψM (2.18)

where the charge conjugation matrix C =

−ε 0

0 ε

 in the Weyl representation.

A Majorana mass term can then be written in terms of either Majorana spinors

(−1
2
mψMψM) or Dirac spinors (−1

2
m((ψL)cψL + h.c.)).

In general, physics beyond the Standard Model can be described by a tower of

operators Od of dimension d > 4 [67]. These operators consist of the Standard Model

fields and are not renormalizable, but they are suppressed by the inverse powers of

the new physics scale Λ, and thus can effectively describe physics phenomena at the

low energy scale. The generic expression for the beyond Standard Model Lagrangian

is:

−L = LSM + L d=5
eff + L d=6

eff + ... (2.19)

with L d
eff ∝ 1

Λd−4O
d. Weinberg showed in 1979 [68] that there is only one dimension

d = 5 operator which can satisfy all gauge symmetries required by the Standard

Model: L (5) = C5

Λ
((ψL)cεH)(HT εψL) + h.c., in which H is the Higgs field and ψL is

the lepton doublet defined in Eq. 2.2. It gives rise to the Majorana neutrino mass term

after the Higgs gets its VEV: L (M) = C5

Λ
v2

2
(νL)cνL +h.c. = mL

2
[(νL)cνL +h.c.], where

the superscript c represents the charge conjugation of the field. As one can observe
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from the expression above, the feature of left- and right-handed spinor mixing present

in the Dirac mass term no longer exists in the Majorana mass term. In addition, if

the Higgs VEV is much smaller than the new physics scale, i.e., v � Λ, then mL ≈ 0.

2.2.2 Type-I Seesaw Mechanism

On the other hand, we can write down a Majorana mass term for the right-handed

chiral field: mR
2

[(νR)cνR +h.c.]. Since νR is a singlet under the gauge transformations

in the Standard Model, the Majorana mass mR is not protected by those gauge

symmetries and can be very large. If we define f = 1√
2
[νL + (νL)c] and F = 1√

2
[νR +

(νR)c], the most general mass term, which is the sum of the Dirac mass Eq. 2.16 and

the Majorana mass term, can be written in the matrix form:

LM = (F̄, f̄)

mR mD

mD mL


F
f

 (2.20)

Notice that F c = F and f c = f , hence both of them are Majorana spinors. Consider

the case of mD � mR and mL = 0, the eigenvalues of the mass matrix would be

m1 ≈
m2
D

mR
� mD and m2 ≈ mR. This is called type-I seesaw mechanism, which

provides a very plausible explanation of the smallness of neutrino masses. The Dirac

mass mD is expected to be the characteristic mass of the charged fermions in the

Standard model, and the assumption mL = 0 is natural, since a Majorana mass term

for the left-handed chiral field f is forbidden by the symmetries of the Standard

Model. On the contrary, the Majorana mass term for the right-handed chiral field

F is not restricted by the symmetries of the Standard Model. It is possible that

mR is generated by new physics beyond the Standard Model and the right-handed

chiral neutrino field belongs to a nontrivial multiplet of the symmetries of the high-

energy theory. In this case, the mass mR is associated with the breaking scale of the

symmetries of this new high-energy theory, which may be at the grand unification
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scale that is on the order of 1014−1016 GeV [69–71]. Hence this mechanism may give

a light-neutrino mass suppressed by a factor of mD/mR ≈ 10−14− 10−12 compared to

the typical Dirac fermion mass.

2.2.3 Left-right Symmetric Model

It is also possible that the left-handed Majorana mass mL is small but non-zero, i.e.,

|mL| �
m2
D

mR
. The mass generation under this case is called type-II seesaw mechanism.

For example, in the minimal left-right symmetric model (LRSM) [51, 72, 73], physics

at higher energy is described by the gauge group SU(2)L × SU(2)R × U(1)B−L. In

this model left and right-handed fermions are doublets of SU(2)L,R

ψL =

νeL
eL

 , ψR =

NeR

eR

 (2.21)

and they both couple to their corresponding charged gauge bosons with the same

gauge couplings constant gL = gR = g:

− g√
2

(νeL /WLeL +NeR /WReR) + h.c. (2.22)

The Higgs sector in the LRSM consists of a bi-doublet φ and two triplets of

SU(2)L,R,

φ =

φ0
1 φ+

1

φ−2 φ0
2

 , ∆L,R =

 1√
2
δ+ δ++

δ0 − 1√
2
δ+


L,R

(2.23)

The transformation rules are

SU(2)L × SU(2)R : φ→ ULφU
†
R, ∆L → UL∆LU

†
L, ∆R → UR∆RU

†
R

U(1)B−L : φ→ φ, ∆L → eiθB−L∆L, ∆R → eiθB−L∆R (2.24)
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where UL and UR are group elements of SU(2)L and SU(2)R, respectively, and

eiθB−L ∈ U(1)B−L.

The gauge-invariant Yukawa couplings can be written as:

h1ψ̄LφψR + h2ψ̄Lφ̃ψR + h3((ψL)ciτ2∆LψL + (ψR)ciτ2∆RψR) (2.25)

in which φ̃ = τ2φ
∗τ2 transforms in the same way as φ in Eq. 2.24. It can be shown that

the vacuum expectation values of the Higgs multiplets take the following forms [74]:

〈φ〉 =

v 0

0 v′

 , 〈∆L〉 =

 0 0

vL 0

 , 〈∆R〉 =

 0 0

vR 0

 (2.26)

with v′ � v in order to suppress WL −WR mixing [75].

In the first stage, the left-right symmetry breaks at a high-energy scale vR � v

and reduces to the SU(2)L × U(1) group of the Standard Model. The right-handed

Majorana neutrino picks up a mass mR of order h3〈∆R〉 = h3vR. After the SU(2)

symmetry breaking at the SM electroweak scale v, the triplet ∆L acquires its VEV

〈∆L〉 = λv2/vR due to the presence of the term λ∆L∆†Rφφ in the potential [74].

Hence, we get mL = h3vL = h3λv
2/vR after two stages of spontaneous symmetry

breaking. The Feynman diagrams for both type-I and type-II seesaw mechanisms are

shown in Figure 2.2 [51].

There are other categories of neutrino mass generation mechanisms such as type-

III seesaw [76–78], radiative seesaw [79–81], and inverse seesaw [82–84], which are

beyond the scope of this thesis.
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Figure 2.2: Feynman diagrams for (a) type-I seesaw mechanism and (b) type-II seesaw
mechanisms.

2.3 Physics of Neutrinoless Double-Beta Decay

2.3.1 Best probe on the nature of neutrinos

Neutrinoless double-beta decay (0νββ) experiments are considered as the best probe

on the Dirac/Majorana nature of neutrinos, but so far there has been no convincing

experimental evidence of such a decay mode. In order to introduce 0νββ, let us first

consider the Standard Model allowed two-neutrino double-beta decay (2νββ), which

was first proposed by Goeppert-Mayer in 1935 [85]. The 2νββ process is a transition

among isobaric isotopes that changes the proton number Z of a nucleus by two:

(A,Z)→ (A,Z + 2) + 2e− + 2ν̄e

In other words, a 2νββ process consists of the simultaneous β decay of two neutrons

in the same nucleus. The Feynman diagram demonstrating this process is shown in

Figure 2.3a.

For a specific atomic number (i.e., A = 136), the masses around the stable isotope

can be approximated by a parabola shown in Figure 2.4a. Because of the extra

stability associated with pairs of like nucleons, the mass parabola is split into two:

nuclei with even number of protons and even number of neutrons (even-even nuclei)
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(a) (b)

Figure 2.3: (a) Feynman diagram for ordinary 2νββ decay. (b) Feynman diagram for
0νββ decay.

lie on the lower parabola, while odd-odd nuclei lie on the upper parabola. In order

for 2νββ to happen, the final nucleus must has a larger binding energy than the

original nucleus. For even-even nuclei such as 136Xe, the isobar one atomic number

higher has a smaller (absolute) binding energy, hence the single beta decay mode is

energetically forbidden. However, its isobar with atomic number two higher have a

larger (absolute) binding energy, thus allowing double beta decay to occur.

(a) (b)

Figure 2.4: (a) Schematic picture of mass parabola for isobaric nuclei with atomic
mass A = 136. M is the ground state mass for nuclei with different proton number
Z. (b) Spectra for the sum of the kinetic energies of the two emitted electrons from
2νββ and 0νββ decay. The Q value of double beta decays for 136Xe is 2458 keV. The
rate of 0νββ decay is exaggerated in the figure as it must be much smaller relative
to 2νββ
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If neutrinos are Majorana particles, then it is possible for neutrinoless double beta

decay to occur in certain nuclei:

(A,Z)→ (A,Z + 2) + 2e−

where neutrinos annihilates in the mediating virtual process, as shown in the Fig-

ure 2.3b.

On the other hand, the observation of neutrinoless double beta decay can lead

generally to the conclusion that there exist Majorana neutrinos. We can see this by

embedding the 0νββ into a higher-order process, as shown in Figure 2.5. Regardless

of the details of mediating particles involved in the mechanism, the existence of 0νββ

would necessarily generate a Majorana neutrino mass term.

Figure 2.5: Diagram showing how a 0νββ decay process induces a Majorana neutrino
mass term, regardless of the details of how 0νββ occurs [3].

Figure 2.4b shows the energy spectra of the sum of the kinetic energies of the

two emitted electrons in two different modes: 2νββ and 0νββ decay. For the neu-

trinoless mode one expects a sharp peak at the Q value (total decay energy released

during the nuclear decay); and for the two-neutrino mode the energy spectrum for
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electrons is continuous because the total decay energy is shared between electrons

and antineutrinos.

2.3.2 Lepton Number Violation

Besides the SU(2)×U(1) symmetry mentioned in Section 2.1.1, the Standard Model

also has an accidental symmetry associated with the lepton number. The lepton

number is a quantum number used to denote which particles are leptons and which

particles are not. Each lepton has a lepton number of 1 and each antilepton has a

lepton number of -1. Other particles have a lepton number of 0. In all Standard

Model particle reactions, the lepton number is conserved. There have been a number

of searches for lepton number violation, which would be unequivocal evidence for

physics beyond the Standard Model. For instance, the measured upper limit on the

branching ratio of muon-positron conversion (µ− + (Z,A) → e+ + (Z − 2, A)) is

1.7 × 10−12 [86], and the branching ratio for K+ → π−µ+µ+ was measured to be

smaller than 10−10 [87]. Both processed above can be studied using accelerators and

will violate the lepton number by two units if they occur.

As shown in Figure 2.3b, the 0νββ process will also change the lepton number by

two units, resulting from the creation of two leptons with no balancing anti-leptons,

a possible manifestation of Grand Unified Theories like SU(5) [88] and SO(10) [89]

[90]. 0νββ experiments have their particular merit in searching for lepton number

violation as compared to accelerator experiments. This is because many moles of

target material in 0νββ detectors can be studied for a long time, and a single mole of

the material contains an Avogadro number (6× 1023) of atoms, which is much larger

than typical beams (e.g., Fermilab produces ∼ 1020 protons on target each year [91]).
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2.3.3 Derivation of 0νββ Decay Rate

For the double beta decay process mediated by the tree-level Majorana interaction

shown in Figure 2.3b, the relevant effective interaction term that contributes to the

decay rate is a product of leptonic and hadronic current densities at two space-time

positions x and y:

(
GF√

2
)2lµν(x, y)Jµν(x, y) = (

GF√
2

)2[ē(x)γµ(1− γ5)νe(y)JµL(x)][ē(y)γν(1− γ5)νe(y)JνL(y)]

+h.c.

where JµL is the left-handed charge-changing hadronic current density. Because 0νββ

is a second order process of the weak interaction Lagrangian above, the contribution

from the leptonic part to the decay amplitude contains two electrons, while the two

neutrino fields can be contracted if they are Majorana fermions:

〈0|lµν(x, y)|p1, p2〉 = 〈0|
∑
i,k

ē(x)γµ(1− γ5)Uekνk(x)ē(y)γν(1− γ5)Ueiνi(y)|p1, p2〉

= 〈0| −
∑
k

ē(x)γµ(1− γ5)Uekνk(x)νck(y)γν(1 + γ5)Ueke
c(y)|p1, p2〉

= − i
4

∫
q

∑
k

d4q

(2π)4
e−iq·(x−y)ū(p1)γµ(1− γ5)e−i(p1·x+p2·y)

× /q +mk

q2 −m2
k

γν(1 + γ5)uc(p2)U2
ek (2.27)

where we have written the electron flavor neutrino in terms of the Majorana mass

eigenstates νk (k = 1, 2, 3) using the neutrino mixing matrix element Uek. p1 and

p2 are the four-momenta of the outgoing electrons, and u(pi) (uc(pi)) represents a

four-component Dirac spinor (its charge conjugation) of the electron. q is the four-

momentum of the inter-mediating virtual neutrino, and the /q term in Eq. 2.27 vanishes

because it is sandwiched by two currents that are both left-handed. Since neutrino
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mass mk is very small and can be neglected in the denominator, the decay amplitude

becomes proportional to

〈mββ〉 =
∑
k

mkU
2
ek (2.28)

The hadronic part of the decay amplitude can be written as a matrix element

of an ordinary product of hadronic currents between initial and final states of the

nucleus:

〈f |Jµν(x, y)|i〉 = 〈f |JµL(x)JνL(y)|i〉

=
∑
n

〈f |JµL(x)|n〉〈n|JνL(y)|i〉 × e−i(En−Ef )x0e−i(Ei−En)y0 (2.29)

where |f〉 and |i〉 represent the initial and final state of the nucleus, and |n〉’s are a

complete set of intermediate nuclear states.

In order to obtain the decay amplitude, we need to multiply the contribution from

the leptonic current densities 2.27 by the hadronic current densities 2.29 and then

integrate the product over the spacetimes x and y, as well as over the phase space

of all possible final states. The decay rate for 0νββ generated from the exchange of

light Majorana neutrinos calculated this way is:

1

T 0ν
1/2

= G0ν |M0ν |2|〈mββ〉|2 (2.30)

where M0ν is the nuclear matrix element calculated from Eq. 2.29. The calculation

can be carried out using various nuclear structure models, which will be discussed in

Section 2.4. G0ν accounts for the phase space of all possible final states of the decay,

and is exactly-calculable. Since the mass the nucleus is much larger than the masses

of electrons, nearly all momentum will be carried by the two outgoing electrons. The

phase space factor for the two electrons with momentum pi and Ei (i = 1, 2) can

be approximated by the integral:
∫ pmax

0
d3p1d

3p2δ(p1 − p2). The expression above is
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approximately proportional to
∫ Emax

0
E1p1(Q−E1)p1dE1, where Q is the decay energy,

and Emax is the maximum energy an outgoing electron can have. Since the Q value

of 0νββ decay is typically much larger than the electron mass, we have Emax ≈ Q.

In this way, we come to the conclusion that the decay rate of 0νββ is approximately

proportional to Q5.

2.3.4 Constraint on the Effective Majorana Mass

The effective Majorana electron neutrino mass in Eq. 2.30 is defined in Section 2.3.3

as 〈mββ〉 =
∑
k

mkU
2
ek, where mk’s are the mass eigenvalues of three light neutrinos in

the canonical case. The measurement of the lower limit on T 0ν
1/2 can be translated into

an upper limit of |〈mββ〉| once we obtain the values of M0ν and G0ν from theoretical

calculations. In turn, the measurement of |〈mββ〉| can be translated into a limit on

the mass of the lightest neutrino mmin, shown in Figure 2.6, where “IH” stands for

the inverted hierarchy and “NH” stands for the normal hierarchy. The uncertainty of

the relation between |〈mββ〉| and mmin is caused by the unknown Dirac and Majorana

phases in the neutrino mixing matrix U , as well as the measurement errors of neutrino

mixing angles. The experimental sensitivity to |〈mββ〉| for detectors of various scales

are also indicated in the figure.

In Section 2.2.3, we discussed a left-right symmetric model (LRSM) in which

the right-handed counterpart of weak interactions can also contribute to the 0νββ

process. Thus the total effective Majorana mass can be written as |〈mββ
ν+N〉| =

(|〈mββ
ν 〉|2 + |〈mββ

N 〉|2)1/2 [5], where N represents the three heavy right-handed neutri-

nos, and ν stands for the three light left-handed neutrinos. Figure 2.7 illustrates the

effective Majorana mass as a function of the lightest neutrino mass after including

contributions from both left and right currents. As one can observe, there is no room

for a vanishing 0νββ transition rate in the LRSM even if the total effective Majorana

mass is zero. The predicted 0νββ decay rate by the LRSM is overall higher than
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Figure 2.6: Allowed region of mββ versus mmin for the inverted hierarchy (IH) and the
normal hierarchy (NH). The calculation is performed by randomly sampling from the
distributions of the measured neutrino mixing angles and squared mass differences,
as well as a flat distribution of the Majorana phases in the [0, 2π] range [4].

the canonical model, and the next-generation experiments are sensitive enough [92]

to rule out this LRSM if there is still no evidence for 0νββ.

Figure 2.7: Effective Majorana mass |mββ
ν+N | as a function of the lightest neutrino

mass in the LRSM [5].

27



2.4 Nuclear Matrix Elements for −νββ

2.4.1 Hadronic Current Operators for 0νββ

The prediction the half-life of an isotope which undergoes 0νββ decay depends on

the calculation of its nuclear matrix element M0ν in Eq. 2.30. In order to perform

the calculation of M0ν , one needs to know the form of hadronic current operators

in Eq. 2.29 in the first place. This can be derived from the matrix element for the

transition between single nucleons. Using Lorentz covariance, we can write down the

most general expression for the hadronic current operator that induces the decay of

a neutron into a proton [2]:

〈p, λ|JµL(q)|p′, λ′〉 = ū(p, λ)[gV (q2)γµ − gA(q2)γ5γ
µ − igM(q2)

σµν

2mN

qν

+gP (q2)γ5q
µ]τ+u(p′, λ′) (2.31)

Namely, it is a sum of a vector current with the form factor gV , an axial vector

current with the form factor gA, a term related to the anomalous nucleon magnetic

moment gM , and a pseudo-scalar term with the factor gP . q is the momentum transfer

between the nucleons with momentum p and p′, λ (λ′) is the final (initial) spin of the

nucleon, and τ+ is the isospin-raising operator that turns a neutron into a proton.

The conservation of the vector current gives gV (q2) = gV (0) = 1. gM(q2) ≈ 4.7gV (q2),

which is measured from the proton and neutron anomalous magnetic moments [93]),

and gA(q2) = gA(0) ≈ 1.27 is determined from neutron β-decay measurements [94].

In addition, we have the Goldberger-Treiman relation which gives gP (q2) = 2mNgA(q2)
(q2+m2

π)
,

with mN and mπ the nucleon and pion masses. Given that the nucleon momentum

before and after the decay is small, the four-component Dirac spinor u(p) can be
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treated non-relativistically [95]:

u(p, λ) =

 χλ

σ·p
2mN

χλ

 (2.32)

where χλ is a two-component Pauli spinor, with χ↑ =

1

0

, χ↓ =

0

1

, and the

components of σ are Pauli matrices. After some algebra, we can obtain the non-

relativistic reduction of Eq. 2.31.

〈p, λ|JµL(q)|p′, λ′〉 = χ†λ(Mµ − qµgP
σ · q
2mN

)τ+χ′λ (2.33)

in which

Mµ = (iM ,M0)

M = gAσ + (gV − igM)iσ × q

2mN

− gV
2p− q
2mN

M0 = gV − gAσ ·
2p− q
2mN

(2.34)

Most calculations make the assumption the current operator above can also be used

to compute the matrix element for a collection of interacting nucleons.

After integrating the product of Eq. 2.27 and Eq. 2.29 over x0, y0 and q0, then over

x and y, the term relevant to the computation of M0ν is
∑

n(
〈f |JµL(q)|n〉〈n|JνL(−q)|i〉
|q|(En+|q|+Ee2−Ei) +

〈f |JνL(q)|n〉〈n|JµL(−q)|i〉
|q|(En+|q|+Ee1−Ei) ), where En and Ei are the energy of the initial and final nuclear

state, respectively. Ee1 and Ee2 are the energy of the two outgoing electrons, while En

is the energy of the intermediate nuclear state. At this point, since En−Ei is generally

small compared to |q|, we typically neglect the intermediate state dependent quantity

in the denominator of equation and replace En with an average value Ē. Thus after

integrating over the momentum phase space, the nuclear matrix element M0ν can be
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written as [2]

M0ν = MGT
0ν −

g2
V

g2
A

MF
0ν +MT

0ν (2.35)

With the non-relativistic reduction of the current operator and approximations made

above, the expression for each term in Eq. 2.35 is:

MG
0νT =

2R

πg2
A

∫ ∞
0

|q|d|q|〈f |
∑
a,b

j0(|q|rab)hGT (|q|)σa · σb
|q|+ Ē − (Ei + Ef )/2

τ+
a τ

+
b |i〉

MF
0ν =

2R

πg2
A

∫ ∞
0

|q|d|q|〈f |
∑
a,b

j0(|q|rab)hF (|q|)
|q|+ Ē − (Ei + Ef )/2

τ+
a τ

+
b |i〉

MT
0ν =

2R

πg2
A

∫ ∞
0

|q|d|q|〈f |
∑
a,b

j2(|q|rab)hT (|q|)(3σ · r̂abσ · r̂ab − σa · σb)
|q|+ Ē − (Ei + Ef )/2

τ+
a τ

+
b |i〉

(2.36)

where the expressions for hGT , hF and hT can be found in Ref. [2]. In Eq. 2.36, j0

and j2 are spherical Bessel functions, and rab = xa − xb is the inter-nucleon position

vector between the ath and bth nucleon. R is added to the equation to make the

matrix element dimensionless.

2.4.2 Principles of Different Nuclear Structure Approaches

The calculation of Eq. 2.36 varies among different nuclear structure approaches. Fig-

ure 2.8 shows the M0ν computed using different nuclear models for a variety of 0νββ

candidate nuclei. Below we discuss briefly the main features of three approaches used

for calculating nuclear matrix elements – the nuclear shell model, the quasiparti-

cle random phase approximation (QRPA), and the energy-density functional (EDF)

theory.

The nuclear shell model is a well-established model that has been successful in ex-

plaining basic properties of ground-state nuclei. In the shell model, nucleons arrange

themselves according to the Pauli exclusion principle into shells that orbit around a
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Figure 2.8: 0νββ nuclear matrix elements M0ν and corresponding half-lives (scaled
by |〈mββ〉|2) calculated from different nuclear models. All the results are obtained
with unquenched axial coupling constant gA [2].

central potential. In general, a nuclear state can be described by a Slater determinant,

which is a multi-fermionic wave function that satisfies anti-symmetry requirements.

For an n-body system with coordinates r1...rn, Slater determinants are written as

ψ(r1...rn) =

∣∣∣∣∣∣∣∣∣∣∣∣∣

φi(r1) φj(r1) ... φl(r1)

φi(r2) φj(r2) ... φl(r2)

...
...

...
...

φi(rn) φj(rn) ... φl(rn)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.37)

where φ’s are orthogonal wave functions of the individual particles. They make a

convenient basis for the diagonalization of the inter-nucleon Hamiltonian H, and the

Slater determinant with the lowest expectation value 〈H〉 is called the Hartree-Fock

ground state. The characteristic feature of the shell model is that only “active”

(valence) nucleons near the Fermi level are relevant to low-energy nuclear properties.

Therefore, we can write down Slater determinants using a limited set of single-particle
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states instead of solving the wave equation in the full Hilbert space. However, this

approach requires an exact diagonalization of the effective nuclear interaction Hamil-

tonian, and due to the limited computational power, often restricts the shell model’s

range to a single harmonic oscillator shell in 0νββ calculations. This would lead

to omission of certain pairing correlations, such as the one induced by the operator

σ · στ+τ+ in Eq. 2.36 that may strongly connect nucleons from different shells. The

failure of the shell model to capture certain pairing correlations may have affected

calculations of matrix elements for both single and double beta decay processes.

Another approach for computing the nuclear matrix element is QRPA. Unlike

shell model calculations which involve many Slater determinants restricted to a few

single-particle levels, QRPA involves small oscillations around a single determinant,

but can involve many shells. In QRPA, one first finds a set of A (the atomic number)

orbitals φi that can form the best possible Slater determinant ψ0 and then construct

another set of “nearby” non-orthogonal Slater determinants ψ(z), each with A occu-

pied orbitals of the form χi(z):

χi(z) = φi(z) +

N0∑
j=A+1

z∗ijφj (2.38)

where N0 is the number of orbitals included in the calculation. Then all we need to

do is to find the a superposition of the ψ(z) that minimizes the energy in the limit

that the zij are small, which is equivalent to solving the Schrödinger equation for a

many-body system. The main advantage of the QRPA in comparison to the shell

model is the number of single-particle orbits that can be included in the calculation.

In most QRPA calculations, all the orbitals within one or two oscillator shells of the

Fermi surface are treated explicitly.

QRPA would break down when deviations from the single Slater determinant have

large amplitudes. Those large fluctuations are often associated with nuclear defor-
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mation and collective motions of nucleons in many orbitals, which can’t be described

by a single mean field. In EDF, on the other hand, one can find a set of Slater

determinants that minimize an energy functional by constraining one or more “col-

lective operators”, e.g. the quadrupole operator 〈Q0〉 = 〈
∑

i r
2
i Y

2,0
i 〉 (where Y 2,0

i are

spherical harmonics). We then project the states with different 〈Q0〉 onto ones with

well defined angular momentum, particle number, etc., and use them as a basis to

diagonalize the Hamiltonian.

2.4.3 Uncertainties on the Nuclear Matrix Element Calcula-

tion

As shown in Figure 2.8, for certain nuclei the matrix elements obtained from different

models vary by factors of two or three. So far there has not been a solid error

quantification of the 0νββ matrix element. Statistical errors arising from different

choices of parameters within a given model are relatively easy to assess, but there

also exist systematic uncertainties caused by the insufficiency of models, which are

hard to estimate. For example, a well-known problem arises from the observation

that measured single-β and 2νββ decay rates for a number of isotopes are universally

smaller than theoretical predictions, which is often referred to as the “gA problem”.

The problem can be “cured” by quenching the axial current coupling constant gA,

i.e., geffA ≈ 0.74gA. If the true 0νββ decay rates, which are proportional to the fourth

power of gA, are smaller than model predictions to the same extent, current 0νββ

searching experiments will be much less sensitive than expected. Whether this would

happen depends on the source of gA quenching. The average momentum transfer

in 0νββ is much larger than 2νββ due to the exchange of a virtual neutrino, so if

the amount of gA quenching depends on the momentum transfer of the intermediate

states, the large quenching needed to correctly predict 2νββ decay rates may not be

needed for 0νββ. A recent study resolved the discrepancy between the experimental
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measurement and theoretical prediction for the single β-decay rate of 100Sn using a

first principle calculation and paved the way for systematic theoretical predictions for

0νββ decay rates [96].

In addition to the above mentioned nuclear models, recent progress in first-

principle-calculations using chiral effective field theories and non-perturbative meth-

ods [97–101] provides a promising approach for computing M0ν more accurately with

controlled theoretical errors.

2.5 Connections of Majorana Neutrinos to Lepto-

genesis and Baryogenesis

One of the greatest mysteries of modern physics is why the universe appears to be

populated almost entirely with matter rather than antimatter. If the universe had

been matter-antimatter symmetric at temperatures of O(1 GeV), it is calculated from

the Standard Model physics that the number density of baryons and antibaryons

relative to photons would have been on the order of nB
nγ

= nB̄
nγ

= 10−18 as a result of

the annihilation process B+B̄ → 2γ [102]. However, the observed baryon and photon

energy density is nB
nγ
∼ 10−10 [103], indicating a rather large baryonic asymmetry must

have been produced in the early universe.

The physical processes that generate the primordial baryon-antibaryon and lepton-

antilepton asymmetry early on in the history of the universe are referred to as baryo-

genesis and leptogenesis, respectively. In 1967, Andrei Sakharov proposed a set of

three necessary conditions for baryogenesis [104] – baryon number B violating inter-

actions, C and CP violation, and a departure from thermal equilibrium. There are

several proposed mechanisms for the production of baryonic asymmetry. One of the

first mechanisms was based on the out of equilibrium decay of a massive particle such

as a super-heavy Grand Unified Theory (GUT) scale gauge of Higgs boson [105,106].
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In 1986, a mechanism is pointed out to generate the baryon asymmetry without re-

sorting to grand unified theories [107]. In this mechanism, the decay process of a

heavy Majorana neutrino that violates CP symmetry is they key to leptogenesis and

baryogensis.

In the Standard Model, baryon and lepton number are not conserved due to quan-

tum chiral anomaly. The divergence of the baryon current JBµ = 1
3

∑
generations(qLγµqL+

uRγµuR + dRγµdR) and the lepton current JLµ =
∑

generations(lLγµlL + eRγµeR) is

∂µJBµ = ∂µJLµ =
Nf

32π2
(−g2W a

µνW̃
aµν + g′2BµνB̃

µν) (2.39)

where Nf the number of generations, and W a
µ (a = 1, 2, 3) and Bµ are gauge fields

associated with the SU(2) × U(1) group defined in Eq. 2.1. As a result, the change

in baryon and lepton number can be related to the topological charge of the gauge

field:

∆B = ∆L = Nf∆Ncs (2.40)

in which Ncs = g3

96π2

∫
d3xεijkε

abcW aiW bjW ck. In the SM, ∆B = ∆L = ±3 is the

smallest possible jump, and it is realized through the nonperturbative “sphelaron

effect” which cannot be represented by perturbative Feynman diagrams. In a non-

abelian gauge theory there are infinite number of degenerate ground states and a

sphaleron is a solution to the SM electroweak field equations that rests at the top

of the barrier between different low-energy equilibria. One can make transitions

between the gauge vacua with different B and L numbers at a significant rate due to

thermal fluctuation when the temperature is higher than the potential barrier, i.e., the

sphaleron energy. In order to relate baryon asymmetries to lepton asymmetries, we

also need to take the SU(3) Quantum Chromodynamics (QCD) instanton processes,

etc., into account besides sphaleron processes. It can be shown that for temperatures

T � v (VEV of the Higgs field), the connection between the B, B − L and L
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asymmetries is [108]:

B = cs(B − L), L = (cs − 1)(B − L) (2.41)

with cs = (8Nf + 4)/(22Nf + 13).

Assume there is a right-handed Majorana neutrino in addition to the conventional

leptons. The relevant Lagrangian for the lepton sector is

L = l̄Lii/∂lLi + ēRii/∂eRi + fij ēRilLjH
† + hijN̄RilLjH −

1

2
MijNRiNRj + h.c. (2.42)

where i, j = 1, 2, 3 are the flavor indices. lL is the lepton doublet, eR is the singlet,

H is the Higgs field, and NR is the heavy right-handed Majorana neutrino. eR, lL and

NR can be defined in such a way that fij and Mij are diagonal. The Yukawa coupling

matrix hij is generically complex and contains high-energy CP -violating phases, but

they are difficult to be connected to the low energy CP violation in the neutrino

sector [108].

Figure 2.9 shows the Feynman diagrams for the tree-level, the one-loop vertex and

self-energy contributions to the heavy neutrino decay. The CP asymmetry involves

the interference between them.

Figure 2.9: Tree level and one-loop diagrams of heavy neutrino decays that violate
CP and lead to leptogenesis

The asymmetry between leptons and antileptons produced by the decay of the
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right-handed neutrino N1 (assuming M1 �M2,M3) is calculated as [108]:

ε1 =
ΓN1l − ΓN1 l̄

ΓN1l + ΓN1 l̄

≈ 3

16π

1

(hh†)11

∑
i=2,3

Im[(hh†)2
i1]
M1

Mi

(2.43)

where ΓN1l and ΓN1 l̄ are the rates of N1 decaying into leptons and antileptons, re-

spectively. Thus the leptogenesis takes place at temperatures T ∼ M1, and through

sphaleron processes described above Eq. 2.41, this lepton asymmetry can transform

into baryon asymmetry.
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Chapter 3

Overview of the EXO-200 Detector

The Enriched Xenon Observatory (EXO) Collaboration searched for neutrinoless dou-

ble beta decay (0νββ) in 136Xe using liquid xenon (LXe) as both the source of the

decay and the detector medium [109]. The EXO-200 detector was operated at the

Waste Isolation Pilot Plant (WIPP) near Carlsbad, New Mexico from 2011–2018.

The detector was filled with 175 kg of enriched LXe and particles interacting in LXe

can deposit a portion of their energy as scintillation and ionization, which can be

detected by incorporating the LXe into a time projection chamber (TPC). EXO-200

was designed to reach a sensitivity on the order of 1025 yrs for the half-life of nuetri-

noless double-beta decay (T 0ν
1/2) and to serve as the prototype for a multi-ton detector

with T 0ν
1/2 sensitivity ∼ 1028 yrs [110]. This chapter describes the basic construction

of the EXO-200 detector system that enabled the experiment to achieve its physics

goal.

3.1 The EXO-200 Time Projection Chamber

Time projection chambers (TPC) are a type of particle detector using a sensitive

volume of gas or liquid to perform position and energy reconstructions of particle

interactions, and are widely used in neutrino and dark matter search experiments.
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The EXO-200 TPC was a cylindrical vessel made of low-background copper, split into

two TPCs by a common cathode, each with radius ∼18 cm and drift length ∼20 cm.

Most regions of the vessel was only 1.37 mm thick, resulting in a total copper mass of

<30 kg. A schematic picture of the major components in the EXO-200 TPC is shown

in Figure 3.1a. Each end cap of the vessel consisted of two crossed wire grids and an

array of large area avalanche photodiodes (APDs). For each interaction, the charge

was drifted parallel to the axis of the detector towards the nearest end cap under

the action of a uniform electric field, and the scintillation light was collected and

measured by the APD arrays. A view into the EXO-200 TPC chamber can be found

in Fig 3.2. Details of the material choice as well as the charge and light detectors in

the TPC are described in this section.

(a) (b)

Figure 3.1: (a) Schematic drawings of the major components of the EXO-200 TPC. (b)
The U-V-Z and X-Y-Z coordinate systems in the EXO-200 detector. The hexagonal
active Xe region and fiducial Xe region, as well as the circular projection of the Teflon
reflector are also shown [6].
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Figure 3.2: One of the two EXO-200 TPC chambers. The interior surface of the
APD endplate (2) was coated with aluminum and MgF2. Teflon reflectors (1) are
installed inside the field cage (3). Both charge and light signals are transmitted to
the front-end electronics through flexible cables (4).

3.1.1 Why Liquid Xenon?

The EXO-200 TPC contains LXe enriched to 80.6% in 136Xe, with a density at the

operating temperature of 167 K of 3.0305 ± 0.0077 g/cm3 [111]. Of the 200 kg of

enriched xenon available, 175 kg are in liquid phase, and 110 kg are in the active

volume of the detector. The enriched Xe was produced from natural Xe by clean

centrifuges and later stored in ten electropolished stainless steel cylinders to guarantee

chemical purity. The mass spectrum measurement showed 19.1% of the atoms in the

enriched xenon are of the isotope 134Xe, while the concentration of other natural

isotopes is negligible [7]. The choice for the 0νββ decay source fell on 136Xe in the

EXO-200 experiment for the following reasons:

1. 136Xe, with a natural fraction of 8.9%, is the heaviest isotope in natural xenon

and is relatively safe and easy to enrich. Xe is in the gas phase at standard

temperature and pressure, and therefore is easy to process in centrifuges before

being cryopumped into stainless steel containers.
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2. There are no long-lived radioactive isotopes of Xe, and because Xe is a noble

gas it is easy to be purified from all chemically active contaminants. This is

essential for 0νββ experiments that have strict low-background requirements.

LXe in the EXO-200 detector can also be recycled and purified into future

larger-scale detectors.

3. Besides the 2615 keV γ-ray from 208Tl, the Q-value of 136Xe 0νββ (2457.8 keV)

is larger than the energies of most γ-ray backgrounds, although the 2448 keV

γ-ray background from 214Bi could be detrimental to the 0νββ search and is

included in the background model during physics analysis.

4. The LXe TPC makes use of topological information of each event and has very

good signal/background discrimination power. While double beta decay events

typically generate localized energy deposition in LXe, most background γ-rays

undergo Compton scatterings and can be identified through their multi-site

energy deposition in the TPC. A homogeneous, liquid phase TPC may also be

the only practical option for building very large detectors [7].

5. Among liquid noble gas elements, LXe has a relatively high stopping power for

external radiation due to its large atomic number. It also has a high charge and

light yield, so that one can achieve a fair energy resolution after combining the

charge and light signals [112].

6. In principle, the barium ion daughter (136Ba2+) produced from the double beta

decay of 136Xe can be tagged [113]. Although the techniques for Ba tagging are

not part of the design of EXO-200, it would potentially be implemented in the

future and significantly reduce background events.
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3.1.2 Charge Detection Channel

The drifting charge was measured by induced signals as it first drifted through a

shielding, or “V-wire” grid, and then was collected by a second wire grid, known as

the “U-wire” grid, both made from photoetched phosphor bronze. The wire grids can

be seen in front of the APD plane in Figure 3.3.

We denote the x and y coordinates in Fig 3.1b as those in the plane of the U- and

V-wires, while the z coordinate is defined to be along the drift axis of the detector,

with the cathode at z = 0, and the positive z direction pointing from the anode of the

second TPC to that of the first TPC. In each TPC, the V-wire grids were positioned

at a separation ∆z = 6 mm in front of the U-wire grids. A copper support ring

held acrylic beams which were formed in a hexagonal pattern. U- and V-wires were

crossed at an angle of 60◦ and mounted on different sides of the acrylic beams.

Figure 3.3: The ionization U- and V-wires are visible in front of the APDs. The
spring folding scheme at one end of each wire triplet is shown.

Each U- and V-wire grid was segmented into 9 mm wide channels consisting of

triplets of wires with 3 mm pitch and read out by charge sensitive preamplifiers.

The end of each triplet was folded to form a spring, whose tension was measured to

be sufficient to ensure wire stability at the electric fields of interest [7]. The 9 mm

channel spacing was determined from an optimization process which showed that too
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many electronics channels would increase complexity and materials near the fiducial

volume and did not necessarily provide better topological discrimination between

signal and background events. This led to each U- and V-wire plane to have 38 read

out channels in total. An individual wire had a roughly square cross section with

width of 127±40 µm, which enabled each wire grid to have an optical transparency

of 95.8%.

The V-wire and U-wire grids were separately voltage biased. The average electric

field between the U- and V-wire grids is set to be twice the drift field in the bulk of

the detector, ensuring all charge to drift through the V-wire plane and be collected

on the U-wire plane. Measurements performed during EXO-200 engineering runs,

in which the field in the collection region was varied, confirm that this field ratio is

sufficient to avoid loss of charge.

In order to drift charge signals to the wire planes efficiently, a special high voltage

(HV) feedthrough and a field cage were developed for creating a uniform electric field

in bulk of the TPC. As shown in Figure 3.4, a HV cable from the outside of the TPC

was inserted into a copper HV delivery conduit welded to the body of the TPC, and

the final section of the cable was in touch with a copper receptacle embedded in a

PTFE block. A tab that penetrated the PTFE block was connected to the cathode

copper ring through a platinum plated leaf spring and thus transferred the HV to the

bulk LXe. During the first run of EXO-200 from Sept. 2011 to Feb. 2014 (“Phase I”)

the HV system was operated at -8 kV, which resulted in an electric field of 380 V/cm

in the drift region. Between May 2016 and Dec. 2018 (“Phase II”), EXO-200 took

a second run of data and the system was found to operate stably after ramping up

the HV to -12 kV, which corresponded to an electric field of 567 V/cm in the drift

region.

The cathode was also made of phosphor bronze and was loaded with a photoetched

phosphor bronze grid to provide a uniform electric field in the z-direction. The cath-
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Figure 3.4: (1) A spring-loaded copper receptacle plated with platinum. (2) The
PTFE block that contained the receptacle. (3) A special copper adapter connecting
the TPC body to the copper conduit (4) that guided the HV cable (5) Platinum
plated leaf spring connecting the HV feed to the cathode ring [7].

ode grid had 90% optical transparency and its ring frame was mounted on the last

copper ring of the field cage from one of the TPC chambers. The field cage of the

other TPC chamber was connected to the cathode using a mated copper ring without

any grids. In each field cage the electric field was graded into ten steps from anode

to cathode by a set of copper field shaping rings. The field shaping rings are 37.4 cm

in outer diameter, and the pitch between them is 1.69 cm. A MAXWELL simula-

tion [114] of this geometry predicted that electrons within a cylinder of radius 0.8 cm

smaller than that of the field shaping rings could be fully collected, which resulted in

a total active LXe mass of 110 kg.

3.1.3 Light Detection Channel

EXO-200 used 468 APDs in total for detection of light signals. We chose APDs over

photomultiplier tubes (PMTs) as light detectors because APDs have much lower ra-

dioactivity content [115] and have higher quantum efficiency for detecting 178 nm

scintillation light produced in LXe. Each circular APD had a diameter between

19.6 mm and 21.1 mm and an active diameter of 16 mm, which is shown in Fig-

ure 3.5a. The device was made by growing the p-type epitaxial layer on n-type
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neutron transmutation doped silicon [116]. Both the external contact of the cathode

and the ring-shaped anode were gold plated.

The APD arrays were mounted on two specially fabricated support endplates

positioned ∆z = 6 mm behind the U-wires. As shown in Fig 3.5b, the APDs were

hexagonally packed such that the sensitive area of the endplate on which they were

mounted was 48% of the total area. The interior surface of each endplate was covered

by vacuum-deposited aluminum and MgF2 to reflect VUV scintillation photons that

did not strike the APD surfaces [111], and the ulterior surfaces were coated with

gold to improve electrical contact with the anodes of the APDs. A cylindrical Teflon

reflector was positioned inside the electric field grading rings at a radius of 183 mm

to improve light collection efficiency, shown as (6) in Figure 3.4.

(a) (b)

Figure 3.5: (a) Large area APDs produced by Advanced Photonix (API) [8]. The
active surface of the APD is surrounded by gold-plated ring-wafer anode (left). The
cathode is also gold-plated (right), and a bias high voltage is applied across the APD
to amplify photoelectric signals. The ruler indicates the size in cm and inches [9].
(b) A copper endplate fully filled with APDs. APDs are ganged into a group of 5
or 7 by platinum plated phosphor bronze springs. The springs electrically connect
the cathodes of APDs and copper traces on flexible cables. Acrylic washers provide
electrical isolation between the springs and the anchoring screws which go through
the endplate [7].

The APDs were grouped into 74 readout channels (“gangs”) in total, each of which

consisted of 5 to 7 individual APDs ganged together in a single readout channel. The

APDs within each gang were selected to have matched gains based on testing prior
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to installation [9]. The cathodes of all 234 APDs on each endplate are electrically

connected together and held at a common voltage around -1400 V. An anode trim

voltage, adjustable on groups of six APD channels by up to 100 V, allows all channels

to be have a nominal gain near 200 [117]. For each APD plane, one device location

was installed with a PTFE diffuser 20 mm in diameter and 0.7 mm in thickness.

The diffusers could be illuminated by optical fibers carrying light from an external

laser source. During detector operation, the avalanche gain of each APD channel was

calibrated in-situ using a pulsed 405 nm laser beam that entered the TPC through

the diffusers.

Although neighboring APDs within each gang were chosen to have similar gain

characteristics, there might still exist gain non-uniformity within an APD channel.

Moreover, slight time variations in the gains of an individual APD were possible due

to changes in temperature and other systematic effects. While the overall gain was

calibrated for each gang as a function of time with the laser calibration mentioned

above, gain non-uniformity within the gang could not be calibrated and could lead

to additional variation in the light response. This non-uniformity will be studied

in detail in Appendix A, and is found to not significantly impact the resolution for

events in the detector.

3.2 Cryogenic System in EXO-200

The EXO-200 installation at WIPP is shown in Fig 3.6. The TPC was immersed in

50 cm thick of radio-pure HFE-7000 cryofluid (with chemical formula CF3CF2CF2OCH3) [118],

housed in a double-walled vacuum-insulated cryostat made from the same low-background

copper used for the TPC vessel. The cryofluid maintained the low temperature of

the TPC and served as a layer of gamma background shielding. Two separate fridges

were used during the detector operation. One fridge fed directly into the cryostat and
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cooled the HFE via heat exchangers on inner wall of the cryostat, while the other

cooled the condenser which liquefied the xenon gas before xenon entered the cryostat.

There were two back-up fridges on the side in case of any malfunctions occurred.

(a) (b)

Figure 3.6: (a) Design of the EXO-200 installation at WIPP. (b) The TPC vessel
being inserted into the cryostat.

The outer cryostat was surrounded by 25 cm thick lead walls, which served as

another layer of external background shielding. The cryostat also featured a copper

guide tube which penetrated the lead shield and wrapped around the TPC vessel in

the cryofluid volume, as shown in Figure 3.8. During the EXO-200 run, we inserted

calibration sources such as 228Th, 226Ra, 137Cs and 60Co of various intensities into the

guide tube and placed them near the TPC to understand the detector’s response to

radiation of known energy.

3.3 Xenon Purifier

Electronegative impurities such as oxygen, nitrogen, and water vapor in LXe could

absorb the ionization charge and therefore, the LXe was continuously purified dur-

ing the EXO-200 operation to ensure that the charge signals could survive the drift

length of the TPC. The xenon purification in EXO-200 was achieved in the gas phase

using a system consisting of SAES MonoTorr heated zirconium getters [119] and a
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Figure 3.7

Figure 3.8: The calibration source guide tube wrapped around the LXe vessel. Major
locations of the calibration source are denoted as S2 = (0.0, 0.0, -29.5 cm), S5 =
(25.5 cm, 0.0, 0.0 ), S8 = (0.0, 0.0, 29.5 cm), and S11 = (0.0, 25.5 cm, 0.0).

magnetically-driven piston pump, located outside of the cryostat.

The Zirconium surface bonds with almost all non-noble gas species and has proved

to be an effective absorbent [120]. Components in LXe such as O2, H2O, N2 and CO2

bonded to the surface of the zirconium getter could diffuse into the bulk and leave

the surface available for additional gettering. The efficiency of the getter improves

significantly as its temperature increases due to the decrease in the diffusion time.

At a temperature of several hundred degrees Celsius, the zirconium getter was able

reduce the concentration of electronegative impurities in LXe at or below the part-

per-billion (ppb) level in one pass [121].

Figure 3.9: Left: The assembled xenon pump in EXO-200. Right: The piston inside
the pump, made from a stainless steel canister containing a permanent cylindrical
magnet [10].
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The piston pump pulled xenon out of the TPC vessel, where a xenon heater was

present, and at the same time pushed gaseous xenon into the xenon condenser after it

was purified by the hot zirconium getters. Figure 3.9 shows two photos of the xenon

pump and the piston inside. The pump itself was made from a thick-walled non-

magnetic stainless-steel cylinder, through which xenon gas went across. Inside the

cylinder was a piston containing a sealed cylindrical neodymium magnet. A second,

ring-shaped neodymium magnet was installed over the stainless-steel cylinder and

moved back and forth in the air by a drive mechanism outside of the xenon system.

The piston inside the cylinder moved simultaneously with the external ring magnet

and was able to pump more than 16 standard liters per minute (SLPM) of xenon

gas with 750 torr differential pressure [10]. As will be shown later in Section 4.4.2,

the xenon purity level, as indicated by the measurement of the “electron lifetime”, is

highly correlated with the xenon flow rate.

3.4 Cosmic Ray Veto System

The entire assembly of the EXO-200 TPC and the cryostat was placed in a class 100

clean room, located at a depth of ∼650 m in the underground salt mine at WIPP,

as shown in Figure 3.10a. Measurements from the EXO-200 detector indicated that

the verticle flux of cosmic ray muons at this site was (4.01± 0.04(stat.)+0.04
−0.05(sys.))×

10−7 Hz
cm2sr

[122].

High-energy cosmic ray muons and spallation products (e.g. fast neutrons) gen-

erated from their interactions with the surrounding salt could enter the EXO-200

detector and produce radioactive isotopes, potentially creating background sources

to the 0νββ search. Therefore, we surrounded the clean room on four of its six sides

with a cosmic ray veto system made of plastic scintillator panels, as shown in Fig-

ure 3.10b. There were twenty-nine 5 cm thick plastic scintillator panels in total, which
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(a) (b)

Figure 3.10: (a) Layout of the underground facility at WIPP. The location of the
EXO-200 detector is marked as the red star. (b) Geant4 simulation of a cosmic muon
track (red) along with its spallation products generated in the TPC. Photon (cyan)
and neutron (green) tracks in the muon shower are shown [11].

were obtained from the concluded KARMEN neutrino experiment [123]. The panels

were structurally supported by 4 cm of borated polyethylene, which also served as a

partial thermal neutron shield for the TPC. Each scintillator panel was observed by

eight PMTs which were glued with optical cement to the light guides at the end of

the panel. For each cosmic ray event, the PMTs could catch the faint scintillation

light produced by cosmic rays hitting the polymerized organic molecule in the plastic

scintillator. Coincident light detected by any two PMTs within 1 µs would trigger the

veto system and be recorded by the Trigger Electronics Module (TEM) which will be

described in Section 3.5.3. The efficiency of the veto system for muon transversing

the TPC was measured to be >94% [14].

The cosmic ray veto system allowed rejection of prompt backgrounds associated

with muons, such as neutron capture γs and muon bremsstrahlung. However, there

also existed delayed backgrounds produced by muon-activated radionuclide in the

detector which could not be vetoed. The most prominent muon-induced background

came from the β decay of 137Xe, generated through neutron capture on 136Xe. The

137Xe β decay has a half-life of 3.82 minutes and an endpoint energy of 4173 keV,

which was a significant source of background to the 0νββ search in LXe. The decay
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spectrum of 137Xe was included in the background model for the EXO-200 analysis,

which will be discussed in Section 5.3.2.

3.5 Interconnection and Electronics

3.5.1 Detector Cabling

All the U-, V-wires and APDs were connected to the front-end electronics that will

be described in Section 3.5.2 by 18 µm thick copper traces on flat, 25 µm polyimide

flexible cables. The polyimide flexible copper clad laminate [124] was purchased

through Nippon Steel Chemical Co. [125], and proved to have low radioactivity in

40K, 232U and 238Th from the radioassay test [115].

The cable system consisted of two parts: short flexible cables that were directly in

contact with the U-, V-wire planes and the APD plane, and long cable strips which

brought bias voltages to the TPC and transported signals out via six rectangular

copper tubes welded between the cryostat and the two ends of the TPC vessel. The

short and long flexible cables were fixed on opposite sides of specially designed acrylic

blocks (Figure 3.11a) and electrically connected using phosphor bronze screws. The

completed wiring behind one of the APD planes and the path of the cables used for

different types of signal transmission can be found in Figure 3.11b.

Figure 3.11c shows the cable feedthroughs made from low out-gassing Master

Bond epoxy [126] used for transitioning flexible cables between the LXe volume and

the cryostat vacuum, as well as between the vacuum and external atmosphere.

3.5.2 Front-end Electronics

The front-end electronics (FEE) were located outside of the front lead shield wall,

about 1 m away from the U-, V-wires and APDs. The principle for processing the
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(a) (b) (c)

Figure 3.11: (a) Acrylic blocks used to mate short flexible cables with long ones.
The “V-shaped” block (black) was used for mating cables connected to the ionization
wires, and the “T-shaped” block was used for APD channels. The number of channel
connections made on each block is indicated. (b) Rectangular copper tubes between
the TPC vessel and the cryostat through which the long flexible cables travel to
the FEE. The path of cables connected to U- and V-wires are indicated in blue
and red, respectively. Green indicates the path of cables connected to APDs [7].
(c) Feedthroughs for cable transitions. (1) Flange that makes the seal from LXe
to vacuum. The feedthrough is made from an acrylic cup filled with epoxy. (2)
Temporary bracket holding the flange before the TPC’s installation into the cryostat.
(3) Flange that makes the seal from the cryostat vacuum to atmosphere. (4) PTFE
strain relief inside the cryostat.

three types of signals through the FEE system was similar. As shown in Figure 3.12,

each FEE channel consisted of a charge preamplifier with an open loop gain of ∼

105 that was connected to two shaper stages, each consisting of an integrator and

differentiator. The shaped pulses were then passed into a 12 bit, 1 MS/s analog-to-

digital (ADC) converter before being transferred to the trigger module. All the FEE

channels were packaged to 18 FEE card, with 3 cards for U-wires, V-wires, and APDs

in each TPC, and housed in a shielded electronic box.

3.5.3 Trigger Electronics Module and Data Acquisition

The trigger electronics module (TEM) was responsible determining when to record

data from the FEE cards. Upon receiving the data, the TEM would store them in

a buffer while passing them to a trigger detection circuit. Once a trigger condition

was met, the TEM would record waveform data 1024 µs before and after the trigger

from all detection channels and send them to the hard disk of the data acquisition
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Figure 3.12: Schematic readout electronics systems for the TPC. Bias voltages ap-
plied on the V-, U-wires, APDs and the cathode are indicated in the figure.

(DAQ) system. The choice of the ∼2 ms window was driven by the maximum drift

time of an electron in the TPC (∼100 µs), as well as the required efficiency for

capturing common correlated backgrounds, e.g., those from the decay chain 214Bi
β−→

214Po
α−→

210
Pb, in which 214Po has a half-life of 164 µs.

Four different trigger conditions were used during physics data acquisition: first,

trigger on any individual U-wire channel that detected signals ∼100 keV; second, trig-

ger on the individual APD channel that detected signals ∼3-4 keV; third, trigger on

the summed waveform over all APD channels for α events in the LXe (which typically

produce ∼300 k scintillation photons); finally, a trigger that forced TPC channels to

be read out every 10 s for detector performance and “livetime” measurements.

During low-background data taking, i.e., when no calibration source was present,

the average trigger rate was measured to be ∼0.2 Hz. During source calibration runs,

on the other hand, the trigger rate was more than 35 Hz. All data acquired were writ-

ten to a local RAID hard drive array and copied to disks at WIPP. Due to the limited

internet bandwidth at WIPP, those disks filled with waveform data were then phys-

ically shipped to the data storage facility at SLAC National Accelerator Laboratory

where they were copied once again for further data processing and analysis.
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3.6 Detector Upgrade

Between Jan. and May 2016, before Phase II started, the detector underwent three

upgrades [14,127]:

1. New front-end electronic boards for APD channels were installed, which signif-

icantly reduced APD readout noise.

2. A radon suppression system using charcoal-based adsorption filters was in-

stalled to reduce 222Rn, a major background for double beta decay experiments, in

the air gap between the cryostat and the lead shield. It was found that the aver-

age radon level in the air gap was reduced by a factor of ∼10 after this system was

deployed.

3. The electric field in the drift region of the detector was raised from 380 V/cm

to 567 V/cm, which further improved the energy resolution of the detector.
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Chapter 4

EXO-200 Analysis Workflow

This chapter describes the procedure of data analysis procedures in EXO-200 from

event triggering and reconstructions to Monte Carlo simulations and energy calibra-

tions. The fitting of the experimental data to the simulated background model will

be shown in the next chapter.

4.1 Event Reconstruction

The reconstruction of an event was performed following three steps:

1. Signal finding, when signals were identified on the digitized waveform traces for

each readout channel;

2. Parameter estimation of signals, when the knowledge from the previous step was

used to extract information about the signal such as its arrival time, amplitude,

etc., which may be used for event discrimination.

3. “Clustering”, when the signals on each channel were assembled into clusters

based on their position and timing information. The clustering algorithm was

optimized to group signals arising from the same interaction into a single cluster,

from which the total energy and position for each energy deposit in the LXe
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can be determined. Events that deposit their energy only in a single cluster

were known as “single-site” (SS) events, while those depositing their energy at

multiple resolvable locations in the detector were called “multiple-site” (MS)

events.

The following sections will describe the different techniques used in these three stages

of reconstruction.

4.1.1 Signal Finding

Signals on waveform traces were not always guaranteed to arrive at a given time,

hence two methods were used to find signals: applying a matched filter and waveform

unshaping. The first was used to pick out the initial set of found signals; the second

to further identify signals that occurred close in time.

Matched Filter

The matched filter is the optimal linear filter that can maximize the signal-to-noise

ratio [128, 129] by convolving a measured waveform with the time-reversed template

signal waveform. In the most general case, suppose we have a measured waveform:

x(t) = Ah(t) + n(t) (4.1)

where h(t) is the expected pulse shape, A is the amplitude to be estimated, and n(t)

is the noise component in the waveform. The best estimator for A can be determined

through minimizing the χ2 defined for the fit of the real waveform to the expected

pulse shape:

χ2 =

∫ ∞
−∞

|x̃(f)− Ah̃(f)|
J(f)

df (4.2)

in which x̃(f) and h̃(f) are Fourier transforms of the measured waveform and the

expected pulse function, i.e., x̃(f) = F [x(t)], h̃(f) = F [h(t)]. The χ2 in Eq. 4.2
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is calculated in frequency domain because different frequency components are inde-

pendent, whereas in the time domain noise lines that are coherent over the wave-

form can distort the fit. J(f) is the noise power spectral density given by J(f) =

lim
T→∞

∫ T
−T R(t)e−jωtdt, where R(t) is the autocorrelation function of the noise waveform

R(t) = 〈n(τ)n(τ + t)〉 = lim
T→∞

1
2T

∫ T
−T n(τ)n(τ + t)dt. Thus by requiring the derivative

of Eq. 4.2 with respect to A to be zero, we can find the best estimator for the signal

pulse Â in the measured waveform Â =
∫∞
−∞

h̃∗(f)x̃(f)
J(f)

df∫∞
−∞

|h̃(f)|2
J(f)

df

In the practical situation of EXO-200, the matched filter output was not divided

by the noise power density spectrum for the U- or V-wires, since there were sometimes

multiple signals in the same waveform and weighting by noise could negatively affect

signal finding. The expected signal was generated from either a calculated impulse

function (in the case of U- and V-wires) or a simple step function (in the case of

the APDs) that was passed through a transfer function defined for the detection

channel, resulting in the final signal model. The transfer function consisted of two

integration and three differentiation stages and the shaping time of each stage is

shown in table 4.1.

Channel Type Integration Time Differentiation Time

APDs 3µs 3µs 10µs 10µs 300µs
U-wires 1.5µs 1.5µs 40µs 40µs 60µs
V-wires[Phase I/II] 3/1.5µs 3/1.5µs 10/40µs 10/40µs 60/60µs

Table 4.1: Shaping times for two integration and three differentiation stages for dif-
ferent channels.

The matched filter then took the inverse Fourier transform of the convolution be-

tween the Fourier transform of the measured channel waveform x(t) and the complex

conjugate of the Fourier transform of the channel transfer function h(t), giving an

output waveform

y(t) = F−1[x̃(f)h̃∗(f)] (4.3)
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An algorithm was then performed on the output waveforms to search for peaks that

exceeded a certain threshold on each readout channel. The algorithm first calculated

the mean absolute deviation (MAD) of the waveform from its baseline, removing

all parts of the waveform exceeding 3σ deviation and then recalculated MAD. The

threshold was defined as 5 (4) times the final MAD of the signal waveform for the

ionization wire (APD) channel. Fig 4.1 shows an example of the matched filter output

and the found signal.

(a) (b)

Figure 4.1: (a) Raw waveform on a U-wire channel. (b) Filtered waveform. The red
line is the calculated threshold from the peak search algorithm [12].

Waveform unshaping

Although the matched filter provided a good approach for determining the presence of

a signal on each channel, it could sometimes miss identifying the presence of multiple

signals that occurred close in time. For instance, from Figure 4.2a one could tell by

eye that two signals were contained in the measured raw U-wire waveform, but one of

them was obscured after the matched filter was applied, as shown in Figure 4.2b. To

avoid missing any signals, the reconstruction algorithm first used the matched filter

to determine if there was a signal present and then used an unshaping algorithm to

find if there was more than one signal. The unshaped waveform in Figure 4.2c was

then reshaped with a triangular filter, as shown in Figure 4.2d, and any deviation
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in the reshaped waveform that exceeded 5 times the root mean square (RMS) of the

baseline was identified as a signal.

(a) Raw U-wire waveform with two sig-
nals arrived close in time.

(b) Filtered waveform from (a) (blue)
with measured threshold (red).

(c) Unshaped partial waveform. (d) Reshaped partial waveform.

Figure 4.2: Identifying multiple signals that occurred nearby one another in time
through waveform unshaping. The figures are extracted from [12].

4.1.2 Parameter Estimation of Signals

Once signals on the waveform traces have been found, further algorithms were used

to extract the amplitude and timing information of each signal, as well as additional

waveform characteristics that could be used for event reconstruction.
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Amplitude and Timing Measurement

The amplitudes and arrival time of U-, V-, and APD sum signals were measured

by performing a χ2 fit between the measured waveforms and the expected waveform

templates described in 4.1.1:

χ2 =
l=L∑
l=0

[xl − b−
i=N∑
i=0

AifSM(sl, ti)]
2

σ2
noise

(4.4)

where xl is the waveform trace at the time point l, L is the length of trace used in the

fit. b is the waveform baseline, i is the index of the N signals found on the channel,

and fSM is the signal model. Ai and ti are the amplitude and time of the ith signal,

and are the only floating parameters in the fit. When multiple signals were found on

the waveform traces, the fit windows would be determined for each signal. Examples

of fits to the different types of waveforms are given in Figure 4.3.

The measured signal amplitudes, timing and the value of the minimized χ2 func-

tion were then saved to be used the clustering algorithm described in Section 4.1.3.

Waveform Characteristics for Collection/Induction Signal discrimination

In addition to the pulse amplitude and timing, several properties of the U-wire wave-

forms were measured so that induction signals on U-wires could be identified and

removed from event energy reconstruction. These included:

• Pulse timing. The induction signal had a very different pulse shape than the

collection signal. To be more specific, the pulse rise time and maximum-to-

minimum time were shorter for U-wire induction signals than collection signals.

• Pulse integral. After U-wire waveform unshaping, the integral of the induction

pulse would be zero since no charge was deposited on the channel by the event,
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(a) Fit to a collection signal waveform on
a U-wire channel.

(b) Fit to an induction signal waveform
on a V-wire channel.

(c) Fit to the waveform of an APD sum
signal.

Figure 4.3: Fits to waveforms on different readout channels. Figures are extracted
from [12].

while the integral of the collection pulse would be a non-zero value that was

proportional to the deposited charge.

• Fit χ2 value. Since there were many differences in pulse shape between induc-

tion and collection signals, fits to induction pulses with a collection waveform

template would give much larger χ2 value than fits using an induction waveform

template. Thus the fit χ2 could be used to discriminate between induction and

collection signals.

• Nearest neighbor energy. An induction signal on the U-wire would only be

visible if its neighboring collection signals were &1 MeV. Therefore, through
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calculating the total energy detected by the nearest neighboring channel, we

could identify whether the signal identified on each U-wire was truly an induc-

tion signal.

The above properties were used in early results to remove induction signals, but

during the final analysis it was observed in Monte Carlo that there was a tail right

before the 2615 keV peak in the reconstructed 228Th energy spectrum, indicating that

the reconstruction algorithm described above was missing energy collected for certain

events. Many of those events were discovered to have a tagged U-wire induction

signal with energy ∼50 keV. Since it was assumed in the algorithm above that all

U-wire signals were either completely induction or completely collection signals, some

energy was missed when a signal was tagged as induction but was in fact a mixture

of both collection and induction. In order to recover the missing energy, the above

algorithm was improved by adding a step that fitted all induction-tagged signals

with a waveform template that was a linear combination of the collection and an

induction signal. An example of such a fit is shown in Figure 4.4 where it can be

found that the signal was better modelled when using a template which was a mixture

of induction and collection than using either template individually. Another step was

added to determine whether to include the recovered energy in the total energy of the

reconstructed event. This included searching for a neighboring cluster and evaluating

whether the induction-tagged U-wire signal occurred close in time to the cluster, and

adding an energy cut so that only the energy of real collection signals were added

back.

4.1.3 Clustering Algorithm

After obtaining the time and amplitude of signals on U-, V-, and APD channels,

signals with correlated characteristics are grouped into a 3D “cluster”. The clustering

algorithm consisted of the following steps:
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Figure 4.4: An induction-tagged U-Wire signal which contained a mixture a collection
and an induction signal. It can be seen that the mixed signal was better modelled
using a linear combination of an induction and a collection (green) waveform template,
rather than either an induction (blue) or a collection (red) template individually. The
figure is extracted from [13].

• Bundling signals of the same type together (U-wire channels with other U-wire

channels, etc.) based on their timing information.

• Reconstructing 3D clusters. Grouping together U- and V-wire bundles to gen-

erate charge clusters and deciding the Z positions of the charge clusters through

associating them with APD bundles (“scintillation clusters”).

Signal Bundling

For U-wire signals, the bundling process was as follows: start with the largest energy

signal and add it to an empty bundle, add all signals to the bundle if they were close

to this bundle in space and time (i.e., at most one channel away from at least one

signal in the bundle and 6 3.5 µs away in time from the bundle, where the time was

calculated as the energy-weighted average time of all U-wire signals in that bundle).

Then repeat the steps above for the unbundled signals.

For V-wire signals, the bundling process was similar to that of U-wire signals, but

also took the signal amplitudes into account. In order for a V-wire signal to be added

to a bundle, it was required to be at most one channel away from at least one V-wire
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signal in that bundle, and less than 4.5 µs away from the time of the largest signal

in the V-wire bundle minus 2.97 µs · ∆, where ∆ was the absolute channel number

difference between this signal and the largest V-wire signal in that bundle.

For APD signals, the bundling process was performed based on timing – APD

signals found within 6 µs (determined from the integration time of APD electronics)

of one another were bundled together to form a scintillation cluster. The time of the

scintillation cluster was defined as the weighted average over the time and energy of

the APD signals in this cluster.

3D Clusters Reconstruction

In order to reconstruct final 3D clusters, we first needed to determine the 2D po-

sition of each energy deposit through grouping U- and V-wire bundles into charge

clusters. The matching of U- and V-signals was achieved by minimizing the “cost” –

the negative log of the product of three probability density functions (PDFs) which

modeled the relation between U- and V-bundles in terms of their amplitudes, timing

and positions. The PDFs used to determine how likely a U- and a V-bundle were

correlated were [12]:

• The relationship between the sum of signal amplitudes in the U- and V-bundles:

famp(EU , EV , Z) =

 C̃ |Z| > 160 mm

Ae
−0.5

ρE(EU )−VE
σE(EU ) |Z| 6 160 mm

(4.5)

where A is a normalization constant, C̃ is the median cost, and EU,V are the

amplitudes of the U- and V-bundles. In Eq. 4.5 the function ρE is written as:

ρE(EU) =

 0 EU < −bE/mE

EUmE + bE EU > −bE/mE

(4.6)
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which generates an expected V-bundle amplitude once a U-bundle amplitude is

given. The function σE has the form:

σE(EU) =

 20.22 EU < 350 keV

cEEU + dE
√
EU EU > 350 keV

(4.7)

in which the parameters were determined in prior from the measured 228Th

calibration data – bE was determined from a fit to the measured V- vs. U-

bundle amplitude for events with only a single U-wire signal, and cE, dE were

extracted from a fit to the profile of summed V- vs U-wire amplitudes for all

events.

In Phase II it was discovered that using the PDF above, there existed a gap

between the expected and observed V-wire amplitude for events close to the

anode and the effect became worse as |Z| increased. This is because the PDF

above was assigned a constant C̃ and ignored the Z dependence of V-bundle

amplitudes for events near the anode. Therefore, a Z-dependent factor was

added to the PDF later which fixed the problem and further improved the

clustering efficiency [13].

• The relation between the timing of U- and V-bundles:

ftime(tU , tV , Z) = B e
−0.5(

tU−tV −ρt(Z)

σtime
)2

(4.8)

where B is a normalization constant, tU,V are the times of the U- and V-bundles,

σtime is a constant and the expression for ρ(Z) was determined from the mea-

sured tU− tV as a function of the Z position for events that had only one U-wire

signal in the 228Th source data.

• The side-to-side diameter of the hexagon spanned by the U- and V-wires was
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342 mm. The final PDF included in the cost is one that ensured the resulting

(U, V ) coordinate was physically allowed:

fUV pos(U, V ) =

 C U, V inside the hexagon

C e
−0.5(

xperp
σUV

)2

U, V outside the hexagon
(4.9)

where C is a normalization factor, xperp is the nearest distance to a hexagon

side, and σUV = l/2 in which l = 9 mm is the width of a single wire channel,

If there were different numbers of U- and V-bundles identified, the algorithm

would add “dummy” bundles so that the clustering procedure could proceed normally.

Every connection containing a dummy bundle was assigned with an average cost such

that the sum cost of different configurations only depended on connections between

real U- and V-bundles. It is worth emphasizing that the clustering algorithm not

only went over all possible combinations of the V- and U-bundles, but also tested

the configuration where multiple U-bundles (V-bundles) and a single V-bundle (U-

bundle) were grouped together. The final value that was minimized was the ratio

between the summed cost of all connections between U- and V-bundles and the total

number of connections. In this way, a configuration would not be preferred simply

because it involved fewer connections.

In the end, charge clusters would be created for all connections found in the op-

timized configuration. If the connection were between two real U- and V- bundles,

then the 2D position of the cluster could be determined. If a U-bundle (V-bundle)

was connected to a dummy V-bundle (U-bundle), then a charge cluster would still

be created but with incomplete 2D information. If a U-bundle (V-bundle) was con-

nected to a combined V-bundle (U-bundle), a charge cluster would be created for

each constituent of the combined bundle, e.g., if two V-bundles combined together

was found to best match a U-bundle, two charge clusters with different V positions

but the same U position would be created and the energy of each cluster would be a
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fraction of the U-bundle energy.

Note that the product of the PDFs above is dependent on the Z-position of the

energy deposit. To obtain the Z-position of a charge cluster, a corresponding scintil-

lation was first found by picking the scintillation cluster closest in time to the charge

cluster from all scintillation events that occurred between 3 µs after and 3 µs plus the

maximum drift time (∼116 µs) before the U-bundle. Thus by combining information

from U-, V-wire and APD bundles, we were able to reconstruct final 3D clusters. If no

matched scintillation cluster was found, the Z position would be set as undetermined.

4.1.4 Reconstruction Efficiency

From studies of Monte Carlo and real data, the threshold for U-wire reconstruction

was found to be much lower than V-wires and APDs. The reconstruction efficiency

for U-wires, defined as the ratio between the number of events with a reconstructed U-

wire bundle and the total number of events in MC was ∼100% at .90 keV. Therefore,

we could evaluate V-wire and APD reconstruction efficiency based on identified U-

wire signals. Namely, the APD (V-wire) reconstruction efficiency was defined as the

fraction of events with one reconstructed U-wire bundle that also had a reconstructed

APD (V-wire) bundle. Due to the reduction to APD noise after the electronics

upgrade, the reconstruction efficiency for APD signals in Phase II was significantly

improved. Studies showed that in order to achieve a 100% APD signal reconstruction

efficiency, the required APD energy threshold in Phase I should be 800 keV whereas

in Phase II the same threshold was reduced by ∼30% to 600 keV.

Moreover, the “2D reconstruction efficiency”, defined as the fraction of U-wire

bundle that have a V-wire bundle both reconstructed and associated with the U-

bundle, was studied using both MC and data. During Phase II, a slight worsening in

2D reconstruction efficiency was seen in initial analyses compared to Phase I, but was

later improved by adding the Z-dependent factor in the amplitude PDF mentioned
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in Section 4.1.3.

4.2 Data Quality

Between September 2011 and November 2018, EXO-200 took more than 2500 runs of

low-background data (when no calibration source was deployed). The data quality of

those runs needed to meet certain standards in order to be considered in the physics

analysis. The low-level data quality requirements included:

• The total length of the run was typically required to be larger than 1800 s

• Average rate of the solicited triggers (forced at rate of every 10 s to help char-

acterize noise and triggering efficiency) must be within 0.5% of the expected,

optimal value of 0.1 Hz. This is because if physics triggers were being dropped

due to pileup with noise triggers then solicited triggers would also be dropped

in the data, and their rate would change from 0.1 Hz.

• The live-time of the run calculated from the number of solicited triggers and

the length of the run calculated from the beginning and ending time from the

DAQ needed to be consistent. The difference between the two quantities should

be no larger than 30 s.

In addition, a number of high-level cuts were applied on certain categories of events, as

abnormal rates for these events may be indicators of detector malfunctioning. These

included:

• Truncated events that had a scintillation trigger within the last 1980 µs of the

waveform. Runs that had a truncated event rate of more than 0.5 mHz were

excluded from the analysis.

• Noise events which were identified using the noise tagger in the offline analysis

software. Runs that had a noise event rate of more than 0.1 Hz were excluded.
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Random coincidence between noise and real physics events was negligible in

Phase I, but the coincidence rate increased in Phase II due primarily to low

frequency microphonic noise, which resulted in a noticeable number of physics

events to miss reconstruction. To fix this issue, we checked whether or not a

noise-tagged event contained any real U-wire channel signal that had a maxi-

mum amplitude exceeding a pre-defined threshold and recovered such a physics

event for reconstruction.

• Reconstructable events that had both a scintillation and charge signal associated

with them and were not identified as noise, a muon, or a solicited trigger.

Reconstructable events were mainly caused by physics events, and should have

occurred constantly through time. The ideal rate was between 20 mHz and

70 mHz.

• Non-reconstructable events that had a charge signal but no scintillation associ-

ated it and were not identified as noise, muon or solicited triggers. Runs with a

non-reconstructable event rate of greater 0.25 Hz were excluded from analysis

because a high non-reconstructable rate might affect physics events.

We also cut out data taken during the periods when the underground alarm at WIPP

sounded, since the alarm usually triggered large numbers of empty DAQ events. In

Phase II, it was observed that the cryostat cooling pulses could trigger large and long

bursts of non-reconstructable events, hence an additional cut was applied to remove

those data periods based on the record of the cryostat refrigerator cooling valve state.

Given that our system was stable, the rate of different energy events should be

relatively constant over time, hence we also set the following cuts on events with

certain energies:

• Events with reconstructed ionization energy >0 keV should happen at a rate

between 10 mHz and 35 mHz.
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• Events with reconstructed ionization energy >300 keV should happen at a rate

between 15 mHz and 25 mHz.

• Events with reconstructed ionization energy >1000 keV should happen at a rate

between 2 mHz and 5 mHz.

• Events with reconstructed ionization energy >2000 keV should happen at a rate

between 0.1 mHz and 3 mHz.

Another critical factor for determining data quality was the efficiency of the muon

veto system. The performance of each veto channel was monitored bi-annually via

calibrations using a 60Co source placed near each panel. Since the TPC itself was also

capable of reconstructing and tagging muon events in LXe, we defined the muon veto

efficiency to be the fraction of TPC-tagged muon events that the system vetoed in

total and performed run-by-run monitoring of individual veto panel rates and muon

veto efficiency. The overall efficiency was required to be greater than 90% in order for

a run to be considered as “golden” data. If one or more panels stopped working in a

low-background run and they accounted for more than 5% of the averaged TPC-veto

panel coincidence event rate, then the run is rejected.

Furthermore, because the electron lifetime could affect the energy resolution of the

reconstructed events, i.e., a longer lifetime indicated higher possibility for electrons

to reach the wires which could result in better energy resolution, the electron lifetime

for a run was required to be >2 ms in order to be considered in the physics analysis.

The combined data quality cuts described above reduced the overall livetime by

∼15%. The total livetime of the detector is shown in Figure 4.5.

4.3 Monte Carlo Simulations

This section describes Monte Carlo (MC) simulations of the interactions between par-

ticles and the EXO-200 detector, which was essential for predicting the performance
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Figure 4.5: The cumulative livetime versus day for physics data. For a run to be
considered golden the muon veto efficiency needs to be >90%. The flat region between
Phase I and Phase II is due to WIPP incidents from 2014 to 2016.

of the detector as well as extracting physics results from experimental data. The

simulation started with implementing EXO-200 detector geometry in the GEANT4

package, which was able to simulate the radioactive decay of a given source. The

events were generated by randomly sampling from the probability density function

(PDF) describing the decay process in question. The generated PDFs for energy and

spatial distribution of double beta decay signals and background sources were later

used for physics analysis. The simulated events were also passed through a digitizer

which could produce waveforms based on the simulated energy deposits, and the

reconstruction of the MC events was identical to that of real data.

4.3.1 Simulated Geometry

The complete 3D geometry of EXO-200 was originally modelled using a computer-

aided design (CAD) software. In the MC simulation, the CAD model was coded

using GEANT4 shape primitives which embodied details of the internal components

of the TPC as well as the surrounding HFE, cryostat and lead shield. Certain parts

of some complex components were simplified, e.g., the Teflon reflector was composed

of two perfect cylinders in the MC, but was made from a dozen of overlapping Teflon

pieces in reality). A check was made by comparing MC simulations with γ source

calibration data to ensure that the slight mass difference of materials in the MC and
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CAD model only resulted in a very small difference in the attenuation of the γ rays.

4.3.2 Simulated Signals

The GEANT4 simulation first produced charge deposits in the LXe, pixelated in

∼100 µm voxels, for events with given energies and positions, and then passed them

into a digitizer that could simulate signals on the U- and V-wires as the charge clusters

drifted towards the anode. The electric field at each time step in the simulated drifting

process was extracted from a 3D electric field model in COMSOL [130]. Other input

MC parameters, such as the drift velocity of the cluster and the transverse diffusion

coefficient which gives the spread of the charge cluster size in LXe [131], were measured

from experimental data. The induced pulses on the wires by each pixelated charge

cluster were calculated using the Shockley-Ramo theorem [132,133].

The simulated signals for APD channels were generated using a parameterized

light response function, or “lightmap” (see Section 4.4.3), which gave the expected

amount of light hitting each APD as a function of event position and time. Effects

from the anti-correlation between the light and charge signals (see Section 6.2) were

not included in the MC simulation. As the integration time of the APD electronics

transfer function was much longer than the APD rise-time, the unshaped APD pulses

in MC were assumed to be step functions.

All simulated unshaped pulses on APD, U- and V-wires were then shaped with

the corresponding channel transfer function and the final waveforms were generated

by adding them with the noise waveforms sampled from real data in Phase I and

Phase II separately.

4.3.3 Monte Carlo Productions

The simulated PDF components for both source calibrations and low-background

data analysis are listed below:
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• Active LXe (85Ar, 214Pb, 222Rn, 135Xe, 137Xe, 88Y, 110mAg)

• Air gap between the cryostat and the lead shield (214Bi)

• TPC vessel (60Co, 137Cs, 40K, 54Mn, 232Th, 238U, 88Y, 65Zn, 110mAg)

• Cathode (surface 214Bi, 232Th)

• HFE fluid (1H 2200, 40K, 232Th, 238U)

• Inactive LXe (222Rn, 137Xe)

• Inner cryostat (60Co, 40K, 232Th, 238U)

• Outer cryostat (40K, 232Th, 238U)

• Calibration source locations

• 0νββ, 2νββ for 136Xe and 0νββ for 134Xe

• Neutron capture (inner cryostat 63,65Cu, outer cryostat 63,65Cu, TPC vessel

63,65Cu, LXe)

4.4 Energy Calibration and Resolution Measure-

ment

In EXO-200 the ionization and scintillation energy of each event were measured after

the response of each detection channel to a known energy deposit was well-calibrated.

We then linearly combined the ionization and scintillation energy to obtain a “ro-

tated” energy scale, which could result in an optimized energy resolution for the

detector. The final calibration of the energy spectrum and the resolution measure-

ment was performed by fitting experimental data to MC simulations.
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4.4.1 Gain Calibrations

The absolute U-wire channel gains, defined as the number of electrons detected by

the U-wire per ADC count recorded by the DAQ system, were measured through

an “external charge-injection calibration”. In this calibration, a known number of

electrons were injected into the front-end electronics for the wire grids using a preci-

sion pulser and capacitor, and the U-wire gain was calculated from a linear fit to the

measured pulse amplitude in ADC counts as versus the amount of injected charge.

Due to the need for an external circuit and the requirement for detaching the TPC

from the front-end electronics, the external charge-injection calibration for U-wires

was only performed twice, one at the start and another at the end of the EXO-200

run.

In order to monitor the stability of the gain, EXO-200 also implemented an “inter-

nal charge-injection calibration” using a circuit integrated into the front-end card that

injected a certain amount of charge into each channel. Unlike the external charge-

injection, the capacitance of the input calibrator in the internal charge-injection cal-

ibration was not precisely known, so the gains obtained this way were not absolute.

However, the internal charge-injection calibration gave a measurement of the relative

change of the wire gain versus time and was also used to monitor the shaping time

for the final differentiation stage of the preamplifier.

The V-wires were not directly used in the energy measurement, but we also needed

to correct their gain variations because they could affect signal clustering and position

reconstructions.

The APD channel gains were monitored using the “laser calibration”, during which

all APD channels were illuminated by light from a pulsed 405 nm laser beam that

entered the TPC through diffusers positioned at each end of the TPC. The diffusers

were illuminated by two optical fibers carrying light from an external laser source.
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Since the dynamic range of the DAQ was not sufficiently high to measure the response

for both the unity gain (i.e. bias below the avalanche threshold) and full gain APD

biases simultaneously, a two-step calibration was used where the laser pulse length

was varied. A short laser pulse was measured at full gain and at an intermediate gain

and compared to a longer pulse measured at unity gain and the same intermediate

gain. Both pulse lengths were short with respect to the times relevant to the front-end

electronics. The ratio of the response amplitudes gives the avalanche gain, which was

measured during weekly calibrations throughout EXO-200 running. However, for the

double-beta decay physics analysis, the gain variations of APDs were absorbed in the

lightmap correction described in Section 4.4.3, instead of being explicitly corrected

on a channel-by-channel basis.

4.4.2 Electron Lifetime Measurement

Electrons in LXe can capture on electronegative impurities as they drift, which at-

tenuates the charge signal. The number of electrons produced by an incident particle

will decay exponentially over time before they reach the anode:

Ne(t) = N0e
− t
τe (4.10)

where N0 is the original number of electrons produced in LXe, and τe is the electron

lifetime.

To minimize this attenuation, the xenon was continuously circulated through the

purifier described in Section 3.3. The electron lifetime of the LXe was monitored sev-

eral times each week using 228Th source calibration data. In the measurement, each

TPC was divided into sixteen drift time bins. Because the charge was being attenu-

ated, the higher drift time a bin corresponded to, the more the full-absorption peak

of the ionization spectrum for events within this bin would shift downward. In addi-
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tion to the full-absorption Gaussian peak, because some γ rays from 228Th scattered

out of the detector without depositing all their energy, the ionization spectrum also

contained a Compton shoulder. Therefore, for each bin we fit the ionization spectrum

near the peak region using a simple model that was a sum of a Gaussian distribu-

tion for the full-absorption events and an error function representing the Compton

scattered events. The peak position measured this way as a function of the binned

drift time was fitted with an the exponential decay function (derived from Eq. 4.10)

to extract the electron lifetime τe. The larger value τe had, the better the LXe purity

was. At the ionization energy reconstruction stage, the measured electron lifetime

was used to correct the ionization energy by a factor of e
t
τe to compensate for the lost

charge signals. In Phase I, we used slightly different purity corrections for TPC1 and

TPC2, while in Phase II it was observed that using a single-valued purity correction

for the entire TPC resulted in better energy resolution.

4.4.3 EXO-200 Lightmap

The amount of scintillation light collected by the APDs depended on the event loca-

tion. The time variation of APD gains could also affect the reconstructed scintillation

energy. As a result, EXO-200 used a “lightmap”, which characterized the expected

scintillation pulse magnitudes from scintillation clusters given their time, position and

energy, to correct measured APD signals.

There were two types of lightmaps used in EXO-200, the first one was the so-called

“sum-up lightmap”, which described the summed response of all APDs as a function

of event position and time, and the other one was a “channel-by-channel lightmap”,

which returned the response of each APD channel as a function of event position

and time [111, 117]. Both types of lightmaps were constructed using 228Th source

calibration data to determine the relative light signals collected for interactions at

different locations in the detector.
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The sum-up lightmap was made by dividing the detector volume into 1352 spatial

voxels (13 radial bins, 8 azimuthal bins, and 13 Z bins). For each bin, the total light

response from all APDs on the same plane induced by the 228Th 2615 keV photopeak

events was recorded. The final lightmap was normalized such that the mean response

was 1. A trilinear interpolation in cylindrical polar coordinates of the lightmap was

used to created a continuous correction function, f(~x). To correct for the measured

light signal of an SS event, the sum of the two APD plane signals was multiplied by

1/f(~x). For the correction of an MS event light signal, a correction factor deduced

from taking the appropriate charge-cluster energy-weighted sum was applied instead.

The channel-by-channel lightmap was made was by dividing the detector volume

into 31360 spatial voxels (28 X bins, 28 Y bins, and 13 Z bins). Compared to the sum-

up lightmap, its construction required more more data taken from the 228Th source

located at various locations around the detector. For each bin, the light response from

each APD channel induced by the 228Th full-absoprtion peak events was recorded.

The gain variation was also recorded by measuring the shift of the peak position versus

time. The final channel-by-channel lightmap could be written as L(~x; t) = R(~x)S(t),

where R(~x) and S(t) are the spatial and time dependent part, respectively. An

example of the channel-by-channel lightmap for one of the APD channels is shown in

Figure 4.6.

The sum-up lightmap was originally used for scintillation energy correction, while

the channel-by-channel lightmap was used later in a standalone “denoising algorithm”

described below, which proved to reduce the effect of correlated APD noise on the

scintillation energy resolution and improved the final detector resolution.

4.4.4 Denoising Algorithm

In Phase I, it was observed that APD signals contained rather large noise and the

noise were correlated across different APD channels. Therefore, a denoising method
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(a) (b)

Figure 4.6: (a) Spatial part of the channel-by-channel light map used in the denoising
algorithm during Phase II. The figure shows the response of one APD channel (with
channel number 182) as a function of the X and Y coordinate of events with a specific
Z coordinate. The values indicated by the color scale are in the unit of an uncalibrated
scintillation count. (b) Relative gain variation over time for the APD channel in (a).

was developed using three techniques [117]:

1. Weight more heavily the frequency components which contained larger signal-

to-noise ratio on a given APD channel.

2. Weight more heavily the channels which had larger expected pulse magnitudes.

3. Make use of correlations between noise on multiple channels to produce a better

estimate of the noise component of wave-forms.

Suppose the true energy of a scintillation cluster a has energy Ea, the basic math-

ematical idea of denoising is to minimize the mean squared error ε2a in the energy

estimate Êa of Ea defined by:

ε2a = 〈(Êa − Ea)2〉 (4.11)
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under the constraint of no bias:

〈Êa − Ea〉 = 0 (4.12)

The energy estimator Êa is a linear combination of the real(X̃R
i ) and imaginary

part(X̃I
i ) of the Fourier transform of APD waveforms.

Êa =
∑
if

Aia[f ]X̃R
i [f ] +Bia[f ]X̃I

i [f ] (4.13)

with the APD waveforms X̃i[f ] =
∑

aMiaỸia[f ] + Ñi[f ], in which Ñi is the Fourier

transform of the electronic noise, f represents frequency, and Ỹia[f ] is the Fourier

transform of the template function for the pulse caused by scintillation cluster a on

APD channel i. Mia is the unknown magnitude of the pulse whose expectation value

can be characterized using the lightmap: 〈Mia〉 = Li(~xa, ta)Ea.

The denoising code contained an iterative matrix solver that found the optimal

parameters Aia[f ] and Bia[f ] for the estimator (4.13) to minimize ε2a. The inputs for

the code included the channel-by-channel lightmap, described in Section 4.4.3 and

noise correlation files that described how the correlations in APD noise evolve over

time.

Applying the denoising method, the energy resolution of the detector was improved

by 21% for the Phase I data. The electronics upgrade after Phase I significantly

reduced the correlated noise on APDs but the detector resolution was still improved

by ∼ 5% in Phase II by implementing the same denoising algorithm. The measured

resolution for the 208Tl 2615 keV peak in calibration data before and after denoising

for Phase I and Phase II are shown in Figure 4.11.
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Figure 4.7: Rotated resolution at Q value versus rotation angle in the three-step
scanning.

4.4.5 Energy Resolution

EXO-200 estimates the event energy by the following “rotated energy”:

Erot = I · cos(θ) + S · sin(θ) (4.14)

where I is the detected charge channel signal, S is the light channel signal and θ is

the rotation angle. The data we used for deciding the optimal rotation angle is that

from calibration runs with the 228Th source located at S5. Due to the cancellation of

recombination fluctuation in the rotated energy, the rotated resolution is improved

compared to the individual charge and light channel resolution. θ is defined as the

angle at which the energy resolution at Q value is minimized.

Weekly calibration

The energy scale was determined on an approximately weekly basis. The determina-

tion of the rotation angle was through a three-step scan of θ. The first step was a

coarse scan, and the next two were finer scans near the determined minimum from

the previous step. Figure 4.7 shows an example of the rotated resolution versus angle

in the three-step scan from week 350. For each angle during the scan, an MC-based

model was used to fit the full 228Th energy spectrum for determining the rotated

resolution. The MC-based fit model had four tunable parameters, two from the cali-

bration model: E = Er ·p1E+p0E, where Er is the measured energy, and the other two
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from the resolution model: R(E) =
√
E · p2

0R + p2
1R. Figure 4.8a and 4.8b show the

optimal rotation angle as a function of time for the whole Phase I and Phase II data,

respectively. Figure 4.9 and 4.10 show the calibration and resolution parameters for

each week during the two Phases.

(a) (b)

Figure 4.8: (a) Rotation angle versus week number during Phase I (b) Rotation angle
versus week number during Phase II

Figure 4.9: Calibration and resolution parameters versus week number during Phase
I

After obtaining the resolution parameters we were able to monitor the detector’s

energy resolution over time. In Figure 4.11 the SS resolution at both the 208Tl peak
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Figure 4.10: alibration and resolution parameters versus week number during Phase
II

(2615 keV) and Q value (2458 keV) are shown for both Phase I and Phase II data.

The green vertical line indicates the increase in bias voltage from 8 kV in Phase I to

12 kV in Phase II. The energy resolution improved significantly in Phase II compared

to Phase I and its time variation also became much smaller. Accounting for the time

variation, the averaged weekly resolution at the 2615 keV 228Th peak for Phase I was

1.37%±0.05%, while for Phase II was 1.12%±0.02%. Figure 4.17 shows the calibrated

energy spectrum of the scintillation, ionization and rotated channel made from the

228Th source data taken during the first week of Phase II.

Average calibration

The average calibration for both Phase I and Phase II were carried out using three

datasets made of calibration source data to account for possible position dependence

of the calibration/resolution parameters. The first one was made of cathode runs only,

the second was made of anode runs only, and the third was made of both anode and

cathode runs. For Phase I, 60Co and 228Th data were used for the average calibration,
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Figure 4.11: Resolution versus time for Phase I and Phase II. Phase II resolution was
much improved and became more stable after electronic upgrade. For both Phases,
the induction correction to charge energy contributed to a relative 4% improvement,
and the denoising of light signals contributed to another relative 5% improvement.

while for Phase II 60Co, 226Ra and 228Th were used. In the cathode-only and anode-

only dataset, each source run was weighted by its livetime, and the last one added up

the two with equal weights. During the average calibration, the weekly calibration

parameters were first applied to the raw data. After adding up all the runs with the

given weight, an additional quadratic fit was performed on the summed spectrum to

get the average calibration parameters. The fitting plots of the energy spectra for the

three types of average calibrations in Phase I and Phase I are shown in Figure 4.12

and 4.13. The average Phase I SS resolution at Q value obtained from each method

was 1.39%(cathode data only), 1.21%(anode data only) and 1.35%(both cathode and

cathode data) for Phase I.

The average Phase II SS resolution at Q value obtained from each method was

1.15%(cathode data only), 1.14%(anode data only) and 1.15%(both cathode and cath-

ode data).

There was a small offset (<0.5%) between MC and data in Fig.4.12b and Fig.4.13b

caused by the fact that the weekly parameters used in the average calibration were

measured by 228Th at S5 only. This position-dependence could be reduced by in-

troducing a linear correction to the physics data during the fitting, which will be

discussed in Section 5.3.3.
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(a) (b)

Figure 4.12: Fitting to the average energy spectra of the Phase I 60Co+228Th data
from (a) cathode runs only (b) both cathode and anode runs. The first row is the
spectra for SS events, and the second row is for MS events. Residuals of the fitted
energy range are indicated in the bottom pad for each plot.

4.4.6 Denoising performance

The denoising algorithm was applied on both Phase I and Phase II data. The en-

ergy resolution after denosing versus week is shown in Figure 4.14. Compared to

the previous analysis [109], the average denoised energy resolution for Phase I was

improved– the induction correction to charge energy contributed to an overall rel-

ative 4% improvement, and the redenoising of light signals contributed to another

relative 5% improvement for data taken after August 2013. For Phase II, the overall

energy resolution was 6% relatively lower than the previous analysis – 4% relatively

improvement due to induction correction, and another 5% relatively improvement

after denoising light signals.
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(a) (b)

Figure 4.13: Fitting to the average energy spectra of the Phase II 60Co+228Th data
from (a) cathode runs only (b) both cathode and anode runs. The first row is the
spectra for SS events, and the second row is for MS events. Residuals of the fitted
energy range are indicated in the bottom pad for each plot.

Figure 4.14: For Phase I, the induction correction to charge energy contributed to
an overall relative 4% improvement, and the redenoising of light signals after August
2013 contributed to another relative 5% improvement. For Phase II, the overall energy
resolution was 5% relatively lower after denoising light signals.
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4.4.7 Detector Uniformity and Stability

(a) Phase I Tl-208 peak position (b) Phase I Tl-208 energy resolution

(c) Phase II Tl-208 peak position (d) Phase II Tl-208 energy resolution

Figure 4.15: Measured peak position of the Tl-208 peak for Phase I and Phase II
(a)(c), and energy resolution (b)(d) in equally sized segments of the detector volume
before denoising.

It is essential to check the detector uniformity in terms of the energy scale and

resolution in order to justify our calibration procedure and to better understand

the energy response from different parts of the detector. For these checks, we used

calibrated data from 228Th at S5 position collected throughout all weeks in Phase II.

The detector was split into 18 equally sized z-slices from Z=-180 mm to Z=180 mm

and 6 R-slices with decreasing dR such that all segments had the same volume. The

four plots in Figure 4.15 show the measured peak energy and resolution in each of

the segments for Phase I and Phase II, respectively, before denoising. The largest

contribution to the Z dependence of the energy peak came from segments at large R.
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(a) Phase I Tl-208 peak position (b) Phase I Tl-208 energy resolution

(c) Phase II Tl-208 peak position (d) Phase II Tl-208 energy resolution

Figure 4.16: Measured peak position of the Tl-208 peak for Phase I and Phase II
(a)(c), and energy resolution (b)(d) in equally sized segments of the detector volume
after denoising.

The best resolution was achieved at very small R, while the worst resolution occurred

near the cathode and anode at large R.

Figure 4.16 shows the measured peak energy and resolution after denoising. The

resolution in the region with large R became more uniform after denoising. The spa-

tially averaged resolution after denoising was 1.33%±0.07% for Phase I and 1.15%±0.01%

for Phase II.

4.4.8 2D Energy Calibration

As will be discussed in Section 5.2, a diagonal cut was applied on the final low-

background dataset to remove events with abnormal scintillation-to-ionization ratio.
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(a) (b)

Figure 4.17: (a) The 2D energy spectrum of 228Th source events. The “orthogonal
distance” between the calibrated 2D energy and the rotated axis (black dashed line) is
indicated in the plot. (b) The calibrated energy spectrum and the measured resolution
for the scintillation, ionization and rotated channel, respectively. Both figures were
made using 228Th source calibration data taken during the first week of Phase II.

This required a calibration of the orthogonal distance between the calibrated 2D

energy and the rotated axis, as shown in Figure 4.17. The 2D energy calibration was

performed using a binned 2D Gaussian fit to the characteristic peaks of 137Cs, 60Co

and 228Th:

f(x, y) = Ae
−1

2(1−ρ2)

[
(x−I)2

σ2
I

+
(y−S)2

σ2
S

− 2ρ(x−I)(y−S)
σIσS

]
(4.15)

where the x and y coordinates refer to the bin centers for the calibrated ionization

and scintillation energy axes, A is an overall amplitude, I and S are the mean ion-

ization and scintillation energy at the photopeak, respectively, ρ is the correlation

between ionization and scintillation energy, and σI (σS) is the standard deviation of

the ionization (scintillation) energy. The correlation coefficient ρ is related to the

rotation angle, θR, defined as tan(2θR) = −2ρσSσI
σ2
S−σ

2
I

. The 1-sigma distance along the

orthogonal direction of the rotated axis can be derived from the best fit values of σI ,

σS and ρ in Eq. 4.15:

σ2
ort = cos2θortσ

2
I + sin2θortσ

2
S + 2ρcosθortsinθortσIσS (4.16)
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in which θort = θR + 90◦.

The 2D calibration used a linear model to determine energy peak positions for

both scintillation and ionization channels: E = p0 + p1Edata, where Edata was the

measured energy and E was the true energy. The parameters p0 and p1 were found

for both channels. The resolution and correlation parameters were determined from

non-linear models:

σ2 = p2
1 + p2

0E + p2
2E

2 (4.17)

where the parameters were measured for both channels, and

ρ = p0e
−p1E/1000 + p2 (4.18)

For each given event with a calibrated 2D energy (ES, EI), the calibrated rotated

energy was ER = cosθREI+sinθRES
cosθR+sinθR

, hence the final orthogonal distance between (ES,

EI) and the rotated axis in units of sigma was

d =
|(ES, EI)2 − (ER, ER)2|

cosθR + sinθR
/σort (4.19)

where σort was determined from Eq. 4.16 and the resolution model from Eq. 4.17.

The value of d for each event was stored in the file for further use in the analysis.
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Chapter 5

Analysis Results from the 136Xe

0νββ Search

5.1 Statement of the Author’s Contribution

This chapter shows the results published in Ref. [14]. The author of this thesis con-

tributed to the final published results by performing energy calibration and resolution

measurement as described in Section 4.4, which was a major component of identify-

ing the mono-energetic peak that would be visible if a significant amount of 0νββ

events occur. After event reconstruction and energy calibrations, a complete Phase

I and Phase II dataset was produced. The following sections describe what data

was selected to be used in the final analysis and explain how the fitting model was

implemented to extract the lower limit on the 0νββ half-life of 136Xe.

5.2 Data Selection

A number of cuts were placed on the calibrated dataset to remove outlier events that

may not agree well with the MC background model. These included:
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• A fiducial volume (FV) cut was implemented to exclude events in the regions

near the detector walls or V-wires where the electric fields might not be uniform.

The cut also simplified our background model as external α and β backgrounds

were unlikely to penetrate into the fiducial volume. The standard fiducial vol-

ume of EXO-200 was defined by the intersection of a hexagonal region with

apothem a < 162 mm and a cylindrical region of radius r < 173 mm. Along

the drift axis, only events with 10 mm < |z| < 182 mm were used.

• A TPC coincidence cut which required that only events not within 0.1 s of any

other event in the low-background data could be used. This cut was applied

to avoid background events correlated in time. In particular this cut allowed

us to remove bismuth-polonium (BiPo) coincidence events, since 214Po decay

following the decay from 214Bi has a half-life of 0.16 ms.

• A “diagonal cut” was applied to low-background data based on the orthogonal

distance between the calibrated 2D energy and the rotated axis described in

Section 4.4.8. This cut enabled the rejection of α decay backgrounds and the

removal of poorly reconstructed γ and β decay events with an abnormal scin-

tillation to ionization ratio. To ensure that the diagonal cut’s impact on the

search sensitivity was negligible, it was required that events within 2.5-σort of

the mean distribution should be kept, which retained >99% detection efficiency

of 0νββ events [13]. Figure 5.1 shows the remaining events after this diagonal

cut was implemented.

• In earlier 0νββ analyses [109,134], a “3D cut” was applied which required that

all events must have a fully reconstructed 3D position inside the fiducial volume.

In the most recent analysis however, a relaxed 3D cut that required only 60%

of the charge deposits to have full 3D position reconstruction was used. This

“partial 3D cut” was able to recover almost all potential 0νββ MS events with
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Figure 5.1: Blinded low-background data SS events and events removed by the diag-
onal cut for 3 selected choices.

only partial 2D reconstruction in the X-Y plane due to small, separated energy

deposits from bremsstrahlung [14]. MC studies also showed that although the

relaxed 3D cut might introduce 2νββ events outside of FV into the analysis and

generate systematic errors to fiducial mass, their amount was estimated to be

very small. As a matter of fact, the effect was sub-dominant to the ∼3% FV

uncertainty dominated by position resolution and only added 0.4% uncertainty

to the original FV systematics [13].

5.3 Fit to the Low-background Data

To find out whether there was evidence for a significant excess of events in the region

of interest (ROI), i.e., within energy region Q ± 2σ (where Q is the decay energy

of 136Xe), we performed a maximum likelihood fit of the expected spectra from MC

simulation to the low-background experimental data.

5.3.1 Fit Model

There were three dimensions included in the fit model:
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• Energy spectrum. For each source, a binned energy PDF with perfect resolu-

tion was first produced from MC simulation and then smeared by the energy

resolution function measured from data. In other words, each bin of the PDF

included in the fit model was smeared by a Gaussian function with width equal

to the calibrated resolution at that energy.

• Standoff distance, defined as the shortest distance between the event position

and the surface material of the detector excluding the cathode. Because dou-

ble beta decay events were uniformly distributed in the LXe whereas γ events

originated from detector materials or distant background sources, their standoff

distance PDFs were very different and could be used to distinguish signals from

backgrounds

• A deep neural network (DNN) discriminator. In the most recent analysis, a

DNN was trained on the simulated waveforms of U-wire signals. The training

dataset composed of γ background events with uniform energy distribution be-

tween 1000 keV - 3000 keV and 0νββ events with a random decay energy in the

same energy range. The two types of events had equal weights in the training

set and both had uniform spatial distributions in the detector. The DNN model

was evaluated on a separate MC dataset where the output DNN 0νββ discrimi-

nator for each event was between 0 (background-like) and 1 (signal-like). From

MC studies, it was found that there existed a correlation between the output

discriminator and the true event size. As 0νββ events tended to have a smaller

spatial size than γ events with similar energies, their DNN discriminator distri-

butions differ from each other.

The final maximum likelihood fit was performed over all bins in energy, standoff

distance and the DNN discriminator distributions. The quantity that was minimized
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in the fit model was a negative log likelihood function:

− lnL =
∑
i

[(µSSi + µMS
i − (kSSobs,ilnµ

SS
i + kMS

obs,ilnµ
MS
i )] +Gconst (5.1)

where k
SS(MS)
obs,i were the number of SS (MS) events observed in the ith bin, µSSi was

the expected number of events from the fit model in the ith bin. Gconst were Gaussian

constraints which written in the form:

Gconst(ρ,ρ0,Σ) = 0.5(ρ− ρ0)TΣ−1(ρ− ρ0) (5.2)

where ρ was the vector of constrained parameters, ρ0 was the set of expected values

for those parameters and Σ was the covariance matrix between them. The main

constraints included in the fit are listed as follow:

• The single-site fractions of all PDF components were constrained using the

uncertainties evaluated in Section 5.4.2;

• The overall normalization was constrained to unity using the estimated system-

atic errors in signal detection efficiency discussed in Section 5.4.1;

• The 222Rn background was constrained to its measured activity (using the

5.5 MeV alpha peak from 222Rn) within 10% of systematic uncertainty;

• The fraction of neutron-capture PDF components was constrained to 20%,

based on the neutron-capture backgrounds identified by the prompt de-excitation

γ cascade from the excited state of 137Xe.

5.3.2 Background Model

The PDF components included in the fit are listed below [13].

1. 0νββ: signal
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2. LXe decays

• 2νββ

• 137Xe

• 135Xe

3. 232Th decay chain

• Near component: TPC vessel copper

• Remote component: HFE refrigerant or cryostat

4. 238U decay chain and its daughter decay chains

• Near component: TPC vessel copper

• Remote component: radon in the air gap between the cryostat and the

lead shield

• LXe component:

– 222Rn chain in inactive LXe

– 214Bi on the cathode surface

– 214Pb chain only

5. 60Co decay

• Near component: TPC vessel copper

• Remote component: source guide tube

6. Other decays in the TPC vessel

• 40K

• 65Zn

7. Neutron-capture components
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• 1H in HFE

• 63Cu and 65Cu in the outer cryostat, inner cryostat, and TPC vessel

• 136Xe de-excitation γs

5.3.3 Energy scale parameters

While performing the maximum log likelihood fit, a possible difference between the

energy scale from γ calibration sources (Eγ) and from single- or double-beta decays

(Eβ) was accounted for by a factor (B): Eβ = BEγ. The so-called “β-scale”, B, was

allowed to freely float during the fit and was found to be consistent with unity to the

subpercent level in both Phase I and Phase II.

In addition, due to a small offset observed between the energy scale of calibration

data taken with the source located near cathode and the one near the anode, another

parameter called “γ-scale” was introduced into the low-background data fitting. The

original offset was only subpercent level (see Section 4.4.5) and wouldn’t have affected

the 0νββ search, but fitting this additional γ-scale parameter in low-background data

for γ-like PDFs further reduced the final residual between data and MC.

5.4 Summary of Systematic Errors

Before giving the fitting result, we discuss in this section a number of factors that

contributed to the systematic errors of the 0νββ analysis.

5.4.1 Signal detection efficiency

The systematics from signal detection efficiency affected the normalization parameter

in the fit. These systematic errors mainly came from the data selction cuts described

in Section 5.2. In particular, the FV uncertainty was 2.8% and 2.6% for Phase I

and Phase II, respectively, and was increased by another <0.4% after applying the
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partial 3D cut. The diagonal cut uncertainty was conservatively estimated to be

0.9%. In addition, after unblinding the dataset, we found that one SS candidate

event which was originally with energy in the ROI, was misreconstructed by the

denoising algorithm. The impact of this effect on the detection efficiency in Phase II

was found to be less than 1.0%. Other small contributions were estimated to be on

the level of 0.9% [14].

5.4.2 Single-site Event Fractions

Figure 5.2: Comparison between MC (lines) and data (circles) for SS fractions in
Phase II using calibration sources positioned near the cathode. The figure is extracted
from [14].

The SS/MS event classification provided a major topological discriminator be-

tween signals and backgrounds. In order to estimate the systematic errors related to

SS event fractions, i.e., SS/(SS+MS), we compared SS fractions in source calibration

data and MC. Figure 5.2 shows the agreement between SS fraction spectra in MC

and data for sources placed near the cathode. After accounting for calibration sources

at various positions, the systematic errors of SS fractions were measured to be 5.8%

(4.6%) for Phase I (Phase II), and were included in the constraint term in Eq. 5.1 of

the fit model.
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5.4.3 Spectral Shape Error

(a)

(b)

Figure 5.3: (a) Comparison between measured (circles) and MC simulated (lines)
energy spectral shapes for three calibration sources (228Th, 226Ra and 60Co) positioned
near the cathode. (b) Comparison between data (dots) and MC (solid/dashed lines)
for the DNN 0νββ discriminator and standoff distance distributions from the 226Ra
calibration source and the 2νββ spectrum. The red region indicates the expected
distributions for 0νββ events from MC simulations. All figures are extracted from [14].

Figure 5.3 shows the comparison bewteen data and MC for the spectral shapes of

energy, DNN 0νββ discriminator and standoff distance distributions of the calibration

sources. As one could observe, the MC simulated spectral shapes for energy, DNN

0νββ discriminator and standoff distance were slightly “skewed” and did not fully

reproduce those in source calibration data. The average bias in the expected number

of events in the ROI arising from this spectral shape disagreement between data and

MC was evaluated through the following process:
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1. Construct an “unskewed” MC model from the best-fit result to the low-background

data. For each PDF in the unskewed model, each bin was set to be have the

value of the skewed PDF in the same bin multiplied by a correction factor de-

rived from the observed shape deviations between MC simulations and source

calibration data. The measured differences between data and MC obtained with

the γ calibration sources were used to correct their corresponding γ-like PDFs,

while differences in the background-subtracted 2νββ distribution were used for

correcting β-like PDF components;

2. Generate a toy MC dataset by randomly sampling from the PDFs in the unskewed

MC model;

3. Fit ROI signals in the toy MC dataset using the original skewed PDFs.

The process above was repeated many times to find the distribution of the bias in the

number of ROI events caused by spectral shape errors. The relative bias were added

in quadrature for all contributors (energy, DNN discriminator and standoff distance)

and sum to 5.8% (4.4%) in Phase I (Phase II).

5.4.4 Background Model Error

The fit model did not fully considered detailed locations of backgrounds originated

from materials far from the TPC vessel, and instead used a few representative loca-

tions to simulate 238U, 232Th and 60Co components from such materials. To account

for the systematic errors arising from this approximation, alternative PDFs from

different locations for these remote components were used in the fit:

• 238U in the air gap / 238U in the inner cryostat

• 232Th in the inner cryostat / 232Th in HFE

• 60Co from the source guide tube / 60Co in the inner cryostat
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By switching from the former PDF to the latter for the component 238U, 232Th and

60Co individually, we took into account an extreme deviation from the more realistic

case used in the analysis. The resulting relative change in the number of ROI events

from the alternative fits were added up in quadrature for all three components and

taken as the systematic error of the background model. For Phase I (Phase II), the

background model error was evaluated to be 4.0% (4.6%).

5.5 Detector Sensitivity and Data Limit

5.5.1 Sensitivity to 0νββ Decay Half-life of 136Xe

Before unblinding the ROI region of the low-background data, the sensitivity of the

EXO-200 experiment to 0νββ half-life of 136Xe was first studied using ∼1000 fits

to toy MC datasets. The toy datasets were generated from the background model

obtained using the best energy-only fit to the blinded low-background data. The

0νββ component was profiled between 0 and 50 counts for each fit to cover the 90%

confidence level. The final combination of the Phase I and Phase II sensitivity was

evaluated to be 5.0× 1025 yr, and is shown together with the all the previously pub-

lished EXO-200 results in Figure 5.4. It is worth noting that detailed event topology

information was maximally utilized as we included the DNN 0νββ discriminator and

the standoff distance as fitting dimensions in the analysis, which lead to a 25% im-

provement relative to the sensitivity using only energy spectra and simple SS/MS

discriminators [14].

5.5.2 Lower Limit on 0νββ Decay Half-life of 136Xe

After unblinding the dataset, we performed the maximum likelihood fit described in

Section 5.3 to Phase I and Phase II separately and the best-fit results for the energy
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Figure 5.4: Improvements in the EXO-200 detector sensitivity and data limit over
time.

(counts) 238U 232Th 137Xe Total Data
Phase I 12.6 10.0 8.7 32.3± 2.3 39
Phase II 12.0 8.2 9.3 30.9± 2.4 26

Table 5.1: Comparison between best-fit results for background events and the total
number of events from data in the ROI (Q± 2σ)

spectra and DNN 0νββ distributions are shown in Figure 5.5. The results showed no

statistically significant evidence for 0νββ. The background contributions to ROI are

shown in Table 5.1. The lower limit on the 0νββ half-life of 136Xe was measured to

be T1/2 > 1.7× 1025 yr (T1/2 > 4.3× 1025 yr) at 90% CL in Phase I (Phase II), while

the combined limit is T1/2 > 3.5× 1025 yr. This corresponds to an upper limit on the

effective Majorana neutrino mass of 〈mββ〉 < (93-286) meV, using the nuclear matrix

elements of [135–139] and phase space factor from [140].
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Figure 5.5: Best-fit results for the low background data SS energy spectrum in
Phase I (top left) and Phase II (bottom left). The inset shows a zoomed in view of
the energy spectrum around the ROI. Best-fit results for the DNN 0νββ discriminator
distributions of SS and MS events with energy between 2395 keV and 2530 keV (top
right). Best-fit results for MS energy spectra (bottom right). The best-fit residuals
typically follow normal distributions, with small deviations taken into account in the
spectral shape systematic errors. All figures are extracted from [14]
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Chapter 6

W-value Measurement in LXe

6.1 Statement of the Author’s Contribution

The following chapter closely follows the text in Ref. [141], of which the author of

this thesis is the first author. The author participated in all aspects of this measure-

ment from detector gain calibrations to data analysis. This work is important for

understanding the microphysics of particle interactions in LXe, and can guide future

simulations of the charge and light production in LXe detectors.

6.2 Recombination Model and the W-value

Particles interacting in LXe can deposit a portion of their energy as scintillation and

ionization. As shown in the diagram 6.1, in the ionization process, particles such as

γ-ray photons, α particles, or energetic electrons deposit their energy in LXe through

different physical mechanisms and produce a number of electron-ion pairs and excited

xenon atoms (“excitons”) [142], as well as some loss of energy to undetectable channels

(e.g. atomic motion or “heat”). In the scintillation process, two routes are possible:

either direct excitation of Xe atoms or electron-ion recombination. Both processes

lead to the production of excitons which form excited dimers, Xe∗2, and then de-excite
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with the emission of a ∼178 nm vacuum ultraviolet (VUV) photon [142]. The relative

number of electrons and photons collected from an event is anti-correlated, as first

measured in [143], and depends on the electric field applied across the TPC. As the

electric field increases, more ionized electrons can be drifted away from the interaction

site, reducing the number of photons produced through recombination.

Figure 6.1: Scintillation and ionization energy deposit produced from particle inter-
action in LXe.

In general, the number of detected electrons and photons depends on the electric

field applied to the LXe, since a field-dependent fraction, r, of the initially produced

electron-ion pairs can recombine to produce excitons that then emit a photon. For

an initial population of ni electron-ion pairs and nex excitons, the maximum number

of detectable electrons, nq, at a given field is

nq = (1− r)ni (6.1)

and the number of detectable photons is

np = nex + rni (6.2)

under the assumption that each recombining electron-ion pair produces an exciton,

which in turn produces a photon. This assumption will be relaxed in Section 7.4,
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where constraints on the absolute recombination efficiency are studied using EXO-

200 experimental data. Under the above assumption, it is possible to define a

recombination-independent W -value

W =
E

(nq + np)
(6.3)

which corresponds to the energy required to produce a single detectable quantum of

either type. Since nq + np = (1 − r)ni + nex + rni = (1 + α)ni for α = nex/ni, this

definition of W = E
(1+α)ni

does not depend on electric field.

We note, as pointed out in Ref. [144], that if the efficiencies for an exciton or

recombining electron-ion pair to create a detectable photon (εe or εr, respectively)

differ from unity, a generalized form of Eq. 6.2 should be written as: np = εenex+εrrni.

In this case, we can define another photon quanta Np = np/εr, which denote the

number of recombining electron-ion pairs needed to produce the observed scintillation

signal if there were no direct exciton production, so that a recombination-independent

energy scale can still be defined:

W =
E

(nq +Np)
=

E

(1 + α)ni
(6.4)

with α replaced by the expression α = εe
εr

(
nex
ni

)
. In the case of εr = 1, Np is equal to

np and Eq. 6.4 becomes identical to Eq. 6.3

Using these definitions, we can also define the energy required to produce a single

electron-ion pair prior to recombination, Wi = E/ni such that W = Wi/(1 + α).

6.3 Previous measurements

A number of previous detectors have measured the charge and light response of LXe

to α-, β-, and γ-induced electron recoils, and neutron-induced nuclear recoils (see,
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e.g., [27, 145–157]). In addition, the Noble Element Simulation Technique (NEST)

software tool has been developed to provide an empirical model to simulate the charge

and light responses for LXe under different electric fields and for the various particle

types [26, 158].

Since the sum of total electron and photon quanta is constant prior to detection,

if an absolute calibration of the electron count is performed (see Section 6.5.1), the

overall light detection efficiency can be calculated from the change in the detected

number of electrons and photons as the recombination fraction r is varied with electric

field [144, 159]. This allows the light detection efficiency to be absolutely calibrated

from the charge signal, which is important since the detection efficiency for charge

can be nearly unity for practical detectors, while the overall efficiency for detecting

VUV photons is typically only ∼ 10−20% [145,160–163] and can be difficult to model

without empirical measurements.

A number of previous measurements of Wi and W exist in the literature for these

particle types, with a significant spread in the reported values, as shown in Table

6.1. For example, early measurements for 976 keV conversion electrons from a 207Bi

source found Wi = 15.6±0.3 eV [164], while independent measurements using 662 keV

137Cs γs gave Wi = 13.6 ± 0.2 eV [165]. Later measurements employing an electron

beam with energy per electron of 1–40 keV (and total deposited energy between

20 MeV and a few GeV) found Wi = 9.76± 0.70 eV [25]. More recent measurements

using 122 keV γ-rays found Wi = 16.5 ± 0.8 eV [146]. In Ref. [27] the authors

perform a compilation of measurements of W and Wi and find a combined estimate

of Wi = 14.30± 0.14 eV, consistent with their data obtained from a variety of β and

γ sources between ∼ 3− 700 keV [27].

Measurements of the recombination independent value, W , have also been re-

ported. In a reanalysis of data taken with 207Bi conversion electrons from Ref. [166],

Ref. [149] finds a value of W = 13.8±0.9 eV. This value relies on their previous mea-
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surement of Wi [164,166], which is converted to W using the average of their measured

value of α = 0.20 [149] and their calculated value of α = 0.06 [164]. The error bar

reported on W indicates the difference between the measured and calculated values

for α. Significant non-linearity is seen in the measured sum of the charge and light

response, which is ascribed to possible variation in the amplifier response with rise

time or loss of electrons due to electronegative impurities [149]. In addition, Ref. [159]

finds a value of W = 13.46± 0.29 eV, although this value is not included in the com-

bined average in Ref. [26] due to a possible calibration problem [26]. Dahl reported

a value of W = 13.7 ± 0.2 using 122 keV γ events in a 30 g detector, which could

be operated in single-phase or dual-phase mode [144]. The compilation in Ref. [26]

additionally references two other values: W = 14.0 eV, appearing only in the preprint

version of Ref. [167] and excluded from the average in [26] since it lacks an error es-

timate; and W = 14.7 ± 1.5 eV [168, 169]. The latter value comes from earlier work

by a subset of the authors of Ref. [149] and agrees within errors with the later result.

Finally, taking the combined estimate of Wi ∼ 14.3 eV from Ref. [27] and assuming

the measured value of α ∼ 0.2 [149, 170] would correspond to W ∼ 11.9 eV, where

only an approximate value is given due to the spread in the values used to form the

average and the uncertainty in the difficult to measure parameter, α.

The above summary indicates that there are substantial variations in previous

measurements of the absolute calibration of charge and light yields of γ and β events

in LXe. The spread in the values of W , either directly measured or derived from

Wi, can be as large as 60%. Such differences could arise in part from detector effects

such as variations in density, temperature, or xenon purity; differences in the energy

deposition process for different particle types or energies; or unknown calibration sys-

tematics, as described in Section 6.6. While the relative calibration of charge and

light yields versus field is straightforward for many detectors, the absolute measure-

ment of these yields typically requires an accurate calibration of nq, which can be
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W (eV) Wi (eV) Particle type Year Ref.
- 15.6±0.3 e− (976 keV) 1975 [164]
- 13.6±0.2 γ (662 keV) 1979 [165]
14.7±1.5 - e− (976 keV) 1990 [168,

169]
- 9.76±0.70 e− (0.02-3 GeV) 1992 [25]
13.8±0.9 - e− (976 keV) 2002 [149]
13.46±0.29- γ (122 keV) 2007 [159]
13.7±0.2 - γ (122 keV,

136 keV)
2009 [144]

14.0 - γ (164 keV) 2010 [167]
13.7±0.4 - Compilation 2011 [26]
- 16.5±0.8 γ (122 keV) 2011 [146]
- 14.30±0.14 Compilation 2014 [27]

Table 6.1: Summary of the previous measurements of W and Wi described in the text,
along with the year of measurement and particle type. Most data were taken with γ
and conversion e− sources, for which the relevant decay energy is listed. Ref. [25] used
an electron beam with total energy listed below, and an energy per e− of 1–40 keV.
Refs. [26] and [27] provide averages of subsets of previous measurements.

performed in a single-phase detector through the use of a calibrated charge-sensitive

amplifier. Since many modern large-scale LXe TPCs are dual-phase in order to am-

plify the charge signal prior to collection, absolute measurements of the charge yield

are difficult due to the possibility that not all the charge is extracted into the gas

phase, even at extremely high applied fields [171,172].

6.4 Measurement of scintillation and ionization yield

using 228Th, 226Ra and 60Co sources in EXO-200

Here we perform an absolutely calibrated measurement of the total yield with a

precision of 4.5% using a variety of calibration sources with γ energies between 1.1–

2.6 MeV. These measurements take advantage of a single-phase, large detector with

good purity and a well-understood position and energy calibration, and the availabil-

ity of a detailed Monte Carlo (MC) simulation of the detector energy response to
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calibration sources.

6.5 Charge and light channel calibrations

In order to measure the scintillation and ionization yield of LXe, we select data

for analysis from 228Th, 226Ra, and 60Co source calibrations, with γ signal energies

of 2615 keV, 1764 keV, 1332 keV and 1173 keV (the latter are the energies of the

two photopeaks of 60Co), respectively, as shown in Figure 5.3a. For each calibration

source, data were taken during two dedicated week-long calibrations: in February 2016

(near the end of EXO-200 “Phase I” operations [134]) under electric fields 39 V/cm,

75 V/cm, 186 V/cm and 375 V/cm; and in October, 2018 (near the end of EXO-200

“Phase II” operations [109]) under electric fields 50 V/cm, 100 V/cm, 200 V/cm,

400 V/cm and 567 V/cm. Data were processed using the standard EXO-200 algo-

rithms for event reconstruction and clustering. In all the measurements, only events

within the standard EXO-200 fiducial volume defined by the intersection of a hexag-

onal region with apothem a < 162 mm and a cylindrical region of radius r < 173 mm

are considered. Along the drift axis, only events with 10 mm < |z| < 182 mm are

used [109].

Since EXO-200 is a single-phase TPC, electrons are directly collected on the U-

wires with high collection efficiency. This allows an accurate determination of the

total number of electrons produced in the LXe from an absolute calibration of the

response of the charge readout electronics. The recorded waveforms from the charge

and light channels in units of ADC counts are converted into electron and photon

counts using the following calibrations.

In the external charge-injection calibration mentioned in Section 4.4.1, a known

number of electrons from a calibrated capacitor were injected into the front-end elec-

tronics for the wire grids or APDs. The pulse magnitude recorded by the data ac-
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Figure 6.2: Schematic diagram of the external calibrator used for the external charge-
injection calibration of the U-wire preamplifiers. The external calibrator is used to
apply a calibrated amount of charge to the input of the pre-amplifier through Cin. The
U-wire capacitance, CU , and stray capacitance from the wiring, Cs, are disconnected
during the calibration. The FEC contains the charge sensitive preamplifier with
Cf = 1 pF, Rf = 60 MΩ, and open-loop gain & 105.

quisition (DAQ) system in units of ADC counts was then determined for a calibrated

amount of charge.

Due to the importance of an accurate absolute calibration of the preamplifiers

for the results reported here, the external charge-injection calibration for the U-wires

was performed twice throughout EXO-200 operations. The calibration required a spe-

cialized circuit and the detachment of the TPC from the front-end card (FEC) and

therefore difficult to carry out frequently. Absolute charge-injection calibrations were

originally performed for all U-wire, V-wire, and APD channels at the start of Phase I

operations. To confirm the original calibration of the U-wires, the external calibra-

tion was repeated—for the U-wire channels only—using a newly fabricated external

calibrator in November 2018 at the end of Phase II running. Both calibrations were

found to agree on the average U-wire gain within 4% (see Figure 6.4). The difference

between the two calibrations could arise from time variation in the gains over the

course of detector operation, or from small systematic errors present in the Phase I

calibration, which was not designed to reach the percent level absolute accuracy of

the Phase II calibration. The Phase II calibration provided a measurement of the
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preamplifier response taken within a week following the calibration runs used here to

avoid any systematics from changes in gain or operating characteristics throughout

EXO-200 operations.

Figure 6.2 shows a schematic of the circuit used for the Phase II external charge-

injection calibration for the U-wires. The test pulse was a step function with am-

plitude between 0.6–1.4 V and rise time much smaller than the sampling rate of the

DAQ. The absolute amplitude accuracy for the pulse generator was measured to be

< 0.5%. The voltage step was applied through a calibrated attenuator with measured

attenuation of Vout/Vin = (1.00± 0.01)× 10−3 to the calibration capacitor, Cin. This

silver mica capacitor was hand-selected from tests of multiple capacitors to closely

match the specified nominal value of 20 pF using a precision capacitance bridge (with

absolute accuracy of 0.05%). Measurements were performed before and after remov-

ing the capacitor leads, and after installing in the external calibrator board to account

for any stray capacitance related to the installation. The total effective capacitance

of the capacitor and board was found to be Cin = 20 ± 0.2 pF, with the effects of

stray capacitance once installed measured to be . 0.1 pF.

The voltage step injected through Cin provided a calibrated amount of charge

(∼ [75 − 195] × 103 e−) at the input to the preamplifier. As shown in Figure 6.3,

a linear fit is performed to the measured pulse amplitudes in ADC units versus the

injected electron counts.

The external charge-injection calibration was performed by disconnecting the U-

wire cables coming from the detector from the FECs containing the charge pream-

plifiers. When connected, the total detector and wiring capacitance, Cs + CU , was

dominated by the stray capacitance of the cables connecting the U-wires to the FECs,

Cs = 60− 80 pF [173]. The feedback capacitance, Cf = 1 pF and open-loop gain of

all preamplifiers & 105 led to a < 0.1% change in the amplifier response when the

TPC and wiring were disconnected.
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(a)

(b)

Figure 6.3: (a) Measured pulse amplitudes at each voltage step in the external charge-
injection calibration. For a fixed voltage, ∼ 200 data points were taken. (b) A linear
fit to the average pulse amplitudes (ADC counts) versus electron counts, where the
electron count is calculated by multiplying the voltage and the nominal capacitance
shown in (a).

Figure 6.4: Comparison between the U-wire gain measured from the external charge-
injection calibration at the start of Phase I and the end of Phase II. The difference
between them could be attributed to the time variation in the gains or systematic
errors in the Phase I calibration, which was not designed to reach the same accuracy
as the Phase II calibration.

Combining all systematic errors in the external calibration hardware described

above, the gain uncertainty common to all channels is . 1.5%. Averaged over all

channels, the resulting calibration indicates that each ADC count from a U-wire
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signal corresponds to ∼340 electrons, with a relative variation of 9% across different

channels. However, there are additional possible sources of systematic error resulting

from possible time variation of these gains during data runs; differences in pulse shape

between the charge injection calibration and physics data; and loss of electrons prior

to collection by the U-wires.

To account for possible time variation in the gains, an “internal charge-injection”

calibration was also performed several times per week during the data-taking period.

This calibration used charge injected into the preamplifier directly from the calibra-

tion hardware on the FEC. Unlike the external charge injection, the total capacitance

of the calibrator was not precisely known, so gains measured from the internal charge

injection were used only to perform a relative measurement over time, which was

anchored by the absolute value measured from the external charge-injection calibra-

tion. The internal calibration performed at the same time as each source calibration

run was used to account for any time variation of the U-wire gain for that run. The

overall gain fluctuations were measured to be .1% over the entire period of EXO-200

operations and .0.1% over the week-long data taking period in Phase II considered

here.

The charge injection calibrations were performed with step function input (with

negligible rise time), while real physics signals have a charge pulse rise time varying

between 3–6 µs [111]. This difference in rise time could lead to changes in the re-

constructed amplitude of the signal after the pulse shaping electronics (i.e. “ballistic

deficit”). Simulations show that this effect generates a relative 0.7% systematic error

on the reconstructed pulse height for a signal with typical rise time relative to the

step function input.

Electrons in LXe can capture on electronegative impurities as they drift, which

attenuates the charge signal. To minimize this attenuation, the xenon was continu-

ously circulated through purifiers [173]. The purity of the LXe was monitored several
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times each week by dedicated source-calibration data, from which the electron life-

time could be determined. A drift-time dependent correction to the reconstructed

charge energy is implemented in the data analysis, following the same procedure as

described in 4.4.2. To limit effects of finite purity, only data for which the electron

lifetime is >2 ms are used in this analysis. The maximum charge loss for the lowest

lifetime data considered here is < 5% over the full drift length, prior to correction.

After correction, the resulting error on the reconstructed charge is estimated to be

< 0.5%.

Combining all systematic errors from the internal and external calibrations, elec-

tron lifetime calibration, and pulse shape studies, the total systematic uncertainty on

the U-wire gain for each channel is 1.8%.

Using this absolute calibration of the charge channels, the APD channels can be

calibrated under the assumption of perfect recombination efficiency. For this cali-

bration, it is assumed that every recombined electron-ion pair produces an exciton,

which de-excites to emit an additional VUV photon. Under this assumption, the total

number of quanta (either electron-ion pairs or photons) produced at a given energy is

independent of field [144,159]. The change in the light and charge signals versus field

can then be used to calibrate the total response of the light channels, which results

from a product of the APD quantum efficiency, the geometrical collection efficiency,

the APD avalanche gain, and the amplifier gain. The advantage of this method is

that the total photon count can be determined based only on the previously cali-

brated change in the number of electrons, and without the need to independently

measure each component of the photon detection efficiency. With additional calibra-

tion of the APD readout electronics it is possible to also determine the overall photon

detection efficiency, εp, defined as the ratio between the number of photon induced

“photo-electrons” (PE) produced in the APDs prior to the avalanche amplification,

relative to the total number of photons initially produced in the LXe. The efficiency
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for detecting photons is significantly smaller than for charge due to the imperfect

quantum efficiency of the APDs and the overall loss of photons as they are absorbed

by uninstrumented detector surfaces.

The external charge-injection calibration was also performed for the preamplifiers

for each of the APD readout channels at the beginning of EXO-200 Phase I operations.

While this calibration is not directly required to obtain the charge yields and W -value

from EXO-200 data, along with the APD avalanche gain calibration, it can be used to

estimate the photon detection efficiency from the calibrated total light response. The

measured response indicates that one ADC count corresponds to ∼900 electrons at

the input to the preamplifier, depending on channel. The relative APD preamplifier

gain variation is 11% across different channels and the time variation is ∼1.5% over

the entire period of EXO-200 operations (excluding differences due to the electronics

upgrade between Phase I and II), as measured from the internal charge-injection

calibration.

The avalanche gain of each APD could be calibrated accurately using an in-situ

laser calibration, during which all channels were illuminated by light from a pulsed

405 nm laser beam that entered the TPC through diffusers positioned at each end

of the TPC. The diffusers were illuminated by two optical fibers carrying light from

an external laser source. Since the dynamic range of the DAQ was not sufficiently

high to measure the response for both the unity gain (i.e. bias below the avalanche

threshold) and full gain APD biases simultaneously, a two-step calibration was used

where the laser pulse length was varied. A short laser pulse was measured at full gain

and at an intermediate gain and compared to a longer pulse measured at unity gain

and the same intermediate gain. Both pulse lengths were short with respect to the

times relevant to the front-end electronics. The ratio of the response amplitudes then

gave the avalanche gain, which was measured during weekly calibrations throughout

EXO-200 running. The operating APD voltage biases for the data used here result
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Figure 6.5: (a)-(e) MC-based fit to the anti-correlated number of electrons and pho-
tons at the 2615 keV γ peak from the 228Th source data taken in October 2018 under
various electric fields. Only bins with more than 10 events are included in the fit. The
χ2/NDF fit statistic is indicated in each plot. The outermost contour contains 68% of
peak events on average for the best fit parameters. (f) Combination of the individual
fits to the 228Th photopeak under various fields. The magnitude of the slope of each
ellipses’ major axis is equal to the tangent of the rotation angle. The shaded regions
indicate the statistical uncertainty in the best fit value for the rotation angles.

in a mean gain of 200, consistent with the earlier EXO-200 measurement from [174].

Combined with the preamplifier calibration, this corresponds to a conversion between

APD pulse height and PEs on the order of 4.5 PEs/ADC.

6.5.1 Measurement of charge and light yields versus field

After obtaining the electron and PE counts in each event near the photopeak using

the calibrations described in Section 6.5, we perform a binned 2D Gaussian fit to the

data:

f(x, y) = Ae
−1

2(1−ρ2)

[
(x−nq)2

σ2
q

+
(y−nPE)2

σ2
PE

− 2ρ(x−nq)(y−nPE)

σPEσq

]
(6.5)
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where the x and y coordinates refer to the bin centers for the charge and light axes,

respectively, A is an overall amplitude, nq and nPE are the mean number of electrons

and light-induced PEs at the photopeak, respectively, ρ is the correlation between

the electron and PE counts, and σq (σPE) is the standard deviation of the electron

(PE) counts, which includes both the detector noise and electron-ion recombination

fluctuations. To account for the detailed energy spectrum of the calibration events, a

simulation based on the EXO-200 detector MC [111] is used to produce the expected

event energy distribution for each source. This spectrum is smeared by a 2D Gaus-

sian function for the resolution as in Eq. 6.5 to give the overall fitting function for

each source. The best-fit calibration and resolution parameters are then determined

through a χ2 fit to the data. This MC-based fit accounts for events in the Compton

shoulders near each photopeak, to minimize any effect of background events on the

measurement. Using the best-fit values of electron and PE counts for each of the

photopeaks in the calibration sources, the overall photon detection efficiency can be

determined by requiring nq + (nPE/εp) to be a constant under different electric fields

for each photopeak.

The resulting photon detection efficiency estimated from the least squares fit to all

calibration data from sources positioned near the cathode is εp = (8.1± 0.5)%, where

the uncertainty is dominated by systematic variations between different calibration

sources. Using this efficiency, which as described above relies on the assumption that

each recombining electron-ion pair produces a photon, the best-fit values of nPE can

be scaled to photon counts, np.

Figures 6.5–6.7 show the MC-based 2D Gaussian fit to electron-photon count

spectra for the 228Th (2615 keV), 226Ra (1764 keV) and 60Co (1332 keV and 1173 keV)

sources, respectively. Overall the use of the MC-based fit minimizes systematic errors

due to the presence of backgrounds from Compton scattering near the photopeaks.

However, the difference between the results of the MC-based fit and a simple 2D
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Figure 6.6: Data and best fit to the 1764 keV γ peak from the 226Ra source, following
the same procedure as Figure 6.5.
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Figure 6.7: Data and best fit to 1332 keV and 1173 keV γ peaks from the 60Co source,
following the same procedure as Figure 6.5.

Gaussian fit to each peak including a constant background is small (.5%), indicating

that background model systematics are not large.

The coefficient ρ can be converted to the rotation angle, θ, defined as tan(2θ) =
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−2ρσpσq
σ2
p−σ2

q
, indicating the optimal weighting of the charge and light signal to form the

“rotated energy” that minimizes the overall resolution, as described in Section 4.4.

Figures 6.5f–6.7f show the total photon count versus electron count and the rota-

tion angle θ under various drift fields measured using the three sources. The rotation

angle decreases slightly as the electric field increases, due to the higher signal-to-noise

in the charge channel compared to the light channel. In addition, as the drift field

increases, the spread of the photon and electron distributions is reduced, leading to

improved energy resolution. Figure 6.8 shows the number of electrons and photons

at the peak measured from various calibration sources under different electric fields.

The estimated errors are dominated by the correlated uncertainties on the photon

detection efficiency and APD/U-wire gain measurements. To account for these un-

certainties, an overall scale factor within the systematic error on the photon and

electron count is indicated by the shaded bands.

From these data we measure a recombination independent W -value of:

W = 11.5± 0.5(syst.)± 0.1(stat.) eV

The uncertainty on the W -value is dominated by systematic errors in the detector

calibrations of the charge and light response. The primary contribution to this sys-

tematic error is the 6% uncertainty on the photon detection efficiency measured using

the calibration sources at different electric fields. The estimated 1.8% absolute un-

certainty on the charge response (described in Section 6.5) provides a subdominant

systematic error.
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Figure 6.8: Total number of photons vs. number of electrons at electric fields ranging
from 50 V/cm to 567 V/cm. The errors indicate statistical fluctuations from the
fits shown in Figs. 6.5–6.7, while the shaded bands represent correlated uncertainties
on the photon detection efficiency and APD/wire gain measurements. The photon
detection efficiency is measured by requiring each line to have a slope of −1. Residuals
between the data and the linear fit, i.e., ((data-fit)/fit) are indicated in the bottom
panel along with the statistical errors.

6.6 Comparison between experimental data and

the NEST simulation

Figure 6.9 shows the measured charge and light yield, defined as number of electrons,

nq, or photons, np, produced per keV of deposited energy for the three calibration

sources. The measured yields vary with electric field due to its effect on electron-ion

recombination. The measured data are compared to the predictions from the NEST

2.0 simulation package [158], with its γ model (relevant for photoelectric absorption)

and β model (relevant for β decays and Compton scattering) predictions shown as

the solid and dotted lines, respectively. The NEST predictions are calculated for the

density of the enriched Xe used in EXO-200 of 3.03 g/cm3 as described in Section 3.1.1,

and are simulated versus the electric field and energy for each of the photopeaks from

the calibration sources.
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Figure 6.9: Comparison of the measured charge yields (a) and light yields (b) at
various electric fields with the NEST γ and β models. For the 228Th source, mea-
surements from both the Phase I and Phase II data sets are shown, while the other
sources only have data available only from Phase II.

For the 228Th data, calibrations from both the Phase I and Phase II data sets are

shown, while the other sources only have data available for the Phase II calibration.

The Phase II data points have smaller errors due to their coincidence in time with

the external charge calibration described previously. Relative to this calibration, the

Phase I data have larger errors due to hardware modifications performed between the

two data sets that introduce additional uncertainty on the absolute gain calibration

in Phase I.

The uncertainty on the electric field is determined by a 3D finite element simu-

lation of the TPC geometry. This simulation indicates that there is some position-

dependence (. 5%) in the magnitude of the electric field over the fiducial volume

of the detector. In addition, evidence for charge buildup on the PTFE reflector sur-

rounding the TPC is observed in the same datasets used here, at the lowest electric

fields. The estimated charge buildup is comparable to that seen in other LXe TPCs

employing PTFE [175] and corresponds to a position dependent field distortion of
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10–15 V/cm, independent of field. This possible field distortion dominates the sys-

tematic error on the electric field in the detector, and is relatively more significant at

lower fields.

The EXO-200 detector also allows us to compare the charge and light yield for

events with and without a calibration source present, as shown in Figure 6.10. In the

absence of a calibration source, events are primarily generated by 136Xe 2νββ decays,

which can be compared to the γ events from the 228Th source at an operating field

of 567 V/cm. The data without the source were acquired during Phase II between

July 2016 and October 2018, while the 228Th calibration dataset was taken within 2

days in October 2018. Only events in the fiducial volume within the energy range

500–2615 keV are used in the analysis. For both the 2νββ or γ spectrum, data are

first binned by rotated energy with non-overlapping bins of width equal to the 1σ

resolution at each rotated energy. In addition, a single bin encompassing the entire

2615 keV photopeak from the 228Th source is included. This binning avoids bias in the

selected energy of the events due to non-uniformity in the event distribution. After

binning in rotated energy, the charge and light yield at each point is determined

from the median of the electron and photon counts in each bin and is plotted in

Figure 6.10(c). A linear fit to the combined 2νββ or γ dataset is indicated by the red

line, and the residuals are shown in the bottom panel.

The ratio between the charge and light yield versus energy is found to be nearly

constant over the energy range considered, with small deviations (. 5%) occurring

at low energies. In the energy range between 500 keV and 1500 keV, the charge-

to-light ratio for events from the 228Th γ events is ∼3% smaller than those from

2νββ on average, and the difference grows larger for events with lower energy. No

significant difference is found between the charge-to-light ratio for the ββ- and γ-

induced events in the energy range above 1500 keV. In particular, the charge-to-light

ratio for single-cluster events from the 2615 keV photopeak of the 228Th source, which
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Figure 6.10: (a) Light versus charge response for events when no calibration source
is present. Data within the continuous band are predominantly 2νββ events from
136Xe. The small peak at the end of the spectrum arises from residual backgrounds in
the detector and is excluded from the fits. (b) Charge and light response generated
by γ-rays from the 228Th source. (c) Average light versus charge response for γ
(orange circles) and ββ (blue squares) events at a range of energies (>500 keV) and
an electric field of 567 V/cm. The difference between measurements and the linear
fit to the combined dataset (indicated by the red line) in the energy range considered
is within 5%. The red bands show the 1σ systematic errors on the response ratio,
which are dominated by the uncertainty on εp. The solid blue and dashed green lines
show a comparison with the NEST predictions.

consists of both photoelectric absorption and closely spaced, unresolved Compton

scatters, agrees with the corresponding average yield for 2νββ events within ∼1%.

The agreement between the charge and light yield for high-energy ββ and γ induced

events is consistent with the energy scale measured by fits to the detailed shape of

the 2νββ spectrum in EXO-200. In these fits, the absolute ββ energy scale is found

to be consistent with the calibrations using photopeaks from external γ sources at

the sub-percent level [14, 109]. In contrast to these data, NEST predicts a difference

between the relative yields for its γ model and β model of ∼25% in the charge-to-light

ratio in this energy range, as indicated in Figure 6.10(c).

Relative to previous measurements, the data used here were taken at higher en-

ergies than most previous data listed in Table 7.1. While the data for the calibration

sources considered here are consistent with a single value of W between 1–2.5 MeV

(i.e., no energy dependence is observed within this range), these data do not constrain

energy dependence in this value below 1 MeV. In addition, the EXO-200 APDs are
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sensitive to infrared red (IR) photons with wavelength .1000 nm, which could provide

a difference in overall photon collection efficiency relative to experiments employing

photo-multipliers (PMTs). While significant scintillation in the IR is observed in gas

Xe [176–179], IR emission in LXe has been measured to be substantially smaller [177].

These previous measurements indicate that effects from additional collection of IR

photons are expected to be small, although further work is needed to precisely mea-

sure the contribution from IR photons emitted in LXe [178].

The NEST simulation of the charge and light yields has a small density depen-

dence. At the EXO-200 enriched LXe density of 3.03 g/cm3, NEST predicts a W-

value of 13.3 eV. This value is 3% smaller than the average value from Ref. [26] of

13.7 eV, which corresponds to the value predicted by NEST at a density of 2.9 g/cm3.

Variations in the value of Wi have been measured versus density in gas and liquid

detectors [180]. Additional density dependent effects are also parameterized in NEST

for the parameter α and the charge and light yields based on global fits to previous

measurements. However, including the higher mass density of the enriched LXe in the

NEST simulation does not fully alleviate the differences between the data measured

here and predictions. In addition, for γ and β interactions, variations in the yields

may be expected to vary with the electron density rather than mass density. Scal-

ing the yields by the electron density instead would produce slightly larger tension

between the EXO-200 measurements and the NEST predictions.

In summary, our measurement of W = 11.5 ± 0.5(syst.) ± 0.1(stat.) eV does not

agree within errors with the NEST prediction. However, it does lie within the broad

range of previous measurements summarized in Section 6.3. The tension between

our measurements and the NEST simulation cannot be fully relaxed by rescaling the

NEST W -value down to 11.5 eV since the charge-to-light ratio predicted by NEST

differs from our measurement. Differences as large as ∼8% (6%) in the charge yield

and ∼24% (41%) in the light yield are seen between the EXO-200 measurements
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presented here and NEST’s γ model (β model) predictions, which is larger than the

estimated systematic errors on these measurements. This is the first simultaneous

measurement of absolute light and charge yields over the 1–2.5 MeV energy range,

and can be used to improve modeling of this region in future iterations of the NEST

software package.
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Chapter 7

Semi-empirical Resolution Model

for EXO-200

7.1 Statement of the Author’s Contribution

The following chapter also closely follows the text in Ref. [141], of which the author

of this thesis is the first author. This work successfully models the energy resolution

of the LXe detector in EXO-200 and can inform the design of future detectors. In

addition, it sets a constraint on the recombination efficiency, i.e., the fraction of

recombined electrons that result in the emission of a detectable photon in LXe.

7.2 Energy resolution model

EXO-200 defines a “rotated” energy scale

E ∝ cos(θ)〈Eq〉+ sin(θ)〈Ep〉 (7.1)

where 〈Eq〉 is the estimated energy deposited as charge and 〈Ep〉 is the estimated

energy deposited as light, for each event. These energy estimates are determined
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from the amplitude of signals observed in the summed charge and light channels:

〈Ea〉 =
Aa
gaεa

W = naW (7.2)

where Aa is the amplitude of the signal in ADC counts, εa is the average efficiency

(i.e. fraction from 0-1) for measuring a given type of quanta, ga is the conversion

factor between ADC counts and quanta, and W is the average energy to create a

single quantum (of either charge or light) for a = (p, q).

The total number of quanta can be estimated by:

〈n〉 =
〈E〉
W
∝ cos(θ)〈nq〉+ sin(θ)〈np〉 (7.3)

We are generally interested in the relative energy resolution, which is given by σE/E =

σn/〈n〉, where σn is the standard deviation of 〈n〉. In terms of quanta, the relative

variance can be expressed as:

σ2
n

〈n〉2
=

cos2(θ)σ2
q + sin2(θ)σ2

p + 2 sin(θ) cos(θ)Covq,p + σ2
Xe

〈n〉2
(7.4)

where σ2
Xe = fXe〈n〉 are the intrinsic fluctuations in the intial total number of quanta.

The Fano factor fXe is calculated to be ∼0.059 in LXe [142], but is typically sub-

dominant to detector readout noise. Other sources of noise are also dominant in

EXO-200, and even assuming a Fano factor as large as fXe = 1 would not lead to

a significant change in the predicted resolution. Thus, we exclude this factor in the

following estimates.

The variance, σ2
q , of our estimate of nq is:

σ2
q = σ2

r + nq
(1− εq)
εq

+
σ2
q,noise

ε2q
(7.5)

where σ2
r is the variation in units of quanta resulting from recombination fluctuations.
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The second term represents the binomial fluctuations for non-unity charge collection

efficiency, and σ2
q,noise is the electronics noise of the charge collection wires in units

of electrons. Since the average electron lifetime of the selected data is 3.2 ms, the

fraction of electrons absorbed by impurities in the LXe is ∼3% and therefore the

charge collection efficiency εq = 97%. Due to this high collection efficiency, the second

term in Eq. 7.5 is negligible compared to the electronics noise and recombination

fluctuations.

Similarly, we can write the variance of the estimator of the number of photons as:

σ2
p = σ2

r +
np
εp

[(FN − 1) +B2] +
σ2
p,noise

ε2p
+ n2

pσ
2
NU (7.6)

In addition to the recombination fluctuations, σ2
r , and the electronics noise of the

APD readout channels, σ2
p,noise, there are three additional noise terms caused by

fluctuations related to the initial number of PE created in the APDs, nPE = εpnp.

The term B2 ·npεp describes fluctuations in the number of PEs created by the photons

reaching the APDs. The factor B is determined from the binomial fluctuations in

the number of detected photons, due to the imperfect collection efficiency, and also

includes sub-Poissonian fluctuations arising from the creation of PEs by VUV photons

in the Si APDs.

For 5.9 keV X-rays interacting in Si, the PE creation process has been measured

in detail [174,181]. These measurements indicate that the average energy to create a

PE is 3.72 eV [181] at LXe temperatures, with the fluctuations in nPE well described

by a Fano factor of ∼0.1. However, at the much lower energy corresponding to

178 nm VUV photons (7.0 eV per photon), the intrinsic PE creation process and

the number of PEs (µPE) created by a single photon in Si is less well-characterized.

A direct measurement of PE creation by 7.0 eV photons found a mean of µPE =

3.0 PE/photon [182] with an 8% uncertainty, which implies a lower creation energy
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per PE than for keV-scale X-rays. For ∼5 eV photons, measurements have found

values between 1.3–2.0 PE/photon [183–186], with the higher end of this range being

consistent with the measurements in Ref. [182]. Simulations of PE creation by VUV

photons are consistent with a mean of µPE =2–3 PE/photon at 7 eV [187,188], with

variance described by a Fano factor, fSi(7 eV) ≈ 0.2 [188].

To determine the overall value of B, which includes fluctuations in both the num-

ber of photons detected as well as fluctuations in the PE creation process, a two-step

simulation is employed. First, a random number of collected photons is determined

from a binomial distribution with np trials and probability εp/µPE. For each collected

photon, a discrete number of PEs is then generated from a distribution with mean

µPE and variance of fSiµPE. The total number of PEs, nPE, is then determined for

each simulated event along with the variance over all trials. Under all electric fields,

and for µPE varying from 2–3, the value of B is 1.8 ± 0.2, where the error accounts

for the uncertainty in µPE.

Following Ref. [174], there are two additional variance terms relative to the quanta

nPE at the input to the APD: σ2
PE = (FN − 1)nPE + n2

PEσ
2
NU . The first term is

related to fluctuations of the APD avalanche gain that are parameterized by the

excess noise factor FN [116, 174]. The second term accounts for non-uniformity or

position dependence of the detector response. This non-uniformity can arise both

from differences in gains between APD gangs and differences in gains between the

APDs within a single gang. The overall variation in gain between different gangs

and over time can be calibrated and removed using the source calibration data [117].

While this overall gain variation can be &10%, σNU , which represents the variation

in the total light response is measured to be only ∼ 1% for events from sources

near the cathode, where the uniform distribution of photons averages over these

gain variations. For the data considered here, the contribution to σNU due to gain

variations between gangs is sub-dominant compared to other terms in the resolution
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model, even prior to applying the gang-dependent correction.

In addition to the gain non-uniformity among various APD channels, there may

also exist gain non-uniformity within an APD channel. The APDs within each gang

were selected to have matched gains based on testing prior to installation [174], but

small residual differences remain. Moreover, slight time variations in the gains of

an individual APD are possible due to changes in temperature and other systematic

effects. While the overall gain is calibrated for each gang as a function of time, gain

non-uniformity within the gang cannot be calibrated and could lead to additional

variation in the light response. This non-uniformity is studied in detail in Appendix

A, and is found to not significantly impact the resolution for events in the fiducial

volume of the detector.

Source calibration data can be used to determine the relative number of pho-

tons collected for interactions at different locations in the detector. This position-

dependent response is used to calculate the “lightmap,” which describes the summed

response of all APDs as a function of event position and time [111, 117]. Since the

lightmap is constructed empirically from calibration data from the 228Th source, de-

tector regions far from the calibration source can have limited statistics, leading to

an uncertainty on the detector response. Such statistical or systematic errors in the

lightmap can lead to position-dependent errors in the energy estimate. While it is

difficult to simulate the light response of the EXO-200 detector at the percent level

accuracy needed to verify the empirical lightmap, as will be shown in Section 7.3,

the resolution model can describe the experimental data without including additional

sources of position dependent error. The agreement of the measured resolution and

model indicate that systematic errors in the lightmap are subdominant compared to

other sources contributing to the energy resolution.

Finally, the covariance between the light and charge signals is represented by

Covq,p. Assuming perfect recombination efficiency, i.e. that every recombined electron
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Quantity Value Syst. err. [%] Stat. err. [%]
εp 0.081 6.2 0.6
FN 2.15 11.9 1.4
σq,noise(e

−) 770 4.5 1.5
σp,noise(PE) [Phase I/II] 446/148 3.5 0.5
σNU 0.012 5.0 5.3

Table 7.1: Measured values for quantities independent of the drift field in the resolu-
tion model and their estimated errors

E field
(V/cm)

nq(×103)
(syst.) (stat.)

np(×103)
(syst.) (stat.)

σr(×103)
(syst.) (stat.)

39 79± 5.5± 0.1 161± 9.7± 0.1 8.4± 0.5± 0.3
50 86± 1.5± 9.8 143± 8.9± 6.6 8.3± 0.4± 0.5
75 98± 6.9± 0.1 141± 8.5± 0.1 7.8± 0.5± 0.3
100 105± 1.9± 0.7 123± 7.6± 0.9 7.1± 0.3± 0.4
186 121± 8.5± 0.1 118± 7.1± 0.1 6.1± 0.5± 0.2
200 120± 2.2± 0.5 107± 6.6± 0.5 5.4± 0.3± 0.4
375 134± 9.4± 0.1 105± 6.3± 0.1 5.0± 0.5± 0.2
400 132± 2.4± 0.4 96± 5.9± 0.5 4.9± 0.2± 0.3
567 138± 2.5± 0.4 90± 5.6± 0.5 4.7± 0.2± 0.3
615 141± 9.9± 0.1 97± 5.8± 0.1 3.6± 0.8± 0.3

Table 7.2: Quantities depending on the drift field measured using 2615 keV γs from
the 228Th source. Systematic and statistical errors are included.

results in the emission of a VUV photon, the recombination fluctuations in the charge

and light signals will be identical, as indicated in Eq. 7.5 and 7.6, and the covariance

between electron and photon counts will be Covq,p = −σ2
r . As described below,

consistency of this model with the measured resolutions can provide constraints on

the assumption of perfect recombination efficiency.

7.3 Optimal energy resolution predicted by the

model

The quantities nq, np, εp, σq,noise, σp,noise, σr and FN in the resolution model are di-

rectly measured from experimental data. The measurements of nq, np, and εp have
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(a) (b)

Figure 7.1: (a) Electronic noise on a single U-wire channel in TPC1 (blue) and
TPC2 (green). For a given U-wire channel, the noise is measured through fitting the
waveform amplitude before any signal pulse appears in the relevant data runs. (b)
Summed electronic noise for all APDs in TPC1 (blue), TPC2 (green) and TPC1 plus
TPC2 (red).

been described in Section 6.5.1. The total electronics noise for the APD and U-wire

channels is measured by fitting the pre-pulse baselines recorded by the DAQ to the

same signal model used to reconstruct data. This method ensures that the recon-

structed noise is filtered and processed in the same way as the detector signals. The

resulting noise measurements, after accounting for the average channel multiplicity

(i.e. that multiple charge and light channels typically need to be summed to fully

reconstruct all energy) are shown in Table 7.1. The charge channels have similar noise

in Phase I and Phase II data, with a mean of σq,noise = 770 e− (see Figure 7.1a) and

∼ 4.5% variation over different channels. The light channels have significantly smaller

noise in Phase II relative to Phase I due to an upgrade to the electronics between the

two operating periods described in Section 3.6. The measured noise summed over all

APD channels is ∼450 PEs in Phase I and ∼150 PEs in Phase II (see Figure 7.1b),

corresponding to a reduction by ∼ 3×.

The recombination fluctuations, σr, listed in Table 7.2 are measured by subtract-

ing the detector noise from the total measured variance in the charge and light pho-
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Figure 7.2: Measured recombination fluctuations versus incident γ-ray energy under
different electric fields. All points are taken at the energies corresponding to the
photopeaks of the calibration sources, but a small plotting offset is added in energy
to improve visibility of their errors. The dashed line is a linear extrapolation from the
LUX measurements performed at fields varying from 43 to 491 V/cm using β decay
signals [15].

topeaks [189]. Figure 7.2 shows the measured recombination fluctuations, σr, as a

function of energy using data taken during Phase II. While these recombination fluc-

tuations have been found to scale approximately linearly in energy at energies below

1 MeV [15, 110, 145], in the higher energy region measured here, the increase in σr

with energy is found to be smaller than would be expected from extrapolating the

linear dependence observed at lower energy.

The same laser calibration data used to determine the APD avalanche gain (de-

scribed in Section 6.5) can be used to measure the APD excess noise factor, FN ,

due to fluctuations in the avalanche process. The variance of the amplitude of re-

peated laser pulses (5000 pulses are taken at each gain setting in each calibration)

can be written as σ2
laser = G2FNnPE + n2

PEσ
2
NU + σ2

noise, where G is the APD gain

obtained in Section 6.5.1 and nPE is the average number of PEs per pulse. Here

σnoise includes all noise terms that do not depend on the avalanche gain, including

electronics noise, fluctuations in the laser power between pulses, etc. Since the laser
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(a) (b)

Figure 7.3: (a) APD excess noise factors measured using the laser calibration data
under two different gains for all available APD channels.(b) Comparison between the
average APD excess noise factors measured in EXO-200 (blue and green) and previous
measurements (black) from [16].

light passing through the diffuser in the opposite TPC illuminates each APD channel

in a gang approximately uniformly, the non-uniformity term σ2
NU is negligible. There-

fore the excess noise after avalanche can be estimated using the measured variance

in the unity gain calibration, FN = (σ2
laser − σ2

p,noise)/(G
2nPE). The measured FN for

different APD channels are shown in Figure 7.3a. The average value of FN ∼ 2.15

obtained from EXO-200 data is consistent with previous measurements performed in

Ref. [16] for a similar type of APD, as shown in Figure 7.3b.

The values of the resolution model quantities that are independent of the electric

field are listed in Table 7.1. The measured electric field dependent quantities are

listed in Table 7.2.

Using the measured quantities above, the best resolution predicted by the model

can be obtained through minimizing Eq. 7.4 with respect to the rotation angle θ.

The comparison between the measured resolution in Phase I and Phase II, and the

predictions from the resolution model under various electric fields is shown in Fig-

ure 7.5. The resolution values shown here are measured without implementing the

de-noising algorithm described in [117] to allow the noise to be directly estimated

from the summed charge and APD waveforms.
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Figure 7.4: Comparison of measured light and charge energy resolution at 2615 keV
under different electric fields with predictions from the resolution model.

The resolution for the individual charge and light channels are shown in Figure 7.4.

The measured values agree with the prediction from the resolution model within

the systematic errors. For data taken during Phase I, the light channel resolution

becomes slightly larger as the electric field increases since the APD electronics noise

remains constant while the photon yield decreases. In contrast, data taken during

Phase II have lower APD electronics noise compared to Phase I, and the light channel

resolution improves as the recombination fluctuations are reduced at higher electric

fields.

The overall energy resolution is improved after the electronics upgrade, due to

the lowered APD noise. In addition, the rotated resolution improves with increasing

electric field in both the model and data since more energy is collected by the charge

channels, which have relatively lower noise. The model predicts the resolution at

−12 kV cathode bias (corresponding to an electric field of 567 V/cm) of σE/E =

[1.25 ± 0.08 (syst.) ±0.02 (stat.)]%, achieved at the optimal angle in the model

of θ = 39 ± 2◦. This value is consistent, within error, with the rotation angle of

43± 3◦ measured in Figure 6.5 under the same field. The model also agrees with the

measured Phase II resolution of 1.23% for the non-denoised data [109]. As shown in
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Figure 7.5: Comparison between measured rotated energy resolution at 2615 keV
under different electric fields and predictions from the resolution model. Data taken
during Phase II has better resolution than Phase I due to the reduced APD noise
after the electronics upgrade.

Figure 7.5, the model matches the data for both Phase I and Phase II (before and

after the electronics upgrade) and can reproduce the electric field dependence within

systematic errors.

In summary, this resolution model is consistent with the observed resolution in

EXO-200 and can be used to predict the performance of future LXe detectors once

all relevant quantities are measured. Relative to EXO-200, the energy resolution for

LXe detectors can be further improved by eliminating the dominant sources of noise

above, e.g. electronics noise in the photo-detector readout [19].

7.4 Measurement of the recombination efficiency

εr

In previous sections, it is assumed that every recombined electron generates a VUV

photon, such that the recombination fluctuations of the charge channel σ2
rq and the

light channel σ2
rp are identical. In general, the fluctuation for the light channel is
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σ2
rp = εrσ

2
rq, where εr is the recombination efficiency, i.e., the fraction of recombined

electrons which produce a VUV photon. The covariance between the charge and

light response is then Covq,p = −εrσ2
rq. A value of εr = 1 would correspond to perfect

recombination efficiency. If an absolute calibration of the light detection efficiency

εp were available, εr could be directly measured from the change in the charge and

light response at different fields, but since the measurement of εp above relies on

the assumption that εr = 1, the previous measurements cannot be used directly to

determine εr. However, we can use the agreement of the resolution model with the

observed variance in data to test this assumption.

Since both the light channel fluctuations and the covariance term can be written

in terms of σrq, the variance in the total number of quanta for a general value of εr

is:

σ2
n = cos2(θ)σ2

q + sin2(θ)σ2
p − 2εr cos(θ) sin(θ)σ2

rq (7.7)

where the total charge and light variances are: σ2
q = σ2

rq + σ2
q,noise and σ2

p = ε2rσ
2
rq +

1
ε2p

[nPE(FN − 1 +B2) + σ2
p,noise + n2

PEσ
2
NU ]. σrq in Eq. 7.7 denotes the recombination

fluctuations in the electron count and is estimated by subtracting the electronics noise

term from the measured total charge variance.

Using the measurements of the various detector parameters described above (and

relaxing the assumption of εr = 1 used to previously estimate εp), Eq. 7.7 is a func-

tion of only two unknown parameters, εp and εr, with the optimal rotation angle

θ determined by minimizing the rotated resolution for each set of parameters. We

construct a χ2 statistic by comparing the resolution predicted by the model with the

experimental data: χ2 =
∑ [X(εp,εr)−Xexp]2

σ2
X

, where the sum is over all measurements

performed under various electric fields, X(εp, εr) is the predicted observable for pho-

ton detection efficiency εp and recombination efficiency εr, Xexp is the measured value

from experimental data, and σX is the uncertainty of the measured observable. The

values, X, used in the fit include the charge resolution, light resolution, rotated res-
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Figure 7.6: Change in the χ2 relative to the best fit point (star) obtained by fitting
the predicted energy resolution and the expected change in the light and charge
yields versus electric field for various values of the photon detection efficiency, εp, and
intrinsic recombination efficiency, εr, to the observed data.

olution, the change in the mean number of electrons, ∆nq, and the decrease in PE

counts, ∆nPE, as the electric field changes. Since the mean change in the electron

and PE counts are related by ∆nPE = ∆nq ·εr ·εp, a simultaneous fit to these data and

the resolution in each channel is used to constrain εp and εr. The fit contains nuisance

parameters incorporating possible systematic errors on B and the overall calibration

of the number of PE/ADC counts, which are profiled over when calculating the χ2.

The combined χ2 fit is performed using the 228Th source calibration data from

Phase II as described in Section 6.5, for which there is a single high-statistics photo-

peak that can be used to measure the data values at each electric field. The results

of the χ2 fit to these data are shown in Figure 7.6. The best fit occurs at εr = 0.97

and εp = 8.5%. While the fit finds a value of εr very close to 1 as assumed in previous

sections, it does prefer a non-unity value for this parameter at 3σ, indicating that

the best fit to the resolution in the model occurs if 1–4% of recombining electron-ion

pairs do not produce a detectable photon. In addition, relaxing the assumption on εr

does not substantially affect the best-fit value of εp, and the W value that would be

inferred using this best-fit point agrees within systematic errors with that reported in
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Section 6.5.1. These results depend on the accuracy of the semi-empirical resolution

model described above, and unknown sources of systematic errors or contributions

to the overall resolution that are not included in the model could affect the best fit

value for εr and its consistency with unity.
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Chapter 8

High-bandwidth Digital Data

Transmission for nEXO

nEXO is the next generation tonne-scale 0νββ experiment using 136Xe aiming to

achieve a half-life sensitivity of ∼ 1028 years [19]. nEXO requires substantially more

electronics channels compared to EXO-200 due to higher data rates. This chapter

gives an introduction to the nEXO detector design and then focuses on the develop-

ment of high-speed cables with low radio-activity for signal transmission in the nEXO

detector.

8.1 Introduction of the nEXO detector

nEXO is aimed to improve its sensitivity to 0νββ signals by three orders of magnitude

compared to its precursor experiment EXO-200. To achieve that goal, the nEXO

TPC is designed to be a single, ∼1.3 m long cylinder vessel made of low-radioactivity

copper with a diameter exceeding 1 m that contains 4038 kg of LXe enriched to

90% in the 136Xe. It is housed in a spherical, vacuum insulated cryostat. The inner

cryostat vessel has a diameter of 338 cm and is filled with ∼33,000 kg HFE cryo-

fluid. The outer vessel with diameter of 446 cm provides the vacuum insulation
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Figure 8.1: Schematic design of the nEXO detector, showing the LXe TPC housed
in a vacuum insulated cryostat filled with HFE refrigerant fluid which acts as the
innermost γ ray shield. The huge water tank provides a thicker shield and also
functions as an active cosmic-ray veto detector based on Cherenkov light . The figure
is extracted from [17], which assumes that the detector will be located in the Cryopit
at SNOLAB with an overburden of 6010 m water equivalent [18].

required to maintain the inner cryostat at cryogenic temperature and keeps the LXe

detector operating at the temperature of 167 K. In addition to creating a thermal

bath for LXe, the HFE cryo-fluid also serves as the innermost γ ray shield. The

thickness of HFE was chosen to be 76 cm to minimize the total backgrounds from

the outer cryostat vessels and the HFE itself. The cryostat is submerged in a huge

water tank which acts as a comic-ray veto detector. The water also reduces the

neutron-induced background and shields against backgrounds originating from the

walls of the underground lab. The conceptual design of the detector is shown in

Figure 8.1, where we assume the experiment is going to take place in the Cryopit at

the Subdury Neutrino Observatory Laboratory (SNOLAB) near Sudbury, Ontario,

Canada. With an overburden of 6010 m water equivalent, SNOLAB is significantly

deeper underground than WIPP and can reduce cosmic-ray induced backgrounds.

Similar to EXO-200, a uniform electric field planned to be ∼400 V/cm will be
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Figure 8.2: Design of the anode region in nEXO extracted from [17]. Shown in the
figure are the charge collection tiles, SiPM staves behind the field cage, and sapphire
tensioned rods.

generated by field shaping rings in the TPC in nEXO. However, unlike EXO-200 which

has its cathode in the center, the cathode of the nEXO is positioned at the bottom

of the cylindrical TPC. This design can remove radioactive backgrounds originating

from the cathode itself from the TPC center. The field shaping rings are planned to

be made of high-purity copper and separated by cylindrical sapphire vertical spacers

shown in Figure 8.2. The sapphire rods are held in tension by springs above the anode

region.

The ionization signals from particle interactions in nEXO are read out by crossed

conductive strips with 3 mm width at the anode, deposited on 10×10 cm2 dielectric

tiles [190]. Simulations have shown that a strip pitch of both 3 mm and 6 mm can

both result in rather good background rejection [191], and the final pitch has not

yet been fully determined. Compared to the wire readout used in EXO-200, the

tile design avoids issues with long crossed wires, which require a large substantial

tensioning frame and are vulnerable to ambiguity in reconstructing the position of

MS events.

The scintillation signals are detected by UV-sensitive silicon photomultipliers

(SiPMs) installed on SiPM staves in the barrel region inside the TPC, behind the

field-shaping rings. Because the top and bottom of the cylinder are covered by opaque
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charge collection tiles and the cathode, respectively, no SiPMs are installed at either

end of the TPC volume. Characterizations of the SiPMs manufactured by Fondazione

Bruno Kessler (FBK) [192], including their photon detection efficiency and the im-

pact on the energy resolution of nEXO has been performed in [193]. The properties

of an alternative SiPM produced by Hamamatsu was published in [194].

Both scintillation and ionization signals are digitized and transmitted out to the

external data acquisition system using high-speed digital cables.

8.2 Background budget and the choice of intercon-

nection cables

The large size of the nEXO TPC enables the shielding of backgrounds and increases

the chance of detecting a 0νββ, but at the same time makes it challenging to build

and maintain certain aspects of the performance achieved in smaller detectors. For

one thing, unlike EXO-200 where the front-end electronics were positioned outside

of the cryostat, in nEXO the electronics are required to be placed very close to the

TPC and operated at the cryogenic temperature. The advantage of using these “cold

electronics” is that the path each signal has to travel before getting amplified can

be shortened such that their noise is much lower than with warm electronics [195].

Figure 8.3 compares the simulated overall energy resolution at the Q-value in the case

of room temperature electronics and cold electronics, which shows that using cold

electronics can results in a substantial resolution improvement. On the other hand,

since a large portion of the cables for transmitting digital data are located very close to

the detector center, they are required to have low radioactivity to avoid contamination

of the liquid xenon detector, as well as low outgassing of electronegative impurities

to maintain the electron-lifetime of the charge signal. However, so far there has been

no commercial high bandwidth digital cable which has low enough radioactivity for
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Figure 8.3: Energy resolution as a function of the scintillation light detection effi-
ciency at a 400 V/cm drift field. The simulations are performed for charge-channel
electronic noise in the case of both room temperature electronics (red) and cold elec-
tronics (green). The curve for the Phase-II EXO-200 detector is also shown. Figure
courtesy of Ref. [17].

use.

A few options of transmission cables were considered at the research and devel-

opment (R&D) stage for the interconnection system – Category 5 (Cat 5) Ethernet

cables, Gorer cables [196], and flexible flat cables (used in EXO-200, mentioned in

Section 3.5.1). The concentration of radioactive components in the three types of

cables measured from radioassay are listed in Table 8.1. The Cat 5 Ethernet cable

is a twisted pair cable commonly used for computer networks. Its radioactivity in

232Th and 40K are so high that even if we have only ∼1 m of such cables near the

nEXO TPC, the amount of backgrounds produced in the ROI will surpass the sum

of backgrounds from all other sources combined. Gorer cables, on the other hand,

are made from copper wires and PTFE jackets which are much more radiopure, but

their mass density (∼2.6 g/m per channel) is rather high and will contribute to 75%

of backgrounds in the ROI from the cables alone if used in nEXO, given that ∼250

channels are needed in total. The EXO-200 experiment chose to use Espanex flat

cable MC18-25-00CEM (1 mil Kapton, 18 µm Cu) manufactured by Nippon Steel
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Cable type 238U 232Th 40K
Cat 5 Ethernet cable -400±400 ppt 1750±1000 ppt ±2500 ppb
Gorer cable -10±30 ppt -108±80 ppt -90±140 ppb
Flexible cable used in
EXO-200 (Cu/Kapton)

161±3 ppt 25±1.5 ppt < 210 ppb

Table 8.1: Concentration of radioactive components in different types of cables

Chemical Co. [115]. The flexible flat cables are very light and low-radioactive and

are estimated to contribute to only ∼10% of the total backgrounds in the ROI once

deployed in nEXO. Our choice fell on the flexible flat cables for the following reasons:

First, they have largest bandwidth per unit radioactivity compared to twisted pairs of

wires such as Ethernet cables and Gorer cables; Second, they allow access and con-

nections in the very limited space behind the charge collection plane so that active

xenon volume can be maximized; Third, they allow for complicated routing into the

cable conduits. On top of that, nEXO can borrow experience from EXO-200 when

building the low background vacuum feedthrough (demonstrated in Figure 3.11c) for

the flat cables.

(a) (b)

Figure 8.4: Background contributions (SS events only) to the ROI by detector com-
ponent (a) and material (b) in the inner 2000 kg of the nEXO detector. The arrows
indicate 90% C.L. upper limits while the circles indicate measured values with 1σ
uncertainties. The cables are expected to be the second largest contributors to back-
grounds. Figures are extracted from [19].
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(a)

(b)

Figure 8.5: (a) Projected sensitivity and discovery potential of the nEXO experi-
ment over time calculated based on the estimated background model. (b) 90% C.L.
exclusion sensitivity reach to the effective Majorana mass 〈mββ〉 as a function of the
lightest neutrino mass for normal (left) and inverted (right) neutrino mass hierarchy.
The width of the horizontal bands derive from the uncertainty in nuclear matrix el-
ements. The width of the inner dashed bands result from the unknown Majorana
phases. The outer solid lines incorporate the 90% CL errors of the 3-flavor neutrino
fit of Ref. [20]. Both figures are extracted from Ref. [17]

Besides the data transmission cables, a careful selection of other materials for

building the detector and a detailed evaluation their backgrounds was carried out in

order to achieve the projected sensitivity. Figure 8.4 demonstrates the background

budget grouped by detector component and material, from which we can observe

that the largest contributors to backgrounds in the ROI are radio-impurities in the

copper, primarily from the TPC vessel, while cables and field rings are the next largest

contributors. Given the measured and estimated background level, the sensitivity of

nEXO over time can be calculated, which is shown in Figure 8.5a. Figure 8.5b

demonstrates the exclusion sensitivity reach of nEXO to the effective Majorana mass

〈mββ〉 as a function of the lightest neutrino mass.
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8.3 Characterization of the Prototype High-speed

Cables for nEXO

The nEXO readout chain will consists of an Application-specific integrated circuit

(ASIC), copper microstrip transmission lines on a Kapton substrate, together with

warm and cold feedthroughs for the cables transitioning from the liquid xenon volume

to the cryostat insulation vacuum and from the vacuum to the external atmosphere.

A schematic picture of the interconnection design is shown in Figure 8.6. For each

interconnection channel, the ionization or scintillation signals are digitized by the

ASIC and transmitted through the Katpon cables wire bonded to the ASIC substrate,

and then be collected by the Low-voltage differential signaling (LVDS) receiver in the

end.

Figure 8.6: Design of the nEXO interconnection system consisting of an ASIC, Kapton
cables and a LVDS receiver.

A set of prototype cables designed at SLAC was fabricated and preliminary studies

of them were performed in the Wright Lab at Yale. Using microscope and the Time

Domain Reflectometry (TDR) described below, we found the manufacturing of the

transmission lines to meet nEXO requirements for tolerance and yield. No apparent

discontinuities or tapering of the transmission lines were observed (see Figure.8.7b).

In Figure 8.7a there are three channels of transmission cables with different

lengths. Each cable channel is a pair of coupled microstrip lines made of copper

that can transmit differential signals. A schematic picture of the cross section of the

coupled microstrip lines is shown in Figure 8.8. For the design in Figure 8.7, each

copper trace has thickness T = 1 mil and width W = 6.5 mil. The spacing between
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(a)

(b)

Figure 8.7: (a) The prototype cables designed at SLAC and tested at Yale. The
close-up picture on the right shows the details of the coupled microstrip lines on the
Kapton substrate. (b) Coupled transmission lines under microscope.

Figure 8.8: A cross-section view of a pair of coupled microstrip lines. Figure courtesy
of [21]

the two traces S = 11 mil and the Kapton substrate height H = 2 mil.

The TDR setup shown in Figure 8.9a consists of a pulse generator and receiver –

PicoScope 9211A, a printed circuit board (PCB) which connects the signal generator

to the cables. The PicoScope operates at a bandwidth of 12 GHz and has a rise time of

100 ps to 130 ps. Figure 8.9b demonstrates how a TDR measurement is performed. In

a TDR measurement, a differential signal is generated by the PicoScope through the

output channel 1 and 2 and split in to halves by the voltage dividers. Half of the pulse

is transmitted to the PicoScope receiver directly, while the other half is propagated

through the device under test. By analyzing the amplitude of the reflected pulse
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along the device, the nature of its impedance can be studied. If the device under

test is of a uniform impedance there will be no reflections, but if there are impedance

variations and mismatch, then we will be able to observe some signals reflected back

to the PicoScope. The impedance Z of the device can be derived from the expression

below:

Z = Z0
1 + ρ

1− ρ
(8.1)

where Z0 = 50 Ω is the characteristic impedance of the coaxial cable that connects

the PicoScope to the device under test, and ρ is the ratio between the reflected signal

and the incident signal.

(a)

(b)

Figure 8.9: (a) TDR setup in the Wright Lab at Yale. The system consists of a
PicoScope that is connected to a PCB through coaxial cables. The Kapton cables
under test are soldered to the PCB. (b) Demonstration of the working principle of
the TDR setup.

Each cable under test in Figure 8.9a is soldered to the circuit board, and there

is a termination resistor between each differential pair to prevent large voltage re-

flection. The result from the TDR measurement for one cable channel is shown in

Figure 8.10, which indicates each copper trace of the differential pair has a charac-

teristic impedance of 37 Ω. This impedance is also known as “odd impedance”, as

the two copper traces are driven with opposite polarity signals. The measured odd

impedance is in agreement with the theoretically calculated value of 39.2 Ω from

Ref. [21] for the given cable geometry.
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(a) (b)

Figure 8.10: TDR measurements of the cable’s impedance at room temperature (a)
and liquid nitrogen temperature (b). The start and end of the copper trace are
indicated in the plot.

The huge spikes in the impedance versus time curve in Figure 8.10 are caused by

impedance mismatch at the interconnection point between the copper traces and the

coaxial cables.

Based on the telegrapher’s equations [197], the expression for the characteristic

impedance of a generic transmission line shown in Figure 8.11 is Z =
√

R+jωL
G+jωC

, in

which R, L, C, G are series resistance, series inductance, shunt capacitance and shunt

conductance, respectively. In the limit G →0, Z can be written as Z = Zc(1 + 1
jωτ

)

using a first-order Taylor-series approximation, where Zc =
√

L
C

and τ = 2L
R

. In the

time domain, this indicates that the impedance of the transmission line in response

to a step input has a gradual rising slope:

Z(t) = Zc(1 +
t

τ
) (8.2)

By similar reasoning, if R→ 0, the shunt conductance G will generate a negative slope

with τ = −2C
G

. More details of the derivation of Eq. 8.2 can be found in Ref. [198]. In

our experimental setup, the resistive loss of the copper R ≈ 4 Ω/m is measured with a

multimeter, the shunt conductance between the two copper traces G ≈ 6× 10−4 S/m

is estimated from the loss tangent measurement [199], the inductance of the copper
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Figure 8.11: Schematic picture of the lumped-element circuit model for coupled trans-
mission lines driven by a differential signal. R, L, C, G are series resistance (Ω/m),
series inductance (H/m), shunt capacitance (F/m) and shunt conductance (S/m),
respectively.

trace L ≈ 2 × 10−7 H/m and the capacitance C ≈ 1 × 10−10 F/m are calculated by

the COMSOL finite element simulation. Therefore, the slope caused by resistive loss

R is 0.4 Ω/ns, while by shunt conductance G is -0.072 Ω/ns. Clearly the resistive

effect R dominates the total loss, which results in τ ≈ 100 ns in Eq. 8.2. Thus the

theoretical calculation is roughly consistent with the measured slope (0.5 Ω/ns).

Since the resistive loss of the microstrip transmission lines is smaller at lower tem-

perature, the slope of the impedance versus time curve is observed to be significantly

reduced when the TDR measurement is performed at liquid nitrogen temperature

(∼77 K), as shown in Figure 8.10b.

COMSOL simulations of impedance versus time curve in Figure 8.12a also indi-

cates a similar slope of 0.49 Ω/ns under the room tempearature setting, and is reduced

by a factor of ∼2 when the temperature is lowered to ∼77 K, which is consistent with

experimental observations.

Given the resistive loss measured and simulated at low-temperature, and assuming

perfect impedance matching in the interconnection system so that signal loss only

takes places as it transmits through the cable, it can be estimated that a cable lengths

up to 5 m is allowed if we want to ensure >95% of the signal can survive. This could

satisfy the need of nEXO, which only requires cables of length less than 2 m.

To characterize the signal transmission through the wire bonds that connect the
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(a) (b)

Figure 8.12: COMSOL simulations of the impedance versus time curve for a single
copper trace in the differential pair under room temperature (a) and liquid nitrogen
temperature (b).

cables to the ASIC substrate shown in Figure 8.6, we first formed some test wire bonds

of different lengths between copper traces on two PCB boards using the wire bonding

machine at Brookhaven National Laboratory (BNL). As shown in Figure 8.13, the

geometry of the wire bond can be visualized and measured accurately under the

microscope. Then we performed a TDR measurement on the wire bond connection

and the resulting odd impedance versus time curves are shown in Figure 8.14. Because

the wire bond’s inductance increases with its length, the effective impedance for the

longer wire bond is larger. Based on the measurement results, it is estimated that a

∼1 mm wire bond or shorter should be good enough to minimize impedance mismatch

and enable relatively smooth signal transmission. To make the interconnection more

robust and further reduce the total effective impedance, it will also be helpful to form

multiple wire bonds on each copper trace in the future.

From the TDR measurement shown in Figure 8.10, one can observe that the cables

designed at SLAC have much smaller odd impedance than coaxial cables (50 Ω).

Since the LVDS receiver in Figure 8.6 also has an odd impedance of 50 Ω (i.e., 100 Ω

total differential impedance), it is required that we redesign a set of cables that have

higher characteristic impedance to minimize impedance mismatch. The geometry of
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(a) (b)

Figure 8.13: (a) Wire bonds formed at BNL. Shown are copper traces on a PCB with
silver finish, connected through aluminum wire bonds with 25 µm in diameter. (b)
3D geometry of the wire bond observed with the laser microscope at BNL.

Figure 8.14: The impedance versus time curve for wire bonds of various lengths
measured from the TDR. The baseline (blue) in the plot indicates the impedance
of a continuous copper trace. As the length of the wire bond increases, its effective
impedance also grows.

the new coupled microstrip lines is listed in Table 8.2, and a picture of the new cables

manufactured by Qflex [22] using copper Kapton laminates from Taiflex [23] is shown

in Figure 8.15a. The TDR measurement result for the new cable is demonstrated in

Figure 8.15b, which indicates its characteristic odd impedance is the same as designed

(∼50 Ω) and will meet the requirements for the LVDS receiver. Moreover, the ICP-

MS radioassay analysis performed at Pacific Northwest National Laboratory (PNNL)

shows that after proper cleaning, this set of new cable we designed has ∼10 times
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Copper trace
length

Trace
thickness

Kapton sub-
strate height

Trace
width

Trace
spacing

Substrate
Dielectric

1 m 0.7 mil 2 mil 4.8 mil 11 mil 3.3

Table 8.2: Parameters of the newly designed set of cables, the cross section view of
the cable is shown in Figure 8.8

lower radioactivity in 232Th and 238U compared to the cables used in EXO-200 [200].

(a)
(b)

Figure 8.15: (a) A new set of cables designed to have characteristic impedance of
∼50 Ω and manufactured by Qflex [22] using copper Kapton laminates from Tai-
flex [23]. (b) TDR measureement performed on one of the new cable channels.

Finally, COMSOL simulations are carried out to account for possible impedance

mismatch as the cables transition from the LXe volume to the cryostat insulation

vacuum through the epoxy feedthrough. As shown in Figure 8.16, since the dielectric

constants of LXe (εr ∼ 1.9), epoxy (εr ∼ 4) and the cryostat vacuum (εr ∼ 1)

are different, the shunt capacitance between the copper traces varies in these three

media, and so does their characteristic impedance. Therefore the copper traces are

tapered in the simulation to minimize impedance mismatch at the interfaces between

the different materials. In particular, for the fraction of the cable inside the epoxy,

where the dielectric constant is relatively large compared to LXe, the increase in

capacitance between the copper traces can be counteracted by reducing the width of

each copper trace and increasing the spacing between the two traces. For the portion
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of cable inside the vacuum, on the other hand, the width of each copper trace needs

to be increased while the spacing between them should be decreased. Such a tapering

method ensures that the final channel width is almost unchanged, and we can have

the same number of cable channels on a given Kapton substrate before and after the

cables are tapered.

Figure 8.16: Geometry of the cable in the COMSOL simulation. As the dielectric
constants of LXe, the epoxy feedthrough and the cryostat vacuum vary, the copper
traces are tapered in the simulation (demonstrated by the close-ups in the figure) to
minimize impedance mismatch and optimize signal transmission.

Figure 8.17: COMSOL simulations of the impedance versus time curve as the cable
goes through epoxy. It shows that a ∼2 Ω of impedance mismatch exists (left) if the
cable geometries in the three media shown in Figure 8.16 are identical. This mismatch
can be eliminated after the cable is tapered (right).
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8.4 Summary

Above we have discussed the necessity of developing high-speed cables with low radio-

activity for signal transmission in the nEXO detector. Prototype cables have been

designed and manufactured and a number of their key features needed for nEXO have

been demonstrated by this work:

• The TDR measurement has proved the signal loss on the differential microstrip

lines to be sufficiently low.

• The design of the cable on a thin substrate has met the impedance requirements.

The measured and theoretically calculated impedance are consistent with each

other.

• The electrical connection between the cable and interface PCB board has low

loss.

• We have identified that the cables manufactured using Taiflex copper Kapton

laminates have more than an order of magnitude lower background than previ-

ously known laminates used in EXO-200.

The next steps for the interconnection development will be continued at BNL.

These include:

• Build radiopure cable-to-cable connections to facilitate cable fabrication and

detector assembly.

• Replace the current test interface boards made of epoxy with quartz boards

that have lower loss, and be able to form wire bonds between them and the flat

cables. Alternatives to wire bonds such as bump bonds, conductive epoxy, and

fuzz buttons will also be considered.
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• Determine the layout of cables in the detector and build prototype feedthroughs.

Finally we will need to demonstrate the full readout chain including the ASIC,

cables and feedthrough and optimize the bit-error-rate of the data transmission sys-

tem.
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Chapter 9

Conclusions and Future Work

In this work, we have presented results from an improved search for 0νββ of 136Xe.

The lower limit on the 0νββ half-life of 136Xe measured from the complete EXO-200

dataset is T1/2 > 3.5 × 1025 yr at 90% CL, and the combined Phase I and Phase II

sensitivities is 5.0 × 1025 yr. It is also worth noting that with a ∼200 kg detector,

EXO-200 has achieved similar sensitivity as the kton-scale liquid scintillator loaded

with ∼400 kg enriched xenon in the KamLAND-Zen experiment [201]. Among all the

efforts for analyzing the final data, the author of this thesis was the primary analyzer

responsible for various aspects of the energy calibration and resolution measurement.

Beyond this work, which improved the energy resolution through correcting the spa-

tial and time variation of the detector’s energy response to calibration sources, there

is some room for further improvement in the energy resolution. For one thing, the

lightmaps that we used in data processing and the denoising algorithm were con-

structed from 228Th source calibration data, which were subject to systematic and

statistical noise. Because the 228Th source could only be positioned at four locations

outside the TPC, the available data in the bulk LXe for constructing the lightmap

was not as sufficient as those near the anode and cathode. To avoid this issue, it

is proposed that for future experiments, we can inject radon into the bulk LXe and
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use its characteristic α peaks to construct the lightmap. Alternatively, if we can

build a more accurate lightmap through precise simulations of the transportation of

photons generated by light signals of given energies in the LXe detector, then the

reconstructed scintillation energy resolution is likely be further improved. As for the

charge channel, studies have shown that using a deep neural network (DNN) trained

on the raw waveforms collected by the U-wires for energy and position reconstruction

could improve the final resolution [24]. In principle, similar DNNs could be applied

on the light signals, and several attempts for building a DNN model to reconstruct

the light energy are described in Appendix B. Further work is needed to enable the

DNN approach to improve both the charge and light energy resolution.

We have also shown an absolute measurement of ionization and scintillation yields

and the W-value in LXe using γ-rays from 228Th (2615 keV), 226Ra (1764 keV) and

60Co (1332 keV and 1173 keV) calibration sources at a variety of electric fields. The

measurement benefits from the use of a large, single-phase TPC, for which the charge

response can be absolutely calibrated. This is the first simultaneous measurement of

absolute light and charge yields over the 1–2.5 MeV energy range, and the W-value

W = 11.5 ± 0.5(syst.) ± 0.1(stat.) eV derived from it deviates by ∼15% from the

value currently adopted by NEST. A number of systematic cross-checks have been

performed on these measurements, using the detailed understanding of the EXO-200

detector response developed throughout the operation of the experiment. This mea-

surement takes advantage of a large detector with a well-understood energy response,

which is based on a comprehensive detector Monte Carlo simulation. These results

provide new measurements of the absolute yields of charge and light in LXe at MeV

energies, extending previous measurements primarily performed with smaller R&D

systems at lower energies. The discrepancy observed between our measured W-value

and previous measurements could be attributed to the use of calibration sources of

different energies, the emission of IR photons in LXe that PMTs used in previous
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experiments were not sensitive to, and the fact that smaller detectors from the past

were subject to larger systematic errors. The measurements presented can also guide

simulations of the charge and light production in future 0νββ and rare event searches

employing LXe. Moreover, a semi-empirical model consistent with the energy res-

olution measured in EXO-200 data at a variety of electric fields is provided, based

on direct measurements of the relevant detector parameters, including recombination

fluctuations in the number of electrons and photons at various energies. This model

can account for the dominant sources of noise in the EXO-200 energy measurement,

and places constraints on the recombination efficiency of electron-ion pairs in LXe.

For future studies, absolute measurements of ionization and scintillation yields pro-

duced by α decays can be carried out using the 222Rn source injected into the LXe at

the end of EXO-200 run. The measured data can be used to further improve modeling

in the NEST software package. In addition, similar yield measurements for γ sources

with energies below 1 MeV need to be performed using LXe detectors similar to or

larger than EXO-200 in order to confirm the W-value of LXe at all energies.

The success of the EXO-200 experiment has paved the way to nEXO, the next

generation tonne-scale 0νββ experiment. In final chapter of the thesis, we have de-

scribed the development of high-bandwidth digital data transmission cables for the

nEXO detector. In the future, we will integrate these cables with the readout ASIC

and required vessel feedthroughs to ensure smooth signal transitioning from the liq-

uid xenon volume to the cryostat insulation vacuum and from the vacuum to the

external atmosphere. The prototype readout system for nEXO composed of flexible

cables and interconnecting circuits will be tested and optimized to minimize the sys-

tem’s bit-error-rate. While the interconnection system will be designed specifically

for nEXO, the demonstration of radiopure high-bandwidth cabling and interconnec-

tion techniques is relevant for many next-generation rare-event searches with large

channel counts and high-speed digital electronics.
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Appendix A

APD Gain Non-uniformity

Each APD channel consists of∼7 individual APDs ganged together in a single readout

channel [173], which are biased with a single voltage for the entire gang. The gain

non-uniformity among the APDs within a gang may cause variation in the measured

photon count for a given photopeak.

We make use of the lightmap described in Section 4.4, which provides an empirical

measurement of the PE number created in each APD channel given a scintillation

cluster’s 3D position, to determine this additional σNU in Eq. 7.6. The APD plane in

TPC1 (TPC2) is located at z = 204 mm (z = −204 mm). To select energy deposits

occurring near the APD plane, but within the fiducial volume of the detector, we

select clusters occurring at z = 182 ± 1 mm (z = −182 ± 1 mm), and record the

number of PEs collected by the APD closest to each event. For such events, a larger

number of photons are collected by the single APD in each readout gang closest to

the event position, which allows the estimation of the gain variation among the APDs

within the gang. During EXO-200 operations, five APD gangs could not be operated

due to hardware problems and were not considered in the measurement.

Figure A.1 shows the response of the closest APD gang to the cluster location as a

function of x-y position. Only x-y positions directly above the circular face of an APD
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Figure A.1: PE counts on each APD from a scintillation cluster right above it at z
= 182 mm for TPC1 (left) and z = -182 mm for TPC2 (right) measured using the
lightmap before solid angle correction. Five APD channels were disconnected due to
hardware problems during EXO-200 operations and are removed from the figure.
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Figure A.2: PE counts on each APD from a scintillation cluster right above it at
z = 182 mm for TPC1 (left) and z = -182 mm for TPC2 (right) measured using the
light map after solid angle correction. The gain non-uniformity is calculated using
the PE counts on the selected channels.
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Figure A.3: PE counts on each APD from a scintillation cluster right above it at
z = 50 mm for TPC1 (left) and z = -50 mm for TPC2 (right) measured using the
lightmap before solid angle correction.

are considered. As shown in Figure A.1, the center APD of each channel receives a

larger number of photons than the surrounding APDs for events directly above each

individual APD. This pattern results from the different solid angles subtended by the

entire gang closest to a given event and the selection cut that only the response of the

closest APD gang is shown. After correction for this solid angle dependence a more

homogeneous PE number distribution in seen in Figure A.2. This correction allows

more subtle features to be observed such as the larger response for events directly

below the center of each individual APD relative to events below an APD edge, and

the variation between the average response for APDs within a single gang.

The gain non-uniformity—namely the differences in gain at fixed bias for APDs

within the same channel—is measured by first calculating the variation among the

total PE number for the 7 component APDs and dividing by the mean number of PEs.

This non-uniformity is determined after the solid-angle correction for the amplitude

distribution shown in Figure A.2. The average APD gain non-uniformity is measured

to be 2.4%±1.1%, in which the error denotes the spread in the non-uniformity values

among the measurements on different gangs. Edge channels with APDs outside the

fiducial volume are not included in the average.

For events occurring very near the APD plane, the measured gain non-uniformity
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can have an impact on the rotated resolution that is non-negligible compared to

other terms. However, the non-uniformity has a substantially smaller effect on σ2
p

when the event is far away from the anode, as can be seen from Figure A.3, where

the PE counts on each APD from a scintillation cluster that is ∼150 mm from the

plane are shown. In this case, the uniform distribution of photons across each gang

due to the smaller solid angle variation with position and relatively larger amount of

reflected light smooths out the effects of gain non-uniformity within each gang. For

the source calibrations considered here, the sources were positioned near the cathode,

at maximal distance from each APD plane. After accounting for the uniformity of

the response on each gang seen in Figure A.3, the σNU term is estimated to be <0.2%

and can be neglected from the calculation of σ2
p for these results.
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Appendix B

Reconstruction of the Scintillation

Energy with the DNN

In Section 4.4.4, we described a denoising algorithm that was applied on the EXO-200

data to remove correlated APD noise and significantly improve the energy resolution

for the scintillation channel in Phase I. A proposed alternative approach to improve

the scintillation energy resolution is through applying deep neural networks (DNN)

to the scintillation data. As a matter of fact, a DNN model trained on MC simulated

U-wire waveforms has proved to be able to reconstruct the ionization energy from

experimental data with better resolution than using the conventional reconstruction

method [24], yet no such DNN model has been built for reconstructing the scintilla-

tion energy. In the past, attempts have been made to train the DNN on simulated

APD waveforms as well. The MC simulation of the light signals is performed by first

obtaining the light distribution among APDs for a given event based on the informa-

tion from the lightmap, and then generating a pulse with simulated noise component

added so that it resembles the real APD waveform. It turns out that the DNN model

trained on the MC APD waveforms could reconstruct the MC scintillation spectrum

with better energy resolution than the traditional method, but did not perform well
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in reconstructing real experimental data. One possible reason is that the light map

that the MC depends on has systematic differences relative to the data, or too high

of a noise level due to limited statistics in certain regions of the detector, and cannot

reproduce light signals with high accuracy.

In this section, we describe the effort to develop a data-driven DNN model for

reconstructing the scintillation energy, which does not rely on the accuracy of MC.

Two approaches were used in training the DNN model, the first approach used raw

waveforms from source calibration events with five well-known photopeak energies as

inputs for training the network, while in the second approach, an augmented dataset

is generated by simultaneously scaling the energy and waveform of the photopeak

events from the dataset used in the first method. The architecture of the DNN is

identical for both approaches, which will be described below.

B.1 Training data preparation

When training the DNN, the data is divided into three independent sets:

• A training set used to train multiple different DNNs.

• A validation set. The best DNN is selected based on its performance over the

validation set.

• A test set used for evaluating the performance of the selected DNN which pre-

vents the DNN from overfitting either the training set or the validation set.

B.1.1 Construction of Datasets with Photopeak Events

In the first trial of this DNN study, a training dataset is made directly from source

calibration data. Due to the anti-correlation between the charge and light energy

deposits, the scintillation spectrum of the calibration source is smeared, which makes
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it difficult to know the true scintillation energy of an event. However, in the energy

spectra of the four available radioactive sources, there are 5 characteristic photopeaks

that are easily recognizable: the 2615 keV peak of 228Th, the 1764 keV peak of 226Ra,

the 1332 keV and 1173 keV peak of 60Co, and the 662 keV peak of 137Cs. For each

calibration source, we first perform a 2D Gaussian fit to its charge vs. light energy

spectrum and then apply a 1σ cut near the best fit center value to select the photopeak

events. The true label for each of the selected events is one of the 5 photopeak energies

listed above.

The input data for the DNN consists of the raw waveforms of all 74 APD channels

with their baseline subtracted. Each waveform contains 350 samples which guarantees

that the entire scintillation signal is included in the frame. All APD waveforms from

an event are stacked vertically in the order of their assigned channel number to form

an image of 350 × 74 pixels. Examples of input images produced by a scintillation

cluster near the cathode with energy ∼2615 keV, and a scintillation cluster near

the anode with energy ∼2615 keV are shown in Figure B.1. We can qualitatively

understand how the energy and position information is encoded in the image: the

APDs located near the event location collect most of the scintillation light, and events

with larger energy generally produce waveforms with larger amplitudes.

Figure B.2 shows how the photopeak events are selected by setting a 2D cut

in the energy spectra of the four different calibration sources. Only SS events are

included in the training dataset. In order to minimize bias, data runs from different

positions taken during the whole Phase I run are combined to acquire a sufficiently

large training set, and a smoothing algorithm is applied to flatten its energy and

spatial distributions. Figure B.3 illustrates the energy distribution of all the selected

photopeak events in the input dataset. In total, there are ∼110000 events in the

training set and 14000 events in the validation set. In addition, a separate test set is

constructed to evaluate the trained model, which is shown in Section B.3.
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(a)

(b)

Figure B.1: (a) An input to the DNN (left panel), made from APD waveforms gener-
ated by a photopeak event with energy 2615 keV from the 228Th source. The vertical
axis indicates the APD channel number and the horizontal axis represents the time in
µs. The middle panel shows the baseline-subtracted waveforms of each APD channel
and the right panel is the sum waveform over all channels. (b) Waveform images
generated by a photopeak event with energy 1173 keV from the 60Co source.

B.1.2 Construction of Augmented Datasets

As will be shown in Section B.3, a training set consisting only of events with energy

equal to the five full-absorption peaks cannot provide enough information for the DNN

to reconstruct events from the full energy spectrum. Therefore, as a second attempt,

we augment the dataset in the previous section with events that have energies other

than the photopeaks by scaling the waveform amplitudes of the photopeak events.

This is carried out following three steps:

1. For each photopeak event in the dataset described in Section B.1.1, fit its wave-

form amplitude with the APD signal model, as shown in Figure B.4a.

169



Figure B.2: Selection of events at the full-absorption peaks from the four calibration
sources by applying a 2D cut in their charge versus light energy spectra.

(a) (b)

Figure B.3: Energy distribution of the training set (a) and a validation set (b) that
only contain photopeak events from calibration sources.

2. Scale the measured pulse amplitude above with the ratio between a given energy

we want to add to the dataset and the photopeak energy, then generate a pulse

with the scaled amplitude.

3. Add a simulated noise trace to the APD pulse generated above such that the

final waveform looks similar to a real waveform, then fill the scaled waveform
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data and its energy label into the dataset.

The energy of events in the final augmented dataset ranges from 500 keV to 3000 keV,

with an interval of 20 keV. Waveforms for events with energy between 500 keV and

880 keV are scaled from the 662 keV 137Cs source data; events with energy between

900 keV and 1220 keV are scaled from the 1173 keV 60Co data; events with energy

between 1240 keV and 1520 keV are scaled from the 1332 keV 60Co data; events with

energy between 1540 keV and 2160 keV are scaled from the 1764 keV 226Ra data;

events with energy between 2180 keV and 3000 keV are scaled from the 2615 keV

228Th data. The final energy and spatial distribution of the augmented training set is

shown in Figure B.6. The size of the validation and test set is ∼10% of the training

set, and are made separately from the training set.

(a) (b)

Figure B.4: (a) Example of the fit pulse (red) to a measured waveform (black) from
an APD channel generated by a 228Th photopeak event with energy 2615 keV. (b)
The red line represents the waveform generated on the same APD channel for an
event with energy 2800 keV by scaling the fitted pulse in (a) and adding a simulated
noise trace. The black line is the original measured waveform.

All the images in the training and validation sets are then fed into the DNN, and

the resulting best trained model is then evaluated on the test set.
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(a)

(b)

Figure B.5: (a) An input image to the DNN for an event with energy 2800 keV in
the augmented dataset (left panel), made by scaling the measured APD waveforms
generated by a 2615 keV event from the 228Th source (b). The vertical axis indicates
the APD channel number and the horizontal axis represents the time in µs. The
middle panel shows the baseline-subtracted waveforms of each APD channel and the
right panel is the sum waveform over all channels.

B.2 DNN Architecture

The architecture of the DNN for this study follows the one presented in Ref. [24] for

position reconstructions using scintillation data. An illustration of the structure of

the DNN is shown in Figure B.7. The event image fed into the DNN is made from

waveforms collected on 74 APD channels, with 350 samples in each waveform (see

Figure B.1), and the output layer has only one unit – the scintillation energy. The

first convolutional layer has 16 kernels of size 5 × 5 with a stride of 1 followed by a

maximum pooling layer of size 2×3. The second convolutional layer has 32 kernels of

size 5×5. Its stride size and the size of the following maximum pooling layer are also
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Figure B.6: Event energy and position distribution of the augmented training set.
The energy distribution of is designed to be uniform by scaling data from photopeak
events, while the spatial distribution is flattened but not perfectly uniform due to the
limited amount of photopeak events from various source locations.

identical to the first convolutional layer. In the following two convolutional layers,

the number of kernels with the same size is increased to 64 and 128 respectively with

max pooling layers of size 2×4 and 3×3 in between. After the last max pooling, the

layer is flattened into a one-dimensional array with 2048 units and then transformed

into fully connected layers with size 1024, 256 and finally 1 in the output layer.

Figure B.7: Architecture of the DNN for the scintillation energy reconstruction. It
consists of four convolutional layers followed by three fully connected layers and a
final output layer with dimension 1. Figure adapted from Ref. [24]
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The training of the DNN involves the minimization the loss function L = C+λ·R,

where C is the mean square deviation of the predicted and true energy, and R is the

regularization term. The expression for C is:

C =
1

m

m∑
j=1

(yj − ŷj)2 (B.1)

in which m is the size of the mini-batch, yj and ŷj are the true energy and the

predicted energy of event j, respectively. The regularization parameter λ defines the

contribution of the regularization term R to the loss L, and its value is tuned to

optimize the training performance on the validation dataset. The regularization term

is written as [24]:

R =
1

N

Lr∑
l

Nl∑
i

(w
[l]
[i])

2 (B.2)

where N is the number of weights in the entire network, Lr is the number of lay-

ers, Nl the number of weights in the lth layer, and w
[l]
[i] is the weight vector i of the

lth layer. The presence of the regularization term prevents the model from overfit-

ting the input training set. The DNN is set up and trained using the TensorFlow

framework [202], where the optimizer we use in the training is the Adaptive Moment

Estimation algorithm, also know as Adam [203].

B.3 Evaluation of the Trained DNN

The accuracy of the DNN models trained using the two methods described in Sec-

tion B.1.2 are evaluated using separate sets of test data. The energy resolution of

the 228Th spectrum reconstructed by the DNN model is then compared to that re-

constructed by the conventional EXO-200 analysis method.
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B.3.1 Test of the DNN Model Trained on Photopeak Events

Only

We first evaluate the DNN Model trained on the dataset made of events with five

discrete energies only. The value of the loss function as a function of the training

epoch is shown in Figure B.8. During each epoch the entire training dataset is passed

through the DNN once. After training the network for∼7000 epochs, the loss function

no longer improves, which can be attributed to the limited amount of events in the

training data set, as well as the difficulty of learning light signals that are subject to

position-dependent attenuation.

Figure B.8: Training and validation loss versus training epochs. Both the training
and validation sets are made from photopeak events only.

Figure B.9 shows the results of evaluating the DNN model on two different test

datasets – the first made from events with five photopeak energies, and the second

made from a 228Th source run in which only events near the 2615 keV photopeak are

used. The green distributions correspond to the true scintillation energy spectrum

as determined by the conventional EXO-200 reconstruction method whereas the blue

distributions represent the predicted spectrum by the DNN.

We can observe that with events of only five energies present in the training set, the

DNN can already predict a scintillation energy spectrum that is roughly in agreement

with the one reconstructed by the traditional method. However, due to the limited
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(a) (b)

Figure B.9: Evaluation of the trained DNN model on an independent set of test
data (a) and a 228Th source run with all events near its 2615 keV peak (b). The true
scintillation energy spectrum determined by the conventional EXO-200 reconstruc-
tion and the predicted spectrum by the DNN are represented by the green and blue
distributions, respectively.

amount of events and energy labels, the energy resolution of the scintillation spectrum

reconstructed by the DNN model is 3% worse than the resolution reconstructed by

the standard EXO-200 method.

B.3.2 Test of the DNN Model Trained on the Augmented

Dataset

We next evaluate the DNN Model trained on the augmented dataset made from events

with energy between 500 keV and 3000 keV. The loss function as a function of the

training epoch is shown in Figure B.10. After training the network for ∼7000 epochs,

the loss function no longer improves.

Figure B.11 shows the results of evaluating the DNN model on a test set with

uniform energy distribution and another independent 228Th source run. The green

distributions correspond to the true scintillation energy spectrum as determined by

the conventional EXO-200 reconstruction method and the blue distributions represent

the predicted spectrum by the DNN.

The result above shows that the energy resolution of the scintillation spectrum
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Figure B.10: Training and validation loss versus training epochs. Both the train-
ing and validation sets are augmented datasets made from scaling the energy and
waveforms of the photopeak events.

(a) (b)

Figure B.11: Evaluation of the trained DNN model on an independent set of test
data with uniform energy distribution (a) and a 228Th source run with energy beyond
500 keV (b). The true scintillation energy spectrum determined by the conventional
EXO-200 reconstruction and the predicted spectrum by the DNN are represented by
the green and blue distributions, respectively.

reconstructed by the DNN model trained on the augmented dataset is still 3% worse

than the resolution reconstructed by the standard EXO-200 method, which may be

attributed to the limited amount of events and the systematic error of the simulated

waveforms in the augmented training and validation sets.
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B.4 Next Steps

The above study shows that using data events from a few photopeaks with known

energies for building a training set can not provide enough information for the DNN

to reconstruct the full scintillation energy spectrum with good resolution, nor is the

method of scaling waveforms of these photopeak events able to reproduce real light

signals with high accuracy. In addition, we can not generate a training set with

perfectly uniform position distribution using the two approaches above due to the

limited amount of photopeak events from experimental data. On the other hand,

the traditional MC simulation of APD waveforms depends on the lightmap that may

have high level of noise or systematic differences from real data and thus is incapable

of generating a training set representative enough of real scintillation data either.

A proposed new method for augmenting training sets is through using the gen-

erative adversarial network (GAN), which is expected to generate artificial images

that look like authentic images. A GAN is based on two networks – a generative and

a discriminative network. The discriminator is initially trained on a known dataset,

which serves to distinguishes artificial images produced by the generator from real

images, whereas the generator produces artificial images from random input and is

trained until it can successfully fool the discriminator. If the GAN is able to generate

scintillation signals on all APDs with the expected energy and position dependency

in EXO-200, it will provide a fast way to generate a great many training events and

produce a more representative dataset for use in the DNN-based scintillation energy

reconstruction.
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pairing fluctuation effects on neutrinoless double beta decay nuclear matrix

elements. Phys. Rev. Lett., 111:142501, Sep 2013.
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