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Signal-to-pump back action and self-oscillation in double-pump Josephson parametric amplifier
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We present the theory of a Josephson parametric amplifier employing two-pump sources. Our calculations
are based on input-output theory, and can easily be generalized to any coupled system involving parametric
interactions. We analyze the operation of the device, taking into account the feedback introduced by the
reaction of the signal and noise on the pump power, and in this framework, compute the response functions of
interest—signal and idler gains, internal gain of the amplifier, and self-oscillation signal amplitude. To account
for this back action between signal and pump, we adopt a mean-field approach and self-consistently explore the
boundary between amplification and self-oscillation. The coincidence of bifurcation and self-oscillation thresh-
olds reveals that the origin of coherent emission of the amplifier lies in the multiwave mixing of the noise
components. Incorporation of the back action leads the system to exhibit hysteresis, dependent on parameters
such as temperature and detuning from resonance. Our analysis also shows that the resonance condition itself
changes in the presence of back action and this can be understood in terms of the change in plasma frequency
of the junction. The potential of the double-pump amplifier for quantum-limited measurements and as a

squeezer is also discussed.

DOLI: 10.1103/PhysRevB.79.184301

I. INTRODUCTION

Recent advances in nanoelectromechanical systems
(NEMS),'= superconducting qubits,* and optical communi-
cation technology>® have renewed interest in the field of
quantum-limited amplification and encouraged scientists
working in these areas to design systems which can operate
at the quantum limit. The seminal work of Caves’ set the
minimum noise added by a phase-preserving amplifier at half
a photon referred to the input channel. The same work
showed, however, that phase-sensitive amplifiers are not sub-
mitted to this limitation and can amplify one of the quadra-
tures noiselessly at the expense of deamplification of the
conjugate quadrature. Parametric amplifiers where a strong
pump wave at frequency w), causes simultaneous generation
of signal and idler photons at frequencies wg and w; respec-
tively, are particularly promising candidates to reach the
quantum limit. These may employ either a second-order non-
linear interaction with w,=wg+ o, or a third-order interaction
with 2w,=wg+ w,;. Various schemes based on quantum opti-
cal parametric amplifiers®~!?> operating at subquantum noise
limits have been tested successfully.

Low noise amplifiers in the RF and microwave domains
have seen a growing demand from applications in astropar-
ticle physics'>!* and quantum information processing'’ in-
volving microwave investigation of solid-state qubits. Para-
metric amplifiers based on Josephson tunnel junctions (JTJ)
are a front runner for such applications as JTJs are the only
known nondissipative and nonlinear circuit elements, operat-
ing at radio frequencies, and arbitrarily low temperatures.
Experimental efforts'®2! have engineered the nonlinearity of
JTJ and utilized it to perform challenging measurements
such as nondemolition readout of superconducting qubits.??

A typical parametric amplification process is depicted in
Fig. 1. The amplifier can be visualized as a black box where
an incoming signal (AY) is reflected into a larger signal (A3")
due to energy transfer from the pump drive to the signal.
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Similarly the idler port, empty of incoming waves, gives rise
to a spontaneously emitted signal. The interaction between
the signal and pump waves can be understood as a coupling
between the internal coordinates of the amplifier representing
the signal/idler (X) and pump (Y) modes, respectively. Under
the stiff pump approximation, the internal coordinate Y is
considered to be completely enslaved to the pump amplitude
Ap. As the noise at the input grows, one eventually enters the
soft pump regime where the pump coordinate Y has its dy-
namics partly determined by X. This interaction between the
pump and the signal leads to a reciprocal effect of the signal
on the pump—referred to as “back action” in the following
text. As a result of this back action, the outgoing pump wave
(A%") suffers depletion, which is the counterpart of amplifi-
cation of the signal and idler waves. We have analyzed the
soft pump regime and the effect of two-way coupling be-
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FIG. 1. Scattering representation of a parametric amplifier with
its signal, idler, and pump ports as well as its internal coordinates X
and Y. The bidirectional coupling between the internal coordinate at
signal frequency (X) and that oscillating at the pump frequency (Y)
is shown using the curved arrows. This coupling leads, in one di-
rection (left arrow) to amplification of the outgoing wave signal
while in the other direction (right arrow) to depletion of the outgo-
ing pump wave. It may be noted that this process also leads to a
deterministic signal of finite amplitude at the idler port as the pump
also populates the outgoing idler wave along with the signal, even if
there is no idler input.
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FIG. 2. (Color online) Characteristic frequencies of a double-
pump amplifier (DPA). The upper and lower axes represent the
frequencies at the input-output port. Diagonal dashed arrows repre-
sent the parametric coupling between various frequency compo-
nents. The shade of the gradient in the middle band is a schematic
representation of the oscillator bandwidth 2I'. The resonant fre-
quency of the oscillator is w,. The pump frequencies are denoted by
o and ,, respectively, and their average w, defines the band cen-
ter. The reduced detuning of w, from w, is Q=(wy—w,)/I". The
generic frequency of the signal and that of the corresponding idler
are denoted by wg and w;=2w,— wy, respectively. The reduced de-
tuning of the signal (idler) from w, is A=(wg—w,)/I" (-A for the
idler). The reduced detunings () and A are not indicated to scale and
have been exaggerated for clarity.

tween signal/idler and pump channels in a detailed manner
for a parametric amplifier using a single tunnel junction by
using a model employing two-pump sources. Interestingly,
the use of dual-pump scheme simplifies the dynamics of this
nonlinear coupled system significantly, a reasonable trade-off
at the cost of a second generator. The absence of this crucial
simplification makes a similar soft pump analysis for con-
ventional single pump devices unwieldy.*®

The quantum optics community is well acquainted with
the use of dual pumps in parametric amplification.?>>> The
Josephson dual-pump amplifier (DPA), besides providing an
efficient theoretical tool for studying various aspects of the
dynamics of the amplification process, also offers practical
advantages such as greater bandwidth,?® tunable band center,
and additional degrees of design freedom. In Secs. II-V, we
provide a theoretical study of this novel Josephson “paramp”
and also explore the boundary between amplification and
delicate effects such as self-oscillation.

In a regular degenerate paramp the signal is located
within a cavity linewidth of the pump frequency which is not
favorable for the observation of fragile effects like self-
oscillation. With a double-pump scheme, the pump frequen-
cies lie toward outer edges of the band of amplification, lead-
ing to better separation of the pump and the signal
frequencies (Fig. 2). This provides a zero background for
detection of a small signal such as self-oscillation which
would have been otherwise challenging due to the large
background of the pump. The use of dual pumping further
helps in the realization of a symmetric phase boundary for
bifurcation. This should be contrasted with a single pump
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device such as the Josephson bifurcation amplifier (JBA),!”
where the phase boundary is canted due to a first-order tran-
sition between dynamical states of the junction near thresh-
old (cf. Appendix A). As a consequence, unlike the JBA,
there is no inherent frustration between the thresholds for
self-oscillation and parametric gain in the double-pump am-
plifier discussed here. It is this symmetry, unique to the DPA,
that proves extremely valuable for the simplification of equa-
tions governing the dynamics of the system near bifurcation.
We deal with this issue in greater detail in Sec. III B.

This paper is organized as follows: we first derive the
basic equations governing the dynamics of the DPA in Sec. II
showing the presence of various couplings existing in the
system. Then in Sec. III, we calculate the various response
functions of the system for a stiff pump. In particular, we
study the response of the system to noise and demonstrate
the proficiency of the amplifier for achieving the quantum-
limited noise temperature in Sec. III A. This is followed by a
derivation of the steady-state response of the system (Sec.
III B) where we show that the system exhibits self-oscillation
beyond the bifurcation threshold. Also, we describe the use
of the DPA as an efficient squeezer in Sec. III C. In the
second part of the paper, we present a complete solution of
the problem, accounting for the depletion of the pump due to
back action. We rederive the signal and self-oscillation am-
plitudes in the presence of back action in Sec. IV, using a
mean-field approach. In Sec. V, we arrive at explicit expres-
sions quantifying the magnitude of back action in terms of
system variables. Using the derived value of back action we
plot the corrected values of various response functions of the
system. Finally we discuss the implications of our results and
offer future perspectives in Sec. VL.

I1. BASIC MODEL OF THE DPA

A circuit realization of the DPA is depicted in Fig. 3. It
consists of a nonlinear LC oscillator pumped by two RF
currents denoted by IRFl(t) and Isz(t). The nonlinear induc-
tance of the circuit is provided by a Josephson tunnel junc-
tion which can be modeled as a linear inductance L Jzzﬁlo in

series with a current-dependent inductance JL;=\L J%. Here
0

we neglect higher order nonlinear terms since, for simplicity,
the amplifier is operated in the weakly nonlinear regime.
Note that our treatment can be applied to more general os-
cillating Josephson circuit by simply renormalizing the value
of \ [for instance in the cavity bifurcation amplifier (CBA)
(Ref. 18) or even an array of Josephson junctions inside a
cavity?"].

Equating the currents at the node and expressing them in
terms of the node flux ®, we get the following equation of
motion. It is the equation for a nonlinear, damped driven
Duffing oscillator. Note that we have expanded the sine func-
tion in JTJ current to third order for obtaining this equation.

oal

1
= E[IRFI COS(wlt) + IRFZ COS(wzt) + IN(I)] (1)

<15+2F<15+w§<b[1+)\(

The source terms on the right are the drive currents—/gp ,
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FIG. 3. Top panel: Josephson nonlinear oscillator pumped
with two current sources IR, and Igr,- The Josephson element,
denoted by a cross symbol, is used for its nonlinear inductance
[8L,=(L,/6)(L31)/(i/2¢)>+O(I?)] which performs coherent mul-
tiwave mixing. Bottom panel represents full schematic of the DPA.
The current /g corresponds to the input signal while I represents
the noise current due to the resistance R, modeling the internal
resistances of current sources. The symbol ® is the node flux asso-
ciated with the Josephson element.

IRk, contributed by two pumps and the “noise current” Iy,
whose presence is imposed by the fluctuation-dissipation
theorem. The damping constant I'=1/2RC and ﬁ: natural
frequency of oscillation of the circuit is wy=1/VL;C. Here A
denotes the nonlinearity coefficient, whose value is —1/6 in
the case of Josephson junction (cf. Fig. 3). Also, the pump
frequencies w; and w, are separated from w, by several line-
widths T

To solve the above equation, we will use the formalism of
input-output theory (IOT) (Ref. 27) where the electrical volt-
age and current signals at the level of resistance are treated
as fields and are decomposed into incoming and outgoing
traveling waves (cf. Fig. 4) propagating along a transmission
line.

The equations relating the voltage and current at any
given position of the line to the wave amplitude (A) of the
wave propagating along the line are given by (cf. Appendix
B),

A" (1)
AV (1)

Jz A ()

AT () At gy = V@ +JZ1(,)

FIG. 4. (Color online) Traveling wave representation of circuit
of Fig. 3. The resistance R is replaced with a transmission line of
characteristic impedance Z.=R and the voltages and currents are
treated as particular linear combinations of incoming and outgoing
wave amplitudes.

waves
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V(e) = V0 + V' (e); (0 = 1"(0) = I°"(0), )

‘/in/out:\,/Z_CAin/oul; Iin/out: LAin/out' (3)

VZ,
Here the wave amplitude A has dimensions of (Watt)!’2. We
will invoke this technique to solve our final system of equa-
tions. Note that, as discussed in the Appendix B, a fully
quantum-mechanical treatment of input and output fields can
be done although in the present semiclassical description the
quantum noise is characterized using an effective tempera-
ture at the input.
Returning to the main Eq. (1), we rewrite it as

. o2 o olre Ik, .
¢+ 2T o+ wpe(l + A7) — )= = — 0y = 4Tv"(1),
0 0

(4)

. . . . 27P
where we have introduced a dimensionless variable ¢= e

IR .

The symbol v‘“=q,:TT represents the quantum noise field
driving the oscillator in the propagating mode picture. We
assume a solution of the form

o= f X[wlexp(- twf)dw + {E exp(- iwgt) +Y exp(—1w1)

—o0

+Z exp(—1w,t) + c.c.}, (5)

where E is a phasor corresponding to internal coordinate of

amplifier oscillating at frequency w,(= 222 This describes
the possible self-oscillation amplitude of the system. The
symbols Y and Z are phasors corresponding to the pumps at
frequencies w; and w,, respectively. Note that here we treat
the generic signal (at frequency wg) as a Dirac-delta compo-
nent X[ wg]=x58(w— wg) +x38(w+ wg) in the noise amplitude
X[w]. For further use, we introduce the “noise back action
factor” II as

I1= foc f“ dodoX[ w,]X[w,]0(w, + 0, - 20,)
(6)

Note that IT is dimensionless like ¢ and unlike X[ w] which
has dimensions of time.
Substituting Eq. (5) in Eq. (4), using the definition

f(r) = f doflw]exp(- )

and performing harmonic balance (for frequencies wg, oy,
w;, and w,) leads to the following system of coupled equa-
tions for X, Y, Z, I1, and =
(- 05— 2T g+ wp) X[ ws] + XX[- 0,]YZ = 4T 0" ws],
(7

(— w? = 2T w; + w)) X[ w,] + xX[- 05]YZ = 4Tv " w,],
(8)

184301-3



KAMAL, MARBLESTONE, AND DEVORET

(-t 2T, + )Y + x[1Z" + )2(_'2Z =1, 9)

(- w2 - 21Fw2 + wO)Z+ XY™ + )Z(HZY =f,, (10)

(- w§—2il—‘wg+wé)E+XE*[wg]YZ=O, (11)

with x=\wj, f12= wOI, . Also note that X[ w,] is the com-
ponent of input noise at the idler frequency w;=(w;+ w,
—w S) .

As evident from the Eq. (6), the back action factor II
involves the mixing of signal and idler waves, realized
through the nonlinearity of the system. It captures the effect
of the reaction due to signal idler coupling on the pumps and
eventually leads to pump depletion. Hence, it serves to make
the coupling between pumps and signals symmetric in the
sense that as the signal grows due to transfer of energy from
pump into signal channel, it leads to a reduction in the pump
amplitudes [as can be seen from Egs. (9) and (10)] and this
depleted pump then acts on the signal. The delta function in
frequency in the expression for II is included to enforce
harmonic balance [cf. Egs. (9) and (10)].

In deriving the above set of equations we have ignored the
2w, components and higher harmonics under the rotating
wave approximation (RWA). Also note that we have ne-
glected additional terms of the type |X|*+|Y|>+|Z]? in each of
the above equations as their effect on dynamics is a simple
“renormalization” of the plasma frequency (it will be seen
later in Sec. III B that w, is actually a function of self-
oscillation amplitude = and noise back action factor IT). We
have also dropped the terms of the form such as ITX*[wg],
denoting explicit coupling between different back action
terms exclusive of the pump, as we will restrict our analysis
to the perturbative limit where such terms are much smaller
in magnitude. Under the above scheme of approximations,
the system of nonlinear coupled Egs. (6)—(11) form the basic
framework of the problem to be solved.

Pump amplitudes: Signature of back action

We solve Egs. (9) and (10) simultaneously, in the high-Q
limit (I’ < wy), to obtain

YZ=flf2|:—1+'y<H+%Ez):|, (12)

where = 27\/[(1+‘”‘)(1+‘”2)] and f,——/[(l —)|1-—|]
are dimensionless constants of the problem As is ev1dent
from the above equation, the correction to the pump ampli-
tudes due to back action (IT and Z?) depends mainly on the
nonlinearity parameter \.

Equation (12) gives the magnitude of the product YZ in-
stead of individual pump amplitudes. It is convenient to for-
mulate the drive strength in this manner as it is the product
of two-pump amplitudes which enters the equations of mo-
tion of signal and idler [cf. Egs. (7) and (8)]. Also, it should
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be noted that as we work in the perturbative limit or weak
nonlinearity, we have included terms only up to the linear
order in \ in deriving the above equation.

II1. STIFF PUMP APPROXIMATION
A. Signal and idler response

Under the stiff pump approximation we ignore the effect
of the back action terms y(H+%EZ) in Eq. (12). Thus, the
pump amplitudes are simply given by YZ=—fL]72. This ap-
proximation will be further validated when we explicitly cal-
culate the self-oscillation signal in subsequent sections. Us-
ing this value of drive amplitudes in Egs. (7) and (8) and
requesting @~ w, (under RWA), the signal and idler equa-
tions yield

(Q-A- i)X[wS]_FX[_ w)= (wio)vi“[ws], (13)

(Q+A-)X[w] - FX[- wg] = (a%o)vi“[w,]. (14)

A=
the ghost frequency w,. In this scheme of measuring the
frequencies from the band—center w,, the idler corresponds to
a detuning —A from the ghost frequency. In the following
expressions, we switch to the convention where X[+ w|]
=X[|w|] and X[-|w|]=X*[|w|] in order to avoid confusion
between negative frequencies and negative reduced signal
detuning. Also introduced is the reduced pump detuning )

= m“;w‘e, and the effective pump power,

—~ 2\ IRFIIRFZ (15)
Twy, I

(for w1=3/4wy, wy,=5/4w;). On solving the two equations
simultaneously, we get

X(A) = (l) (Q+A+ l)v‘“(A) +Fv‘*in(_ A)
Q-A-1)(Q+A+1) -

- (fo)[mmvm(m +BAR™=A)],  (16)

(Q-A+0)0™(=A) + Fo'"(A)
Q+A-0D)(Q-A+1)-F?

-
o

- (w%))[A(— A)p™(= A) + B(= A)p*™(A)]. (17)

A plot of the |[A(A)|? (cis-gain) and |B(A)|? (trans-gain), as a
function of detuning from the ghost frequency, is shown in
Figs. 5(a) and 5(b) for different pump powers F. This shows
that the maximum gain is realized at zero detuning (at ghost
frequency) and not at the natural frequency of the system w
in presence of the drive. Internal gain profile at the signal
frequency exhibits a frequency-pulling effect which comes
into play as the drive is increased from zero. This leads to a
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FIG. 5. (Color online) (a) Signal-to-signal response of the inter-
nal coordinate to the incoming signal (internal cisgain of the DPA)
and (b) signal-to-idler response of the internal coordinate to the
incoming signal (internal zransgain of the DPA) plotted for reduced
pump detuning =2 as a function of reduced signal detuning A.
The values A=2 and A=0 correspond to wg=wy and wg=w,, re-
spectively. The two spectra diverge in a similar fashion as the sys-
tem is driven to the bifurcation threshold power Fjp.

progressive shift of the spectrum toward w, with increase in
drive power and leads to maximum parametric gain at the
bifurcation threshold. Note that the frans-gain does not “see”
the natural frequency w, and maximal amplification occurs
only at the ghost frequency for all drive powers.

The coefficients A(A) and B(A) crucially decide the gain
and noise performance of the amplifier. This follows from
the relation between the input and the output fields of the
amplifier

V"] = - 1wg[w] - v"[w]

which leads to

éout[ws] eiar 0 O gias
&out[_ wS] 0 e—iar* e—ias* 0
dout[wl] 0 e—ias e—iar 0
Aout| . .
a [_ wl] etas* 0 () ezar*
dm[ws]
@loos (18)
a [wl]
A"~ o]
1-02+ A%+ F?) - 210
po oI ATHI 20 (19)
(Q=A-0)(Q+A+1)-F
- AF
5= — (19b)
[(Q-A-1)(Q+A+1)-F?
1
a= arg[ - - . (19¢)
Q=-A-D)Q+A+1)-F

Here r=-2i1A—1 and s=-2/B have been calculated using
Egs. (16) and (17). Also introduced are the respective field
operators for the input and the output ports of the line 4™°!t
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FIG. 6. (Color) Upper panels show gain profiles for signal (|r|?)
and interconversion (|s|?) gains while lower panels show cis- (JA|?)
and trans- (|B|?) gains as a function of reduced drive strength F and
signal detuning A. Here the value (=5, which is the upper limit of
the frequency range in Fig. 5, was used to display the salient fea-
tures clearly. The plots for |r|> and |s|* are symmetric about the
ghost frequency corresponding to A=0. The internal transgain of
the amplifier also exhibits this symmetry. However, the cisgain is
asymmetric since it knows about the relative positions of wj and w,.

(cf. Appendix B). It can be verified that the resulting scatter-
ing matrix is symplectic in nature, i.e., 'SJS=J (Ref. 28)
where

=)
S O O =
oS O
S = O O

-1

and has a unit determinant. The property of symplecticity
ensures the absence of any extraneous degrees of freedom,
and hence no missing information  (information
preservation)—a condition necessary for quantum-limited
detection.?>3* Moreover, |r|*~|s|>=1. Thus we can write

i [ws] = \VGa"[ws] + VG - 14"~ w]] (20)

when wg and w; are very close and phase factors can be
ignored. Here G=|r|? is the power gain of the amplifier. A
relation of the form shown in Eq. (20) is typical of an am-
plifier operating at the quantum limit. The internal mode
fluctuations of the amplifier are the vacuum fluctuations at
the idler port, which are the source of noise added by the
amplifier. The efficiency of their conversion to signal fre-
quency at the output port is indicated by the interconversion
gain (or |s|?). Figure 6 shows the profile of the signal and
interconversion gains on a two-dimensional color plot, as a
function of drive power and detuning. For the sake of com-
parison, plots for cis- and transgains are also shown. The
maximum signal and interconversion gain profiles are sym-
metric and indicate maximum gain for both positive (signal)
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and negative (idler) values of detuning at the ghost frequency
and the bifurcation threshold.

Further, we can calculate the output noise spectrum from
Eq. (20) as

ﬁwsszzt[(ﬂs] = ﬁwSGSLHa[Q)S] + ﬁ(!)s(G - l)S;':l[a)I]

where S represent the input-output photon number
spectral densities. This gives the added noise as Ey"
=hog(G-1)S" w;] with 5= tcoth(3%) (cf. Appendix B).
When referring back to the input, we obtain the noise tem-

out

) E
perature of the amplifier, TN=]<BLG’ as

h(x)s

Ty=—>
N7 kg

(21)
for G>1 and T—0. Thus, like a single pump paramp, the
DPA adds half a photon at the signal frequency and ap-
proaches arbitrarily close to quantum-limited behavior when
operated at kzgT<fhw.

B. Steady-state calculation

Self-oscillation is defined as the response of the system in
the absence of any input. To compute this for the DPA, we
use Eq. (12), under the stiff pump approximation (ignoring
the noise back action factor II). We need to reinstate the =
term in F for this calculation as the coupling between = and
F is responsible for development of a self-oscillation ampli-
tude in the system. Thus a strictly stiff pump, like that used
for derivation of noise spectra in Sec. III A, cannot lead to
spontaneous emission of finite amplitude. The inclusion of
back action to some zeroth order, i.e., due to self-oscillation
itself and not due to noise, is crucial for the prediction of this
effect.

From Eq. (11), we have

(Q—i)E+E*F<— 1 +§EZ> =0. (22)

Writing the equation for complex conjugate =" and eliminat-
ing E* from both the equations in favor of =, we get a cubic
equation in |Z|%.

1
(Q*+1-F)|E+QyF|E[* + Z)/ZF2|E|6=0. (23)

On factoring out the zero solution |Z|> and ignoring the
imaginary solution, we get the solution for self-oscillation
amplitude as

N
- 10| +VF* -1
||+—\) o

|E|2=z(
vF

A plot of Eq. (24) [cf. Figs. 7(a) and 7(b)] shows that beyond
the threshold power Fp, the system develops a finite ampli-
tude of self-oscillation. This phenomena are reminiscent of
lasing although here the frequency of self-oscillation is im-
posed by a combination of the frequencies of the two pumps.
This also justifies our simplifying assumption of ignoring the
back action due to E while calculating signal and idler gains,
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FIG. 7. (Color online) Self-oscillation amplitude as a function of
drive F and reduced pump detuning ). Panel (a) represents cuts of
the surface shown in panel (b). Note that self-oscillation develops
only beyond a bifurcation threshold Fp which has a parabolalike
dependence on the reduced pump detuning. The lowest bifurcation
value Fp=1 is found at zero pump detuning (i.e., w,=w) and de-
fines the minimum/critical bifurcation power F..

as we see that before bifurcation threshold this approxima-
tion is exact.

The phase diagram of the DPA [cf. Fig. 8(a)] depicting the
locus of bifurcation follows from Eq. (24). Since Fy
=VQ’+1, we see that the phase diagram is symmetric about
0 =0. Also, the minimum pump power required to make the
system self-oscillating (F,) is unity, which is realized when
system is pumped at resonance (w;+ w,=2w,). This scenario
may be contrasted with the phase diagram of the Josephson
bifurcation amplifier (JBA) which employs a single pump
source [cf. Fig. 8(b)]. The phase diagram of the JBA shows
an inherent skewness, which is absent in the DPA. Moreover,
the optimal bias point for self-oscillations does not coincide
with the optimal point of operation ensuring maximum para-
metric amplification. For the DPA, by contrast, the two
points coincide at the global minimum of the F-Q) plane.
Appendix A contains a detailed discussion of the JBA phase
diagram. Calculation of explicit transition probabilities be-
tween the two stable states resulting in amplification near
bifurcation for single pump systems can be found in Ref. 31.

2
: 2 (7]
B+
- P F
LL.L) ****************** ——————— N B
Lo Qe Q. g0 - i
g ; Ed I
»—1_1 : 2-2 |
; |
. 19¢
2 83 2 -1 0 1 2 3 4_5 4 3 2 A 0
Q Q
(a) (b)

FIG. 8. (Color online) (a) Phase diagram of the DPA in absence
of noise at the input port. Self-oscillation occurs above the solid
line. The vertical dashed line represents the condition for optimal
parametric pumping. In this diagram, the bifurcation value Fjp is a
single-valued function of Q. (b) Corresponding phase diagram of
the Josephson bifurcation amplifier, showing the bifurcation curves
for upper (blue) and lower (pink) bifurcation points. Here, there
exists a critical detuning Q=13 below which the system does not
exhibit bifurcation. Below (), the bifurcation power is a double-
valued function of ). The curved dashed line corresponds to the
location of maximum oscillation amplitude. See Fig. 18 (Appendix
A) for the behavior of oscillation signal as a function of drive
strength in the JBA.
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FIG. 9. (Color online) Integrated noise power gain and self-
oscillation amplitude, for the case of stiff pump with 2=1.0, as a
function of reduced pump power. The pump frequencies were w;
=3/4wy and w,=5/4w,, giving y=0.1.

It is useful to plot the linear response of the amplifier to
wide band noise and classical self-oscillation together, as in
Fig. 9. The integrated noise power gain is calculated as

P(])vut 1 r 5

pr=or ), [Mo]*d(w). (25)
Figure 9 shows an important result: the threshold power for
self-oscillation coincides with the power corresponding to
maximum of the integrated noise spectrum. This strongly
suggests that the origin of self-oscillation of the system is a
result of coherent multiwave mixing of correlated noise com-
ponents, which grow around the effective pump frequency
w, with an increase in the drive. These noise correlations,
resulting from parametric interactions, grow stronger as we
drive the system near bifurcation threshold and ultimately
lead the system to self-oscillate. Thus, beyond bifurcation
threshold, there is an additional channel coinciding with the
effective pump frequency w, in which the system leaks en-

ergy.

C. Squeezing

One of the most attractive applications of parametric am-
plifiers is the generation of squeezed states of electromag-
netic signals.?>33 A squeezed field is one with phase-sensitive
quantum fluctuations, which are amplified in one quadrature
and deamplified in the other below the quantum vacuum
floor. They exhibit strong nonclassical effects which find ap-
plications in optical communication systems, interferometry-
based gravitational wave detection® and quantum
cryptography.® Squeezing using Josephson parametric de-
vices has already been realized in four-wave mixing
configurations*¢—3° using single pump. Here we will show the
identification of squeezing produced by the two-pump
scheme.

The basic idea is to exploit the correlation between the
generated signal and idler photons. The output field of the
oscillator is first mixed with a signal at ghost frequency.*’
Then, the homodyne spectrum at the output of the mixer can
exhibit subquantum noise level for a suitably chosen phase
difference (6) between the original drive and beat signal.
Using the standard quantum optics procedure, the mixing
operation in frequency domain can be written as
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FIG. 10. (Color) Squeezing action of the DPA. (Upper panel)
Deamplified and amplified quadrature power gain for different drive
strengths, as a function of reduced signal detuning, with )=1.
Maximum squeezing corresponds to the bifurcation threshold
(F=Fpg in Fig. 9), obtained for both peak noise power and onset of
self-oscillation. (Lower panel) Squeezing fraction=1- \/z increases
from 0 (no squeezing) at zero drive to its maximum value 1 (perfect
squeezing) at ()-dependent bifurcation threshold. Beyond the
threshold, squeezing decreases.

A™X(A) = exp(— 10)a®™(A) + exp(10)a® (- A).  (26)

It can be confirmed that the above relation is identical to that
obtained for the output field operator of a two-mode
squeezed vacuum state, under the identification G(=|r|?)
=cosh’t in Eq. (20).*' Using the expressions for a°,

coupled with the commutation relations (cf. Appendix B),
({a"(A),a"™(A")}) = S, 8(A = A"),

where S, is the spectral density of quantum noise level, we
get

S;naix — Saa{|A0m(A)|2 + |Bout(A)|2 + |A0ut(_ A)|2 + |B0ut(_ A)|2
+2 Re[exp(2:6) (A" (A)B*"(— A)
+A%(= A)B*™(A)) ]} (27)

Here A®'=-2i1A—1 and B°‘“;—2iB with A and B defined by
Eqgs. (16) and (17). Thus, S;;* is reduced below S, for a
particular value of ¢ and shows a maximum for the orthogo-
nal quadrature. The squeezing spectra for the amplified and
deamplified quadratures are shown in Fig. 10.

It can be seen that maximum squeezing is attained at zero
detuning (w=wg) and the bifurcation threshold correspond-
ing to a given (). It may be noted that perfect squeezing at
bifurcation is obtained as a result of our stiff pump analysis.
The more sophisticated soft pump analysis would predict a
squeezing fraction less than 100% even at the bifurcation.

IV. SOFT PUMP: INCLUSION OF BACK ACTION
CORRECTIONS

To incorporate the effect of back action on the dynamics,
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we use the full expression given in Eq. (12) for the pump
amplitudes to calculate the response functions of interest. We
adopt a mean-field approach in this calculation. Various lev-
els of coupling in the system, manifest in Egs. (7)—(11), ne-
cessitate such a self-consistent analysis of the problem at
hand. To make a reasonable start, we pick up one of the
strings of this self-consistent loop—signal and idler ampli-

PHYSICAL REVIEW B 79, 184301 (2009)

tudes, and calculate them treating I as a parameter of the
problem to be evaluated later.

A. Corrections to signal and idler amplitudes

Using the same method as in Sec. III—this time using the
full expression of pump amplitudes from Eq. (12)—we solve
for signal and idler amplitudes and obtain

g

%)[K(ws)vi“[ws] + E(ws)vin[— w,]],

(28a)

Xlw= (wio)

where A and B are the corresponding coefficients for a soft
pump, analogous to those in Egs. (16) and (17). It is conve-
nient, both in terms of notation and analysis, to define a back
action corrected drive power, Fyy, given by

1_,
Fgpa=F|1-v H+5z .

Note that Fg,, unlike F, is complex and depends self-
consistently on X[ w] through an integral (IT).
As before, we calculate the signal and interconversion

(29)

gains using v*"[w]=—1wX[w]-v"[w] in terms of this new
drive strength. The resulting scattering matrix S, defined by
a®[w]=Sa"[w] is again symplectic despite the complex na-
ture of Fga. This shows that the basic tenet of information
preservation requested during an amplification process is ful-
filled even in the presence of back action. The scattering
matrix of the amplifier is evaluated to be

o 0 0 olardg
0 et a0
5= 0 e—i(a+5)s e—iar 0 ’
ollard) g+ 0 0 o

with

1 - Q%+ A2+ |Fga|*]-21Q
e [ : | BA|.] l (30a)
[(Q=A-)(Q+A+1) - |Fpal

) J ) <wi) (Ao + Blao™[- wgl].

0
(28b)
|
= : _ZZFBA : (30b)
[(Q-A-)(Q+A+1) - |Fpal
1
a=arg - - (30c)
(Q—A—l)(Q+A+1)—|FBA|2:|

S=arg[Fgal. (30d)

As before (cf. Sec. Il A), |r|*~|s|*=1. Note that the expres-
sions in Eq. (30) reduce to those of Eq. (19) when Fy=F.
The presence of the additional phase factor &, which is a
function of pump detuning (), can be understood by noting
that IT is a complex quantity in general.

B. Corrections to steady-state signal

We recalculate the steady-state response (i.e., zero input
response) of the system, using the back action corrected
drive strength. Eq. (11) gives

. 1
(Q—I)E+XE*F{—1+7(H+EEZ)]=O. (31)

On solving this equation, as in Sec. III B, we get the self-
oscillation amplitude as

E

It is instructive to see that Eq. (32) reduces to Eq. (24), in
absence of back action i.e., Fgp+—>F.

-0 + \/|FBA|2_ 1)

F (32)
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V. CALCULATION OF THE NOISE BACK ACTION
FACTOR I1

We will use the results derived in Sec. IV A to calculate
the noise back action factor I1. Using Egs. (28a) and (28b) in
Eq. (6), under mean field,

I1= <f°° da)afoc dwpX[ w, X[ wp]dw, + w), — Za)g)>

2 2 o ) _ ]
= (Zo) <f_x da)afw1 dop{Alow, v w,]

+ Blo, o™ w, = 20, JHATwp " @,]

+ Blw, o™ w), — 20,180, + 0, —2w,) ).
Exploiting the fact that (V"[w,]- V" [w,])=S, [0,

+w,) (cf. Appendix B) and recalling that v'"= <I>:1TT’ only two
terms out of the above four survive giving

1= ( 4ar ) f dwa{g[wa]g[wb] +E[wa]g[wb]}svv[wa].

Dy, —o
(33)
Using
5 hw
Zho, ho 25 7 kT
Suv[wa] =———| coth +1 _
4 2UsT 2
in Eq. (33), we obtain
= ®efff d(A)P(QLALF), (34a)
with
kT
Ocir=—— 34b
eff Ej ( )
2(Q +1)F,
POLAF) = (@ +0Fga
[(Q-A+)(Q+A-1)-F5,]
1
X 5 - . (34¢c)
[(Q-A-)(Q+A+1)-Fg,]
Here we have used E,:%, A= 7 =R, T=51z.

To evaluate IT in Eq. (34a), we use the method of resi-
dues. We find that the denominator of P has four poles in the
complex plane of reduced frequency A at (—1+ VQ>—F3,)
and corresponding complex conjugates—giving one pole in
each quadrant (Fig. 11). To respect causality we need to take
into account, at any given drive power, only the contribution
of the poles in the upper half complex plane. We evaluate the
residue at each of the relevant poles and sum them up to get
the value of complex-valued integral in Eq. (34a) and obtain
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FIG. 11. (Color online) Poles of the noise back action factor I1
in the complex plane of reduced signal frequency A. They move as
the drive strength is changed. The poles in panel (a) before the
bifurcation threshold move toward the imaginary axis. In panel (b),
they hit the imaginary axis as Fgp takes the value (). As Fpy is
further increased, in panel (c), they move along imaginary axis in
two opposite directions. Finally, in panel (d), one pair of poles hits
the real axis as Fg, attains the bifurcation threshold.

Q+)F
W(ZA For< 241
1-Fgo+Q?
II=
Q+1)F ——
( l) BA Fpp = \,Qz+1.

7T i
(— 1+ Fpp—Q)Fp, — Q2
(35)

The expressions for IT are continuous at the bifurcation
threshold but have different slopes and qualitative depen-
dence on Fg,. This indicates that the response functions cal-
culated using II, though continuous may not be symmetric
across threshold power as in the case of stiff pump. Also
introduced is a new parameter,

7=y O, (36)

which occurs as a prefactor of II in various gain coefficients
and incorporates the effect of both nonlinearity (yoc\) and
effective temperature of the input (@< T). This serves to
restrict the parameter space of the problem and can be iden-
tified as a kind of back action index. Henceforth, we will
define the system parameters in terms of 7.

As evident from Eq. (35), I depends on Fy,, which itself
depends on II. Such a relation is a natural consequence of a
mean-field approach. Also, it should be noted that as the
poles depend on this corrected value of drive power. We need
to fully appreciate the three-way coupling reflected by Eqgs.
(29), (32), and (35) before embarking on a solution. Both the
complexity and strength of the following analysis lies in the
self-consistent treatment encompassing all the three players
of the game. In these three equations, we identify Fg, as a
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8 Eq. (35)
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FIG. 12. (Color online) Schematic displaying the structure of
the set of Egs. (29), (32), and (35). The drive strength F, self-
oscillation amplitude B and noise back action factor 11, all involve
back action corrected pump strength Fg, and are interdependent.

convenient “slave” parameter (Fig. 12) and solve the system
of equations parametrically.

It may be noted that the self-oscillation term is especially
important once the bifurcation threshold is reached and
needs to be incorporated to get the correct value of back
action on drive strength. However in the expressions for sig-
nal and interconversion gains—|r|?> and |s|*> [Eq. (30)]-only
terms such as |Fga|* appear. Due to this, only the real and
absolute values of IT and =2 are important. Exploiting this
fact, we have used the expression obtained for the self-
oscillation signal as obtained in Eq. (32), to account for the
back action of self-oscillation signal on drive strength [Z?
term in Eq. (29)].

In Fig. 13, we show parametric plots of both the inte-
grated noise power gain and self-oscillation amplitude of the
system, obtained after incorporating the effect of back action.

The response functions clearly show that the system ex-
hibits “hysteresis” as indicated by the reentrant gain curves:
gain is a multiple valued function of the control parameter
(drive strength here). Another consequence of the incorpora-

30

Maximum Signal Gain ;‘
Integrated Noise Power
- - - Steady State Signal |

/b

20,

o E)
P
10)

FIG. 13. (Color online) Maximum signal gain (dotted curve),
integrated noise power gain (solid curve), self-oscillation compo-
nent (dotted-dashed curve) as a function of reduced pump power for
0=0.5 and =3 1073 (values corresponding to A=1/6 and O
=3%). The dashed curves show the respective stiff pump responses.
Back action manifests itself through a pronounced reentrant behav-
ior and a shift of the bifurcation threshold to higher powers. The
inset shows the noise back action factor I as a function of F evalu-
ated for the same system parameters. The slope represents the im-
pedance seen looking into the pump port. This impedance acquires
power dependence as bifurcation threshold is approached.
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FIG. 14. (Color online) Integrated noise power gain in dB (solid
curve) and self-oscillation (dotted-dashed curve) responses, at ()
=0.5, for different values of temperature (a) 7=10"3 (b) =3
X 1073 and (c) 7=1072. The noise back action factor scales linearly
with temperature of the noise at the input and hence its effect be-
comes more pronounced at higher temperatures. Curves above re-
flect this through a higher fold over and increase in threshold power
with temperature. The dashed curves representing the behavior of
respective stiff pump response functions are included for
comparison.

tion of back action is the reduction in the effective drive
power which shifts the threshold power corresponding to the
maximum noise gain, as well as the onset of self-oscillation,
to higher values. Thus, the behavior of system in the pres-
ence of back action is markedly different from that obtained
in the stiff pump approximation (Fig. 9).

We now study the effect of various system parameters on
the back action induced corrections. An increase in effective
temperature is seen to cause a greater back action correction.
This is depicted in the noise gain and self-oscillation gain
curves plotted in Fig. 14 for different values of parameter 7,
which varies linearly with effective temperature of the input
port kzT/E; [cf. Eq. (36)].

Another parameter of interest in the problem is the re-
duced pump detuning (. It is seen that back action pushes
the bifurcation threshold powers to higher values as () is
increased or as we move away from the resonant frequency
wy. Besides an increase in threshold power, the extent of fold
over of gain curves as a function of drive strength also varies
as we vary Q (Fig. 15). This is depicted in Fig. 16. An
important ramification of this effect is that Q=0(w,=w,)
does not correspond to resonance any longer, as in the case
of stiff pump. This is a consequence of the fact that the
resonant frequency of the system w, (defined as 1/VL,C))
itself changes in the presence of a drive, due to back action.
This indicates that for some || =0.03, the system simulates
stiff pump behavior and the corresponding wy=w,+ QI cor-

n= 1073 \ NO HYSTERESIS
FQ=-003" T

[Q=-05 "

FIG. 15. (Color online) Variation in hysteresis due to back ac-
tion in integrated noise power gain as a function of pump frequency.
The direction of back bending of the response curves reverses as we
move from negative to positive detuning.
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FIG. 16. (Color) This plot shows the dependence of system
response on pump detuning () in the presence of back action for
7=1073. Back action manifests itself in the form of hysteresis
whose range increases as we move away from a renormalized reso-
nant frequency of the oscillator, whose value corresponds here to
y=-0.03. This value, at which hysteresis disappears, is offset
from the stiff pump lowest bifurcation value {1=0.0. As in Fig. 14,
the dashed curves representing the respective stiff pump behavior
are included for comparison.

responds to a corrected resonance frequency. Thus, by tuning
Q) close to the new resonance, hysteresis can be eliminated.
However, to realize maximum parametric gain at optimal
powers and relieve the system of hysteresis we need to tune
both the parameters F and () to ensure the operation of the
amplifier near the optimal point in the phase space.

This can be further affirmed by looking at the phase dia-
gram of the system. The locus of points showing the new
bifurcation thresholds as a function of () determine the new
phase boundary (Fig. 17). We note a shift of the phase
boundary on incorporation of back action which causes the
minimum of the phase-transition curve to move away from

1.20 no10?
n=3x103"
1.5 —n = 0 (Stiff pump)
FIFp1.101:

1.05

1.00 3\\ threshold
04 02 00 02 04
Q

FIG. 17. (Color online) Phase diagram for the DPA with back
action correction, for different values of effective temperature O .
At each temperature, the curves corresponding to the two branches
of noise back action factor II are plotted parametrically [cf. Eq.
(35)]. The region between the two curves corresponds to the hys-
teresis of the system. The intersection of the two curves marks the
locus of second-order phase-transition points (dashed line). The bi-
furcation threshold is seen to shift upward to higher pump strengths
and toward higher values of ) with temperature.
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Q=0 (Fig. 8) toward negative frequency axis. This occur-
rence can be attributed to the decrease in resonance fre-
quency w, with an increase in amplitude of oscillation due to
higher drive strength [cf. Eq. (A3) for the typical form of
dependence]. This causes the effective detuning Q=(w,
—w,)/I" assume a nonzero negative value in the presence of
noise. The above shift also explains the switch between the
two branches of the bifurcation loci shown in Fig. 17 for a
given 7. The system traces the upper (thin) curve showing a
decrease in oscillation with drive, until the point it traverses
through the minimum where it become unstable and switches
to the other branch of high amplitude oscillation (thin portion
of the other curve) where the resonance condition can be
better met.

Another important result highlighted by the phase dia-
gram is the necessity of biasing the system near resonance. A
comparison with the curves plotted in Fig. 14 shows that the
system is much more robust to back action if biased near the
relevant frequency (new w, corresponding to the shift in ).
For instance, O, ;=0.1 corresponded to a large shift in
threshold power for bifurcation ~20% [cf. Fig. 14(c)] while
the corresponding curve in Fig. 17 shows a shift of 5%—10%
in bifurcation threshold, if biased near new resonance.

It may be noted that for higher values of () (=1), the
frustration in the system increases further and the resultant
corrections arising due to back action approach order unity
leading to anomalous behavior. Hence the underlying as-
sumptions of perturbative treatment of back action demands
that we restrict ourselves to cases where the system is
pumped sufficiently close to plasma frequency of the junc-
tion (Jwy—w,|<1).

VI. CONCLUSIONS AND PERSPECTIVES

We performed a first-principles analysis of a Josephson
parametric amplifier involving two RF energy sources and
calculated the reciprocal effect of pump amplitude on signal
and idler gains in a self-consistent manner. The analysis was
based on a mean-field approach of the intrinsic couplings
between various components of the frequency spectrum, es-
pecially near bifurcation threshold. In particular, the effect of
back action on integrated noise power gain and self-
oscillation amplitude response of the system were investi-
gated.

Starting with the equations derived in Sec. II, response
functions for the DPA were calculated in Sec. III for a stiff
pump. Following analysis in Sec. III A showed that the DPA
can indeed achieve quantum-limited noise temperature. The
DPA also exhibited squeezing with fluctuations in one of the
two quadratures squeezed below the quantum limit (cf. Sec.
III C). Maximum squeezing was found at the bifurcation
threshold for a given pump detuning from resonance, as ex-
pected. Then in Sec. IV, corrections to signal, idler and self-
oscillation signal gains were calculated, in the presence of
full back action, yielding our main results as set of coupled
equations [Egs. (29), (32), and (35)] involving three interde-
pendent response functions of the system =, IT and signal,
and idler amplitudes.

The significance of the inclusion of back action is mani-
fested even at the stiff pump level, as seen in Sec. III B for

184301-11



KAMAL, MARBLESTONE, AND DEVORET

the calculation of self-oscillation amplitude. It was shown
that the inclusion of back action to zeroth order (i.e., back
action due to self-oscillation signal only) is imperative to get
steady-state response of the system. These results are rel-
evant for the amplifier designs based on three-wave mixing
with  superconducting quantum interference devices
(SQUIDs) as the inherent flux-based coupling mechanism
impels a self-consistent treatment of pumps while calculating
signal gains. We believe that the recent experimental results
showing a spontaneous emission, reported for a flux-driven
Josephson parametric amplifier,”! can be well explained by
doing a similar treatment. Another important feature that
emerged out of this restricted analysis, with a stiff pump, was
the coincidence of maximum-gain and bifurcation threshold.
This harmony is contingent to symmetric bifurcation bound-
ary obtained for the DPA.

A self-consistent treatment of back action led us to ob-
serve hysteresis in the system, as a function of drive strength.
The magnitude of hysteresis increases as the detuning of the
ghost frequency w, from resonance and effective tempera-
ture at the input port of the oscillator are increased. However,
the feature of coincidence of maximum parametric gain and
self-oscillation thresholds is preserved (as in the case of a
stiff pump). An important conclusion of our work is the shift
of the resonant frequency of the system itself. This can be
clearly deduced from the shift of the phase boundary of the
system, which shifts to higher drive strengths and higher
resonant frequencies with increase in back action. This indi-
cates that adjusting the effective pump frequency w, near
this “new” resonance is crucial for making the system less
susceptible to back action induced hysteresis and realizes
bifurcation at optimal pump strengths. Future experiments
with devices employing the bifurcation of Josephson junc-
tion should take this effect into account. Also, the fact that
DPA shows quantum-limited behavior in the limit of large
gains can be exploited to build a traveling wave amplifier
using a cascaded chain of single stage amplifiers, with the
effective noise temperature of each stage reduced to at least
the cooling chamber of the next stage.

To summarize, we have developed a minimal model in-
clusive of all the various components required to understand
the dynamics of microwave parametric amplifiers based on
purely dispersive elements such as Josephson tunnel junc-
tions, both away from and near the bifurcation threshold. The
power and usefulness of this analysis lies in its generality
which makes the techniques developed for the analysis of the
DPA readily applicable to a host of systems operating either
as three-wave or four-wave mixing devices.

ACKNOWLEDGMENTS

The authors wish to thank E. Akkermans, M. 1. Dykman,
S. M. Girvin, B. Huard, V. Manucharyan, R. J. Schoelkopf,
and A. D. Stone for useful discussions. A.K. is particularly
indebted to R. Vijay for generously sharing all the details of
his thesis work. The careful reading of the manuscript by Y.
Nakamura and T. Yamamoto was very helpful for correcting
several typos and is gratefully acknowledged. This work was
supported by NSA through ARO Grant No. W911NF-05-01-

PHYSICAL REVIEW B 79, 184301 (2009)

0365, the Keck foundation, Agence Nationale pour la Re-
cherche under the Grant No. ANRO7-CEXC-003 and the
NSF through Grant No. DMR-032-5580. M.H.D. acknowl-
edges partial support from College de France.

APPENDIX A: PHASE DIAGRAM FOR THE JOSEPHSON
BIFURCATION AMPLIFIER

The equation of a damped RF-driven JTJ with a single
pump, as in the model for the Josephson bifurcation ampli-
fier, can be written as

d2
dr

d 27D \2|
<D+2FE(I>+w(2)<D{1—)\< o H=§cos(wt),
0
(A1)

1 1
where A=1/6, F_ZRC’ and wy= L As before, we assume a
harmonic solution to the above equation

(A2)

E(t) — %(Ee_iwt+ E*eﬂ'wt),

which on performing harmonic balance and making the ro-
tating wave approximation with 8(=wy—w), I' < w,, leads to

HE=/,

. We can write the above equation as

[— wf + 26wy + 2wl + wi(1 - X|E

with y=2* and f=w}

Iﬂ:
Iy

[(5—awO|E|2)+iF]E:L, (A3)
2(1)0

where a=% is the anharmonicity parameter (variation in

resonant frequency with energy). Its value is 1/8E; for the
quadratic+quartic potential resulting from the expansion of

the Josephson cosine potential,
oy, = (1 -alE]?) + O[|E[*]. (A4)

Note that in the “Transmon” limit,** this equation can be
written as

Wiy = wo (1 - afiwyy).
Using wg;= \EWJEC/?L, we recover the useful result
W= wy =Edh. (A5)
We can further reduce the equation for by introducing

s Bl
_8 poawlER
r r

2 2
I
e fa o ()
4(1)0 1™ 4(F/w0) IO
Using the above parameters, Eq. (A3) assumes the form
[(Q-E)+1]E=F. (A7)

For comparison, the corresponding state equation for the

DPA is shown below [cf. Eq. (23)]
[4(Q%+1-F?) +4QOFE + F*E*]E=0. (A8)

where E=9|E|>. A plot of the steady-state behavior of the
JBA is shown in Fig. 18. The analogous plot showing the
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FIG. 18. (Color online) Comparison between the steady-state
oscillation amplitude of the DPA (left panel) and the JBA (right
panel), at the ghost and pump frequency respectively, in absence of
noise. In both the case, these frequencies correspond to the average
of the signal and the idler frequencies. Unlike the DPA, JBA dis-
plays a steady-state oscillatory signal as soon as the pump is turned
on. Note that the dimensionless pump power F is related to the
physical pump strength by different numerical factors in the two
systems [see Egs. (15) and (A6)].

steady-state response of the DPA (as obtained in Sec. III B)
is also displayed for comparison in the same figure. The plot
for the DPA shows that before the bifurcation threshold,
there is no response unlike the JBA. Also, note that there is
no hysteresis in the DPA unlike the JBA, for which there is a
lower and an upper bifurcation threshold. Thus the nature of
transition between dynamical states at bifurcation is mark-
edly different for the two systems.

For fixed F the reduced detuning () can be obtained as a
function of the reduced energy E,

(A9)

Therefore (for real values of detuning ()), we demand E,,
=F. We can find the location of the bifurcation for a given F
by requesting %:0. Differentiating Eq. (A7), we get a con-
dition for the extremum points.

dO2E(Q -E)]+dE[-2E(Q-E)+ 1+ (Q-E)?*]=0.
(A10)
This shows that there exists a critical detuning and drive
such that E as a function of B and () has a triple real root.
This is the location of bifurcation in E-{) plane. This can be
found by locating the extremum of Eq. (A7) by using the

above condition as a function of E and requesting that they
coincide. This gives us an equation for E,

3E?-4EQ+1+0%=0,
with two roots, whose values are given by
—_—
. 20+ V407 -3(1+0%) 20+ V0*-3
- 3 - 3

(A11)

Figure 19 shows the plot of the two bifurcation branches for
E as a function of (). They are degenerate for the critical
values
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FIG. 19. (Color online) Phase diagram of the JBA in E-Q) plane,
showing the bifurcation curves (dotted blue), the curve correspond-
ing to the most efficient parametric amplification (solid green with
dashed portion indicating the bifurcation regime), and the asymp-
tote to upper bifurcation level (dotted-dashed, red). Note that the
Q) =2F line does not intersect the bifurcation curve at the lowest
value of detuning Q= V3 marking the commencement of bifurcation
regime.

= 2 8
O.=\3, E, 7 F, 3\6' (A12)
In semiclassical terms, this critical point corresponds to the
drive being such that the average energy leads to a detuning
comparable to the linewidth.
We reconsider Eq. (A1), but now include a weak “signal
term” in addition to the pump,

d d
ﬁX+ ZFEX+ 03X(1 = xX?) = f cos(wyt) + & cos(wyt),

(A13)
with £ <f. We find a solution of the form
X(1) =E(1) + 6X(1),

where  8X(1)=x cos[(w,+w,,)t+ ¢, ]+ sin[(w;—w,)t+ d, ],
0, =0~ w;<wy 6X(1) <E(r). Under the above approxima-
tions, we can write the equation for 6X as

2

d d
ﬁ5X+ ZFE 8X + w0X — 3xwidX[E(1) ] = € cos(wyt),

42 d 2 2
70X+ 20— X+ @ dX = 3xwdX
=12 =2 Diwjt
= =ce d +c.C.
y P 2| N . } =g cos(wy), (A14)

where in the second step, we have used Eq. (A2). Introduc-
ing

3 p— Ll
= wo(l - ZX|:|2) = wy(1 -2a|EP) # w,,

we obtain
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FIG. 20. Top panel shows a damped LC oscillator driven by an
RF current source. Bottom panel shows the equivalent circuit in
which the current source and its internal resistance have been re-
placed by a semi-infinite transmission line (input-output analog).
The two cases are equivalent from the point of view of the LC
oscillator if we make the identification Z=R and A™=RI,/2.

d* d
%5)( + 2FE5X + wl, 6X Wl [2|e]sinwy + ¢)]

X 85X = € cos(wyt). (A15)

This is just the equation for a parametric amplifier. There-
fore, the line )=2F denotes the location of the optimal drive
frequency for maximum parametric amplification. Note that
it is not the same line as the zero-phase shift drive frequency
(Q=E, the upper asymptote of the bistability line), nor the
line passing through the location of the critical point ({)
:%E), nor the lower asymptote of the bistability line (Q
=3E). In the DPA, the optimal drive frequency for maximum
parametric amplification remains (=0 below threshold.

The above bifurcation behavior is quite generic in nonlin-
ear oscillators. The theory of these systems is fairly well
developed and a detailed exposition of these ideas can be
found in Ref. 43.

APPENDIX B: INPUT-OUTPUT THEORY

Input-output theory is a particular model of scattering
theory (S-matrix theory) which applies to a system coupled
to a heat bath. It is well documented in the literature but we
include a brief description here for the help of the readers
and consistency of notation. For the analysis via IOT, the
resistance (R) of a circuit is replaced with a transmission line
of characteristic impedance Z.(=R) and the voltage and the
current along the line are expressed in terms of superposition
of incoming and outgoing waves (Fig. 20). The waves rep-
resent either a signal launched on the line to drive the oscil-
lator (pumps and signal) or the thermal/quantum fluctuations
in the line (e.g., Nyquist noise of the resistor). The power of
this semiclassical technique, apart from its calculational ad-
vantage, lies in the provision of simple physical insights into
the link between the noise sources and dissipation. The volt-
ages (V) and currents (1) are expressed in terms of incoming
and outgoing field amplitudes (A) are expressed as

PHYSICAL REVIEW B 79, 184301 (2009)

V(z,t) = \'Z.[A"“t(z,t) +AMz,0)],

Iet) = %[Aout(z,t) — A1), B1)

(&

It is straightforward to obtain constitutive relations linking
input, output and internal fields of the amplifier by imposing
the appropriate boundary conditions at the termination of the
line (z=0),

V(1) = V(1) + VOe); 1) =10 - I°(),

where we have used the relation ViVOU=yZ AlVout apg fivout

Ain/oul
VZ. "
It is useful to define the quantities a w] as

\/ ﬁTwa[a)] =Alw],

where A[w]:% [dtA(t)exp(iwt). This leads us to a natural
generalization to quantum regime as the normalized field
amplitude a plays the role of bosonic field operator as de-

fined for a harmonic oscillator. It obeys the following well-

known field theoretical commutation relation:**

(B2)

(B3)

[a"w],d"[w']]=sgn[w](w+ o). (B4)

The fluctuations of field creation and annihilation operators
are characterized by the corresponding noise spectrum in
thermal equilibrium,

({a"w].d" o' 7= Selwldo+ o),

1 1 1 fi|w|
S dol= oy .t |=zcoth— . (B5)
exp(m) -1 2 2 2kgT

The quantity ﬁwS;‘; denotes the total energy per mode and

ho - ..

reduces to =~ in the limit of zero temperature (vacuum fluc-
tuations) and the classical limit of kz7T in the limit of high
temperature. Equations (B4) and (B5) are valid over the en-
tire frequency range, including the negative frequencies. We
can return to the conventional description restricted to only
positive frequencies by the identification

a[- w] — d'[w].

The preceding equations lead us to define the ordered spec-
tral density

(A[w]ﬁ[m’]):%[coth( o )+ 1]6(a)+w’). (B6)

2kyT

Thus, we can easily write the fluctuations of the voltage
across the resistor,

VolV[o']) = Z{:w|:coth< ;Z:)T) + 1:| o+ w'),
(B7)

which follows from Viveut=\Z Aivout Equation (B7) is used
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in Sec. V while calculating the noise back action factor II.
The validity of this crossover to quantum description lies

in the fact that in case of parametric interaction, the differ-

ence between the classical and quantum evolution vanishes

PHYSICAL REVIEW B 79, 184301 (2009)

when the number of photons in the line is large or the cou-
pling of the system to reservoir is weak.*> We can then re-
gard the quantum fluctuations to be driven by classical ran-
dom fields, obeying classical equations of motion.
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