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2019

Controllable quantum systems that are shielded at the Hamiltonian level from the ran-
dom fluctuations of their environments could provide a valuable resource for quantum
information science. While these “protected qubits” promise unprecedentedly low error
rates, this might come at the expense of ease of physical implementation. This thesis
focuses on overcoming this apparent design problem in protected qubits within the context
of superconducting circuits and their quantized electromagnetic fields. We describe the
essential design tools: quantization of nonlinear lumped element circuits, approximation by
an effective Hamiltonian, numerical diagonalization to compute energy levels and matrix
elements, Hamiltonian verification via spectroscopy, and noise characterization using
time-domain measurements. At each stage, examples are given from the following systems:
the fluxonium artificial atom, the double fluxonium artificial molecule, and our candidate
protected qubit�the cos 2ϕ qubit. We validate the principle of designed protection, with
numerical predictions of the insensitivity of the cos 2ϕ qubit to all expected decoherence
mechanisms, and describe the current experimental status.
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1

INTRODUCTION

1.1 Historical context

Quantum mechanics was first developed by physicists seeking a fundamental understanding
of matter and its interaction with light at atomic scales. It has progressively evolved into a
domain of science bordering both macroscopic signal processing and information/compu-
tation theory, with the early work of Feynman [Feynman 1982] on quantum computation
and simulation often being cited as a visionary call to arms. Extending the initial goals
of quantum mechanics beyond purely microscopic entities is also closely linked with the
development of mesoscopic physics, a particular hallmark of which is the prediction of
coherent tunneling across superconducting weak links [Josephson 1962]. Finally, the study
of quantum dynamics in the presence of friction has progressed to the investigation of
open quantum systems (see the Caldeira-Leggett model of quantum dissipation [Caldeira
and Leggett 1983], for example). At the intersection of these subfields lie superconducting
circuits: arrangements of superconducting electrodes connected by Josephson junctions. In
a variety of circumstances, the first two energy eigenstates of a superconducting circuit
can be manipulated much faster than they dissipate, and we call them a superconducting
quantum bit (qubit) [Bouchiat et al. 1998].

Alongside superconducting circuits, there are a handful of promising approaches to
building hardware for an eventual quantum computer. Any list of near-term implementations
should also include trapped ions [Cirac and Zoller 1995], nitrogen-vacancy centers (and
other natural atoms embedded in crystals) [Jelezko et al. 2004], and spin qubits in
quantum dots [Petta et al. 2005], at the absolute minimum. On the horizon, there are
also approaches based on nonabelian anyons [Freedman et al. 2003] as well as hybrid
quantum systems (e.g. using magnons [Tabuchi et al. 2015] or phonons [Chu et al. 2017]).
Moreover, there are various potential applications for superconducting circuits peripheral
to quantum information: quantum sensing, quantum simulation, quantum annealing, and so
on. Hereafter, we focus on superconducting circuits in the context of quantum computation.

The dimensions of superconducting circuits typically range from 10 nm to 1mm,
meaning they comprise 109 to 1012 atoms and are reasonably mesoscopic [Devoret and
Schoelkopf 2013]. Their utility hinges on their relatively low dissipation�owing to
superconductivity�and large electric dipole moments�owing to their large size relative
to atoms and the strength of Coulomb repulsion. For these reasons, in addition to the
commercial availability of nanofabrication equipment, microwave electronics, and dilution
refrigerators, the field has seen rapid progress and a considerable rise in popularity over
the past decade. In particular, state-of-the-art coherence times (T2 ∼ 100µs [Z. Wang et al.

1
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EL EJ EC

ϕ

−4π −2π 0 2π
ϕ − ϕext

E

|g〉
|e〉

|f〉

(a) (b)

Figure 1.1 Generic single degree-of-freedom superconducting circuit. (a) Elec-
trical circuit diagram. (b) Example potential energy and the lowest three energy
levels, in the situation where multiple wells exist, showing that the ground state
is generally localized in some subset of the wells.

2019]) are almost 5 orders of magnitude longer than those originally measured (T2 ∼ 2 ns
[Nakamura et al. 1999]).

1.2 Programmability of circuit Hamiltonians

A less obvious reason, perhaps, for these improvements is the programmability of the
entire Hamiltonian of a circuit. The combination of superconductivity and the Coulomb
interaction also renders circuit Hamiltonians very well described in terms of macroscopic
degrees of freedom, often superconducting phase differences and excess numbers of
Cooper pairs between electrodes. It turns out that the functional form (nontrivial for
circuits with multiple degrees of freedom, i.e. with capacitance matrices of rank greater
than one) and the energy scales of the Hamiltonian may both be designed. Over the last
two decades, this has allowed physicists to engineer different varieties of qubits to combat
particular detrimental effects. Two excellent examples are given by the quantronium [Vion
et al. 2002] and transmon [J. Koch et al. 2007] qubits, and they can be viewed as basic
demonstrations of protected superconducting qubits.

To illustrate this programmability and the variety of superconducting circuits that it
has spawned, we consider the generic circuit for a single degree-of-freedom qubit (see
Fig. 1.1a). A linear inductance with inductive energy EL, a Josephson junction with
tunneling energy EJ, and a capacitance with capacitive energy EC are placed in a parallel
configuration. Since we will discuss circuits in depth in Ch. 2, at this point it suffices to say
that this circuit has one degree of freedom (up to a choice of electromagnetic gauge): the
superconducting phase ϕ across the junction, which is conjugate to the number of tunneled
Cooper pairs N. The Hamiltonian is

H = 4EC(N − Ng)2 + 1
2EL(ϕ − ϕext)2 − EJ cosϕ, (1.1)
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EJ/EC EL/EJ Ng ϕext Symbol
(Region)

Representative
reference

Cooper pair box 0.3�1 0 1/2 (M) Nakamura et al. (1999)
Quantronium 1�10 0 1/2 (M) Vion et al. (2002)
Transmon 10�103 0 any (M) Schreier et al. (2008)
rf-SQUID &103 0.3�10 π (II) Friedman et al. (2000)
Flux qubit 10�100 0.3�1 π (II) van der Wal et al. (2000)
C-shunt flux qubit 20�200 1�5 π (I) Yan et al. (2016)
L-shunt transmon 20�103 0.5�5 0 (I)
Fluxonium 1�10 10−3�0.1 π (II) Manucharyan et al. (2009)
Heavy fluxonium 10�100 10−3�0.1 π − δ (II) Earnest et al. (2018)0< |δ|�π

Phase qubit &104 0.1�1 0 (II) Steffen et al. (2006)

Table 1.1 Varieties of superconducting qubits. The groups of rows correspond
to qubit types with similar character. The first two columns indicate the effective
mass EJ/EC and the (inverse) number of potential minima EL/EJ. The second
two columns indicate the operating value of the offset charge Ng and that for the
external flux ϕext. The final two columns list the correspondence to Fig. 1.2 and
an example literature reference.

where we have introduced the offset charge Ng (in number of Cooper pairs) as well as the
external flux ϕext (in number of reduced magnetic flux quanta φ0) [J. Koch et al. 2009].
Note that φ0 = ħ/2e, with ħ being the reduced Planck constant and e the elementary
charge. The phase ϕ is readily thought of as the position of a particle, in which case N
plays the role of momentum. The Hamiltonian then describes the particle moving over a
one-dimensional curve U = 1

2EL(ϕ − ϕext)2 − EJ cosϕ (plotted in black in Fig. 1.1b) with
inverse mass EC. The compactness of Eq. 1.1 should not be mistaken for simplicity: even
the static properties of the lowest eigenstates can prove challenging to model.

Indeed, the general result is quite complicated. Depending on the ratio EL/EJ (and
the value of ϕext), there may be any number of potential minima that the particle could
get stuck in, or that quantum fluctuations could cause tunneling between. The number of
available potential wells (say, at ϕext = π), and the number of wells in which the ground
state resides, form a foundation for classifying this behavior. Within the parameter space
0.1 < EJ/EC < 105 and 0.02 < EL/EJ < 2, a host of options exist (see Fig. 1.2). It is
precisely this rich landscape that has led to the variety of qubits in use today. Ten examples
are listed in Tab. 1.1 and plotted in Fig. 1.2.

1.3 Role of protected qubits

Possibly even more impressive than the improvement in raw coherence by a factor of
∼105 are the associated advances toward quantum error correction, i.e. the idea that qubits
encoded in a Hilbert space H (such that dimH � 2) can perform much better than their
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Figure 1.2 Locations of different superconducting qubit varieties in parameter
space, forming a Mendeleev-like table. The types listed in Tab. 1.1 are plotted as
color-coded points with error bars representing the respective parameter region.
Thin black vertical lines mark the appearance of additional potential wells (from
right to left). Thick grey lines delineate regions where the ground state is localized
in a different number of potential wells. Specifically, the solid/dashed grey lines
mark the intersection of the ground state energy with a potential maxima/minima.
All curves are calculated at ϕext = π.

dimH = 2 counterparts [Gottesman 1997]. Here, performance is roughly characterized by
the number of gates that can be done before a qubit decoheres, T2/tgate (where tgate ∼ 10 ns
is the gate time [Chow et al. 2010] and T2/tgate ∼ 104 for current devices [Z. Wang et al.
2019]). On the software side, progress has been made in developing new error correction
codes [e.g. Mirrahimi et al. 2014] and executing gates on both logically-encoded qubits
[Gao et al. 2019] and error-corrected qubits [Hu et al. 2019]. On the other hand, hardware
advances include (i) improved gate/readout fidelities [Kelly et al. 2015, Ristè et al. 2015,
Ofek et al. 2016], (ii) autonomous stabilization [Murch et al. 2012, Shankar et al. 2013,
Leghtas et al. 2015, Puri et al. 2017], (iii) protected qubits [Douçot and Ioffe 2012, and
references therein], and (iv) reduced noise spectral densities [Martinis et al. 2005, Houck
et al. 2008, Paik et al. 2011, Rigetti et al. 2012, Barends et al. 2013, Kumar et al. 2016].
This thesis addresses strategy (iii).

At this point, we should clarify our meaning of the term “protection.” We define a
protected qubit to be the lowest two energy eigenstates |g〉 and |e〉 of a Hamiltonian H,
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endowed with the property

〈µ|(O − O0)|ν〉 ∼ e−` ∀µ, ν ∈ {g, e} (1.2)

for any operator O (with mean O0
1) that couples to the fluctuations of the environment

[Ioffe and Feigel’man 2002]. The above equation, where ` � 1 is a dimensionless
parameter characterizing the phase-space distance between |g〉 and |e〉�i.e. the nonlocality
of the encoding, means that each O is exponentially close to the identity in the qubit
subspace. The condition is satisfied when the qubit is made exponentially insensitive to
variations in the operators O that couple to the noise of the environment, which often
possess some degree of locality in phase space. Hence, protected qubits require a nonlocal
encoding in a subset of the system Hilbert space which is invariant with respect to the
local O.

Note that this type of protected manifold does not encompass steady-states of driven-
dissipative systems (as they are not eigenstates) or spectral density suppression via solid-
state engineering. Subtleties aside, Eq. 1.2 has the simple interpretation that every operator
O should not be able to map |g〉 → |e〉 or 1p

2 (|g〉 + |e〉) → 1p
2 (|g〉 − |e〉), and vice versa.

According to Fermi’s Golden Rule, the first condition corresponds to protection from
relaxation and the second to protection from pure dephasing.

1.4 Protection in the cos 2ϕ qubit

To make our arguments in the preceding section more concrete, we now consider the
idealized prototype of a protected qubit shown in Fig. 1.3a. This cos 2ϕ qubit is composed
of a circuit element with degenerate phase states (the cross-hatched box)�which has been
developed in recent years as a building block for topologically protected qubits [Douçot
and Vidal 2002, Gladchenko et al. 2009]�shunted by a large capacitance [Smith et al.
2019]. At this stage, we simply describe the circuit using the Hamiltonian

H = 4EC(N − Ng)2 − EJ cos 2ϕ, (1.3)

which resembles that in Eq. 1.1 with EL → 0 and an additional factor of 2 in the argument
of the cosine. As we see in Fig. 1.3b, this factor depicts an engineered π-periodicity of the
Hamiltonian in ϕ. Due to the physical 2π-periodicity of the superconducting phase, this
Hamiltonian has two nearly degenerate ground states.

Indeed, these two ground states are expected to host a protected qubit, in the sense
that Eq. 1.3 satisfies Eq. 1.2. To see this, first note that pairs of Cooper pairs are the only
charge excitations permitted to tunnel through this element [Douçot and Vidal 2002]. We
will see in Ch. 2 that this follows the conjugacy relation [ϕ,N] = i, which gives

−EJ cos 2ϕ = − 1
2EJ

∞∑

N=−∞

(
|N〉〈N + 2| + |N + 2〉〈N |) (1.4)

1 In general, we can say 〈µ|O|µ〉 = O0 ± δ and |〈g|O|e〉| = ε . From this, the meaning of O0 is clear and protection
demands that both δ ∼ e−` and ε ∼ e−` . We are using the notation where the number O0 stands for the matrix
O0I in Eq. 1.2, with I the identity.
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Figure 1.3 The principle of the cos 2ϕ qubit. (a) Electrical circuit for the
idealized protected qubit. The cross-hatched circuit element comprises a self-
capacitance in parallel with an inductive element that exclusively permits the
tunneling of pairs of Cooper pairs. The superconducting island is indicated by
color. (b) Potential energy of the ideal charge-protected qubit with the lowest
energy levels and wavefunctions.

in terms of the Cooper pair number states |N〉. Since the circuit element only allows pairs
of Cooper pairs to tunnel, the parity of the number of Cooper pairs that have tunneled is
preserved under the action of the Hamiltonian. This leads to two nearly degenerate ground
states |+〉 and |−〉, which are symmetric superpositions of even and odd Cooper pair
number states, respectively [Gladchenko et al. 2009]. Since these states have no overlap in
charge space (equivalently, they have opposite periodicity in phase space�see Fig. 1.3b),
we have 〈−|O|+〉 = 0 for any sufficiently local O. In the persistent current basis, we have
|±〉 = 1p

2 (|�〉± |	〉), where |�〉 and |	〉 are respectively localized near ϕ = 0 and ϕ = π.
Because these persistent current states have suppressed overlap in phase space for large
EJ/EC (i.e. they are roughly inversely periodic in charge space), we have 〈	|O|�〉 → 0
for similarly local O. These are precisely the conditions captured by Eq. 1.2 [Ioffe and
Feigel’man 2002, Douçot et al. 2004, 2005], resembling a Gottesman-Kitaev-Preskill
(GKP) encoding on a circle [Gottesman et al. 2001].

Additionally, the large shunt capacitance has been introduced to combat the remaining
source of noise that the qubit is not protected against. The ground state splitting obeys

∆E ≈ 16EC

√
2
π

(
2EJ

EC

)3/4

e−
p

2EJ/EC cos(πNg),

for large EJ/EC, following from the asymptotic form of the Mathieu characteristic values
[Meixner et al. 1980]. The two ground state energies oscillate out of phase with one
another in Ng. Moreover, this shows that the splitting, as well as the charge dispersion, is
exponentially suppressed in EJ/EC. The role of the shunt capacitance is to decrease the
charging energy EC and hence mitigate offset charge noise, much like in the transmon
qubit [J. Koch et al. 2007].
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1.5 Questions addressed by this thesis

This dissertation is based on the following question: having defined the protection of
quantum information by Eq. 1.2, how do we design a superconducting circuit that is
protected with respect to a given set of operators that couple to the fluctuations of the
environment? It is clear that, as a general inverse problem, this question is too formidable.
We have thus set a more modest goal for ourselves, which is to provide a pragmatic answer
involving the process of trial and error. Imagining a candidate circuit, we develop the tools
to theoretically and experimentally verify whether the candidate offers the certain degree
of protection defined by maximal coherence times.

1.6 Thesis outline

Our discussion is roughly divided into analysis of the static and dynamic properties
of superconducting qubits, each of which involves both theoretical and experimental
considerations. For the static component, we begin with a review of superconducting
circuit quantization in Ch. 2, specifically with respect to flux-tunable qubits. We conclude
with a pedagogical construction of the candidate cos 2ϕ qubit. Then, in Ch. 3, we comment
on the necessity to make approximations and discard the less-important degrees of freedom,
again paying particular attention to the cos 2ϕ qubit. Ch. 4�5 concentrate on the mapping
between the theoretical circuit Hamiltonian and experimental observations. This is done by
comparing the energy levels obtained by numerical diagonalization (Ch. 4) to transition
frequencies measured in spectroscopy experiments (Ch. 5). Examples are given using the
fluxonium artificial atom and the double fluxonium molecule.

We then turn our attention to the dynamic component in Ch. 6, which addresses the
experimental characterization of noise and describes some results, ranging from quantum
jump measurements in the fluxonium to time-domain coherence measurements in the
double fluxonium. Using these results and others, we predict theoretically the degree of
protection of the cos 2ϕ qubit in Ch. 7. Our main finding is that the cos 2ϕ qubit is expected
to exhibit coherence times in the millisecond range, demonstrating protection from all
known decoherence mechanisms common to superconducting qubits. Finally, we present
an overview of the progress made toward experimental implementation of the cos 2ϕ qubit
in Ch. 8, before summarizing and concluding in Ch. 9.



2

LUMPED ELEMENT CIRCUIT
QUANTIZATION

2.1 Regime of applicability of the lumped element model

The electromagnetic fields associated with distributed structures are conveniently described
by Maxwell’s equations. However, when one cares more about the structure of the first few
modes in the frequency domain, and their interactions with outside sources, than the exact
spatial distribution of fields, a description in terms of lumped circuit elements is more
convenient. Convergence of lumped element models and Maxwell’s equations reassuringly
occurs when the number of elements tends to infinity. In many cases, though, aggressive
truncation still permits high degrees of accuracy.

To be more precise, we consider a given distributed arrangement of conducting material,
which in principle always hosts an infinite number of electromagnetic resonant modes.
For example, a narrow wire with finite length d supports standing waves, like a vibrating
string, whose electric current distributions obey a harmonic series. To model a given mode
by its lumped element equivalent (an LC oscillator), we require that λ� d, where λ is the
wavelength of the mode. For a straight and uniform wire, this is not possible because the
lowest frequency/highest wavelength mode has λ = 2d. However, if this wire is properly
deformed, so that its endpoints are large or its path meanders, this frequency is pushed
much lower while keeping d constant, and the lumped element approximation becomes
reasonable. As such, we summarize the condition for the validity of the lumped element
model as

mode frequency �
speed of light

maximum spatial extent
. (2.1)

This condition is met in a variety of circumstances, including superconducting circuits and
their microwave environments. In these systems, the mode frequencies fall in the gigahertz
range and the spatial extents are on the order of centimeters, so Eq. 2.1 is satisfied by a
factor of approximately 30.

On the other hand, lumped element models of distributed structures are inherently linear,
in the sense that Maxwell’s equations are linear. When weak links between superconductors
are incorporated, we must account for the fact that the superconducting ground state
wavefunctions have nonzero spatial extent ξ0. This coherence length can exceed the
dimension of the link, leading to Josephson tunneling between the superconductors.
These Josephson junctions are characterized by a nonlinear relationship between the
superconducting phase (from one superconductor to the other) and the tunneling current.

8
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Although outside the realm of Maxwell’s equations, this effect can still be captured by a
lumped element circuit�provided it is extended to include nonlinear circuit elements.

This chapter reviews the features of lumped circuits that are relevant to designing a
protected qubit. The three essential types of circuit elements�capacitances, inductances,
and Josephson junctions�are described in Sec. 2.2 and their possible arrangements are
discussed in Sec. 2.3. We then outline a procedure for quantizing a given lumped element
circuit in Sec. 2.4 and illustrate the method in the case of the cos 2ϕ qubit in Sec. 2.5.

2.2 Basic ingredients

All lumped circuits consist of a set of nodes connected by branches corresponding to
circuit elements [Yurke and Denker 1984]. These elements could connect more than
two nodes [e.g. Riwar et al. 2016], but we restrict our attention to the dipolar case.1
These dipole circuit elements bridge distinct electrodes corresponding roughly to isolated
pieces of metal in the physical device. This correspondence is very precise in the case of
two superconductors separated by a Josephson junction, but fairly hazy in the case of a
rectangular microwave cavity, for instance. Although variably complex structures can be
cast in terms of lumped circuits [e.g. Hays et al. 2018], here we only consider the two
linear elements�capacitances and inductances�and the nonlinear Josephson junction.

2.2.1 Linear circuit elements

A capacitance models the Coulomb forces exerted between collections of electric charges.
The simplest picture is that of a parallel-plate capacitor, with one plate charged +Q and
the other −Q, relative to equilibrium. The constitutive relation assumes the form Q = CV ,
where V is the voltage drop and C is the capacitance, which may also be viewed as the
linear response of the charge to a voltage. The instantaneous energy stored in a capacitor
is given by E = ∫Q0 dQ′V(Q′) = 1

2CQ
2. In the proceeding discussion, it is convenient

to introduce a generalized instantaneous charge Q(t) = −∫t−∞ dt′ I(t′) such that Q̇ = −I,
referenced with respect to t → −∞.

Linear inductances model the force required to push an electric current through a
conductor. Solenoids provide a simple picture, where the magnetic field created by a
flowing current exerts a Lorentz force on the moving charges constituting the current. In
this case, a magnetic flux Φ threads the solenoid coil. The constitutive relation is Φ = LI,
where I is the current and L is the inductance (or the linear response of the flux to a current).
The instantaneous energy of the inductor is E = ∫Φ0 dΦ′ I(Φ′) = 1

2LΦ
2. This discussion

takes care of the case where the energy of the inductance is exclusively stored in a magnetic
field�a so-called geometric inductance�but there is also the kinetic energy of the charges
carrying the current itself, which corresponds to a so-called kinetic inductance. For large
structures, like the solenoid, the geometric inductance usually dominates. Conversely, in
smaller structures such as Josephson junctions, the kinetic inductance often does. Naturally,
the flux Φ has a different meaning in kinetic inductances. It should be replaced by the
generalized instantaneous flux Φ(t) = ∫t−∞ dt′V(t′) such that Φ̇ = V , similarly to the
generalized charge. Note that this definition is equivalent to Faraday’s law of induction.

1 In graph theory, this is a “connected multigraph with no loops.” The edges and vertices of the graph are the
branches and nodes of the circuit, respectively. Note that what we refer to as a loop in circuit theory is called a
cycle in graph theory.
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superconducting
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superconducting
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Figure 2.1 Schematic of a typical Josephson junction fabricated using electron-
beam lithography [Devoret and Martinis 2004]. Cooper pairs tunnel across the
oxide layer from one superconducting electrode to the other. In our devices,
the aluminum superconducting films are 20�30 nm thick and the oxide layer is
approximately 1 nm thick.

This flux no longer requires association with a magnetic field, just as the voltage drop
corresponds to a difference in electrochemical potential and is not necessarily associated
with an electric field.

2.2.2 Josephson junctions

The Josephson effect describes the coherent tunneling of Cooper pairs between two
superconductors separated by a weakly transmissive barrier [Josephson 1962], called a
Josephson junction (see Figs. 2.1�2).2 Here, the bottom superconducting electrode has
superconducting phase ϕ2 and the top has phase ϕ1, so that the difference is ϕ = ϕ1−ϕ2. The
complete Josephson effect comprises a pair of relationships: one between the generalized
flux Φ across the junction and the phase drop ϕ, and one between the current I flowing
through the junction and ϕ.

The first relationship reads Φ = φ0ϕ, where φ0 = ħ/2e is the reduced magnetic flux
quantum�the regular magnetic flux quantum is Φ0 = h/2e. Here, the phase is defined as
that of the top electrode relative to the bottom (the arrow points upward in Fig. 2.2b) and
it has the same direction as the generalized flux. From this equation and our definition of
the generalized flux, the voltage across the junction obeys V = φ0ϕ̇.

The second relationship gives the current passing through the junction I = I0 sinϕ as
a nonlinear function of the phase drop. In this equation, I0 is the critical current of the
junction, i.e. the maximum value it can support before tunneling becomes incoherent, and it
can be recast in terms of a tunneling energy EJ = I0φ0. This enables us to write the inductive
energy of a Josephson junction as E = ∫Φ0 dΦ′ I(Φ′) = EJ ∫ϕ0 dϕ′ sinϕ′ = EJ(1 − cosϕ). In
this expression, the constant term is typically neglected and we write E = −EJ cosϕ.

There is an obvious resemblance between Fig. 2.1 and a parallel-plate capacitor; indeed,
the instantaneous energy of a Josephson junction should also include a capacitive term. To
represent a junction in a circuit, we use the symbol in Fig. 2.2a, which has the meaning of
a nonlinear inductance in parallel with a capacitance (see Fig. 2.2b). Nondimensionalizing

2 See App. D for a more rigorous and microscopic discussion.
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Figure 2.2 Circuit representations of a Josephson junction. (a) Electrical cir-
cuit symbol, where the dipolar nature of the junction is represented by the two
leads connected to nodes (small circles). (b) Equivalent electrical circuit show-
ing the parallel decomposition into inductive and capacitive components, with
characteristic energy scales EJ and EC. The upper and lower nodes correspond
to superconductors with phases ϕ1 and ϕ2, and the energy of the junction only
depends on the dynamics of ϕ = ϕ1 − ϕ2.

the charge across the capacitance using Q = 2eN, where N is charge in number of Cooper
pairs, we find the Hamiltonian of a Josephson junction to be

HJ = 4EC(N − Ng)2 − EJ cosϕ, (2.2)

with EC = e2/2CJ and CJ being the junction capacitance. The constant Ng has been
introduced to represent the equilibrium number of Cooper pairs across the junction, which
in general depends on surface properties and need not be integer-valued.

Up to Eq. 2.2, our discussion has been essentially classical; however, HJ should be read
as a quantum Hamiltonian due to the appearance of Ng.3 In situations where the quantum
fluctuations of ϕ about its mean value 〈ϕ〉 are small, i.e. 〈ϕ2〉 − 〈ϕ〉2 � 1, Eq. 2.2 may be
Taylor expanded to yield

HJ ≈ 4EC(N − Ng)2 + 1
2EJ(ϕ − 〈ϕ〉)2,

where constant terms are neglected. As we will discuss further in Sec. 2.3, the variables ϕ
and N are conjugate in the quantum sense:

[ϕ,N] = i. (2.3)

We have arrived at the Hamiltonian of a harmonic oscillator, and the displacements Ng
and 〈ϕ〉 can be dispensed with by means of the gauge transformation

U = ei〈ϕ〉NeiNgϕ. (2.4)

3 We avoid the notation where quantum operators O are written with hats as Ô. In this dissertation, the particular
meanings are intended to be clear from context.
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Bringing the energy of a linear inductance 1
2LΦ

2 into agreement with the second term
in the above Hamiltonian, we see that we can identify a Josephson inductance LJ so
that EJ = φ2

0/LJ. Conversely, we can define an inductive energy EL = φ2
0/L for a linear

inductance.
Eq. 2.3 cannot be interpreted as the same type of conjugacy that position and momen-

tum share. Due to the 2π-periodicity of Eq. 2.2, we have to take care to maintain the circle
topology of the domain of ϕ (and the corollary: the integer-valued domain of N). Note that
the periodicity is broken in the earlier truncation of the Taylor expansion. In the language
of Fourier transforms, position and momentum are continuous-variable Fourier pairs while
phase and number are cyclic-discrete Fourier pairs. To be more precise [Devoret 1997],
the phase eigenstates |ϕ〉 and number eigenstates |N〉 obey

|ϕ〉 =
∞∑

N=−∞
eiNϕ |N〉 |N〉 = ∫

2π

0

dϕ
2π

e−iNϕ |ϕ〉. (2.5)

We note that completeness demands
∑

N |N〉〈N | = 1 and ∫2π
0

dϕ
2π |ϕ〉〈ϕ| = 1. Most impor-

tantly, we can insert the completeness relation for ϕ to evaluate

eiϕ = ∫
2π

0

dϕ
2π

eiϕ |ϕ〉〈ϕ| =
∞∑

N=−∞
|N〉〈N + 1|

using the integral representation of the Kronecker delta, ∫2π
0

dx
2πe

i(p−q)x = δp,q. This gives
a physical intuition for the Josephson current-phase relation: the unusual term in the
Hamiltonian, which we took for granted, corresponds to single Cooper pair tunneling
across the junction, since cosϕ = 1

2
∑

N(|N〉〈N + 1| + |N + 1〉〈N |).

2.3 Structure of a circuit

In the preceding section, we described three types of circuit elements, but not how they
interact with one another. This interaction is captured by the structure of the underlying
graph, i.e. the set of nodes and their connections. Here we show how Kirchhoff’s laws
take into account both this structure and the specific circuit elements involved, imposing
constraints that ultimately couple the degrees of freedom. We also discuss the relationship
between Kirchhoff’s laws and the possibility of circuit topology through interference
effects.

2.3.1 Electromagnetic degrees of freedom

The contribution of each circuit element to the full Hamiltonian depends on one degree of
freedom, e.g. Q or V for a capacitance, which corresponds to the change in that variable
across the element. These are branch variables, like ϕ in Fig. 2.2b. Node variables, on
the other hand, correspond to the values of those degrees of freedom on the nodes of
the circuit, like ϕ1 and ϕ2 in Fig. 2.2b. Generally, branch variables are differences in
node variables.4 Node variables often provide a shortcut for imposing Kirchhoff’s laws on
account of there typically being fewer nodes than branches.

4 Though each branch variable can be expressed in terms of two node variables, the inverse is not true�an arbitrary
node variable is a sum of all the branch variables connecting it to some reference node.
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As mentioned briefly in Sec. 2.2, the two essential variables are the generalized flux
and charge, which we repeat here for clarity along with their conjugacy relation,

Φ(t) = ∫
t

−∞
dt′V(t′) Q(t) = −∫

t

−∞
dt′ I(t′) [Φ,Q] = iħ. (2.6)

We have considered flux as the position-like degree of freedom, so that voltage V = Φ̇ is
velocity-like, but the alternative choice of charge as the position-like coordinate is equally
valid.5 This analogy can be continued, with charge Q = CV or flux Φ = LI being the
conjugate momentum and the capacitance C or the inductance L playing the role of mass.
Note that the final equation in Eq. 2.6 is written as Eq. 2.3 in dimensionless form.

2.3.2 Kirchhoff’s laws as constraints

We start with a sketch of the derivation of Kirchhoff’s current law and suppose that the
electric and magnetic fields in the region containing the entire circuit are E and B, while
the current density in the conductive region is J. For a given node, locally enclosed by a
surface S and with total charge Q, Ampère’s law gives us

0 = ∮
S
d2x

(
−

1
µ0

∇ × B + J + ε0
∂E
∂t

)
· n̂ = ∮

S
d2x J · n̂ + Q̇ =

∑

i∈node
Ii. (2.7)

In the second equality, we used the fact that ∮S d
2x (∇ × B) · n̂ = 0 by Stokes’ theorem and

Q = ε0 ∮S d
2xE · n̂ by Gauss’s law. In the final equality, we assumed that the total charge

Q is conserved and we call Ii the current flowing out of the node through branch i. This
assumption amounts to treating the charge carriers as an incompressible fluid.

For Kirchhoff’s voltage law, we use the same definitions but consider a given loop of
area A enclosing a total magnetic flux Φ. The integral form of Faraday’s law gives us

0 = ∫
A
d2x

(
∇ × E +

∂B
∂t

)
· n̂ = ∮

C
dxE · x̂ + Φ̇ =

∑

i∈loop
Vi. (2.8)

In the second equality, we used the fact that ∫A d2x (∇×E) · n̂ = ∮C dxE · x̂, again by Stokes’
theorem with C being the curve enclosing A, and Φ = ∫A d2xB · n̂ by definition. In the
last equality, we assumed that the total flux Φ is conserved and we call Vi the voltage drop
(counterclockwise) across the i-th circuit element on the loop. This time, we are treating
the magnetic flux vortices as an incompressible fluid. In this sense, the Kirchhoff laws are
semiclassical constraints.

Using Ii = −Q̇i and Vi = Φ̇i, wan can integrate these laws to find the equivalent
constraints for charge and flux

∑

i∈node
Qi = Qg

∑

i∈loop
Φi = Φext, (2.9)

5 This requires a sign change for every formula in Eq. 2.6, and so the current I = Q̇ becomes the velocity-like
variable [Girvin 2014].



14 Chapter 2. Lumped element circuit quantization

Constraint nJ nL nC Characterization
∑

i∈node

Φi

Li
= 0 0 6=0 0 Inductive node

∑

i∈node
Qi = Qg any 0 any Capacitive node

∑

i∈node
Qi = const. any 6=0 any Mixed node

∑

i∈loop

Qi

Ci
= 0 0 0 6=0 Capacitive loop

∑

i∈loop
Φi = Φext any any 0 Inductive loop

∑

i∈loop
Φi = const. any any 6=0 Mixed loop

Table 2.1 Assorted varieties of Kirchhoff’s conservation laws. The nonnega-
tive integers nJ, nL, and nC define the number of the corresponding bounding
elements. For mixed nodes and loops, the conservation law is only defined up
to an inconsequential constant, which acquires physical significance once the
corresponding offset becomes pinned.

where the integration constants have been made explicit. They correspond physically
to offset charge Qg = 2eNg and external flux Φext = φ0ϕext. In certain situations, these
constants can be removed from the Hamiltonian using gauge transformations like the one
used in Sec. 2.2, because they have no physical effect. For instance, the offset charge on a
node that connects to ground through linear inductances will not matter, and neither will
the external flux through a loop that connects to the exterior6 through capacitances. The
various forms of these laws are summarized in Tab. 2.1.

2.3.3 Interference effects and the question of circuit topology

To begin, since the circuits we consider contain more than one variety of element, we
cannot easily introduce a rigorous definition of circuit topology because there is no clear
concept of continuous space at finite frequencies ω > 0.7 Nonetheless, there are three basic
numbers that efficiently describe the structure of a given circuit, much like topological
parameters. One of these arises from first quantization and the other two stem from the
two types of quantum electromagnetic interference effects.

The first type of interference is the Aharonov-Bohm effect, where point-like electric
charges accumulate a geometric phase when traveling around a pole-like magnetic field.
From Eq. 2.9 and Tab. 2.1, we notice that this will occur in loops bounded by inductances
and Josephson junctions. These inductive loops permit a Cooper pair to travel completely

6 We take “exterior” to mean ground with respect to flux (usually the area encompassing the circuit).
7 The task is simple at ω = 0 and ω → ∞, but these limits cannot adequately capture the case 0 < ω < ∞. For

circuits with repeated patterns, on the other hand, topology is naturally defined [e.g. Albert et al. 2015, Pino et al.
2015].
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around the perimeter, encircling the pinned external magnetic flux ϕext and hence acquiring
an Aharonov-Bohm phase of ϕext.

The second type of interference is the Aharonov-Casher effect, where a pole-like
magnetic field accumulates a geometric phase when traveling around a point-like electric
charge. This time, Eq. 2.9 and Tab. 2.1 show that this will occur in nodes bounded by
capacitances and Josephson junctions. Such capacitive nodes permit a fluxon (a mag-
netic flux quantum) to travel around the node, traversing the capacitances and junctions,
encircling the pinned offset charge Ng and acquiring an Aharonov-Casher phase of 2πNg.

From the discussion in this section, we have seen how various circuit structures are
possible, but that only inductive loops and capacitive nodes give rise to interference
effects due to the accumulation of geometric phases. These effects form the basis for a
possible classification of circuits based on: (i) the number of degrees of freedom, (ii) the
number of inductive loops, and (iii) the number of capacitive nodes.8 Note that quantity (i)
corresponds to the number of first-quantized electromagnetic modes of the circuit. These
three numbers can be loosely thought of as topological parameters that specify the circuit
topology.

2.4 Recipe for quantizing a lumped element circuit

This section presents general features of circuit quantization, i.e. the process of constructing
a quantum Hamiltonian for a lumped element circuit, with a particular focus on the
algorithmic treatment of circuits with multiple strong nonlinearities. The cases of weak
and/or single nonlinearities have been treated elsewhere [Nigg et al. 2012, Solgun et
al. 2014]. We are chiefly concerned with the former situation because it applies to the
three circuits discussed in detail in this thesis: the fluxonium artificial atom, the double
fluxonium, and the cos 2ϕ qubit. This procedure is neither unique nor completely original
[Burkard et al. 2004], but we describe it because of its extensive use in designing and
analyzing these three systems.

2.4.1 Reduce circuit

A useful first step, to simplify the analysis, is to combine all parallel and series combinations
of inductances and capacitances in the circuit according to

Lseries =
∑

i
Li

1
Lparallel

=
∑

i

1
Li

1
Cseries

=
∑

i

1
Ci

Cparallel =
∑

i
Ci.

This simplification reduces the number of circuit elements and often exposes important
features of the circuit.

2.4.2 Sketch Lagrangian

After this simplification, we write down the Lagrangian using branch flux variables Φi
(where i runs over all circuit elements in the reduced circuit) as the position-like degrees

8 This bears resemblance to the classification of graphs based on the number of vertices, edges, and faces (and the
associated Euler characteristic).
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of freedom, noting that capacitive energies correspond to kinetic energies of the form
1

2CQ
2 → 1

2CΦ̇
2. This Lagrangian reads

L = 1
2Φ̇

TC Φ̇ − 1
2Φ

TL−1Φ +
J∑

i=1
EJ,i cosϕi (2.10)

in matrix form, where the entries of Φ are Φi and the phases ϕi are defined by Φi = φ0ϕi.
The Josephson junctions have tunneling energies EJ,i for i = 1, 2, . . . , J. We have chosen
an indexing convention so that the fluxes Φi are first assigned to the junctions (which also
have capacitances), then the capacitances, then the inductances. Therefore, the capacitance
matrix C and the inductance matrix L are defined through

C = Csub ⊕ 0 C−1 = C−1
sub ⊕ 0 L = 0 ⊕ Lsub L−1 = 0 ⊕ L−1

sub

in order to pick out the capacitive and inductive subgraphs corresponding to Csub and Lsub.
In the above, the zero matrix is denoted by 0 (with it having the dimension of Lsub in the
first two equations and Csub in the second two). Note that only Csub and Lsub are invertible,
but they are guaranteed to be, and hence the second and fourth equations should be read
as definitions and not consequences of the first and third equations.

2.4.3 Impose Kirchhoff’s laws

At this point, there is in principle a separate Kirchoff law corresponding to every indepen-
dent loop and node of the circuit. However, many of these equations describe the dynamics
of the modes and are not strictly constraints. Since we are using flux coordinates, we know
that the Kirchoff laws that we may ignore correspond to capacitive nodes with nJ 6= 0
or mixed nodes (see Tab. 2.1). The remaining constraints; which correspond to loops,
inductive nodes, and capacitive nodes with nJ = 0; will be written in terms of the voltages
Φ̇i, if capacitances are involved, or otherwise the fluxes Φi.

First we deal with the voltage constraints. They can be captured9 by a matrix V and
imposed as follows:

VΦ̇ = 0 ⇒ VsdΦ̇sd = −VscΦ̇sc ⇒ Φ̇sd = −V−1
sd VscΦ̇sc,

where we have made the partition/rearrangement V = (Vsd Vsc
) and ΦT = (

ΦT
sd ΦT

sc
).

The subscripts “sd” and “sc” refer to the chosen semi-dependent and semi-constrained
coordinates. Note that Vsd is square and it is invertible for at least one particular partition,
because the rows of V are linearly independent. The transformation equations are given by

Φ = ΛVΦsc

C → Csc = ΛT
VCΛV

L−1 → L−1
sc = L−1

ΛV =
−V−1

sd Vsc

I

 , (2.11)

where the identity matrix I has the dimension of Φsc. We have eliminated Φsd�all of
which belong to capacitances or junctions�and are left with fewer coordinates Φsc.

9 The constraints from capacitive nodes also introduce offset charges, but in this case, such nodes are not bounded
by Josephson junctions and these offsets can be removed by the gauge transformation in Sec. 2.2.
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We proceed similarly for the flux constraints. The equations corresponding to inductive
loops introduce external flux offsets, which we combine10 with Φ into Φ̃, and similarly for
Φsc and Φ̃sc. The constraints are then captured by a matrix F and imposed as follows:

FΦ̃ = FΛVΦ̃sc = 0 ⇒ FdΦ̃d = −FcΦ̃c ⇒ Φ̃d = −F−1
d FcΦ̃c,

where this time we have made the partition/rearrangement FΛV = (Fd Fc
) in addition

to Φ̃T
sc =

(
Φ̃T

d Φ̃T
c
). The subscripts “d” and “c” refer to the chosen dependent and con-

strained coordinates. Similarly to the case of the voltage constraints, the matrix Fd is square
and invertible for some partition, justifying the final equation above. The transformation
equations read

Φ̃sc = ΛFΦ̃c

Csc → Cc = ΛT
FCscΛF

L−1
sc → L−1

c = ΛT
F L

−1
sc ΛF

ΛF =
−F−1

d Fc

I

 , (2.12)

where the identity matrix I has the dimension of Φ̃c. We have now eliminated Φ̃d and are
left with Φ̃c. This procedure has eliminated as many degrees of freedom as possible using
Kirchhoff’s laws.11

2.4.4 Formulate Hamiltonian

We now return to Eq. 2.10 projected into the fully constrained subspace,

L = 1
2Φ̇

T
cCcΦ̇c − 1

2Φ̃
T
cL−1

c Φ̃c +
J∑

i=1
EJ,i cosϕi.

In this Lagrangian, each degree of freedom Φc,i will appear in both the kinetic and
potential energy. Note that the phases in the Josephson potentials are written in terms of
the constrained variables using ϕ = ΛVΛFϕ̃c with ϕ̃c = Φ̃c/φ0. The gauge transformation
in Sec. 2.2 will remove all external fluxes that are not enclosed by at least one junction, so
we can move the external fluxes into the third term. We hence write

L = 1
2Φ̇

T
cCcΦ̇c +QT

g Φ̇c − 1
2Φ

T
cL−1

c Φc +
J∑

i=1
EJ,i cos

(∑
j Λij ϕc, j − ϕext,i

)
,

where ϕext,i is the effective external flux for the i-th Josephson junction, j indexes the
constrained degrees of freedom, and Λ = ΛVΛF . We have also added the second term to
account for offset charges Qg, which had not been introduced by the constraints due to our
choice of flux variables. The Hamiltonian is obtained by invoking the equations

Qc =
∂L
∂Φ̇c

= CcΦ̇c +Qg

10 Since the external fluxes are assumed to be static, we are permitted to introduce them at this point; we could have
written the first equation in Eq. 2.11 as Φ̃ = ΛVΦ̃sc.

11 Interestingly, one way to avoid imposing these various constraints is to analyze the Euler-Lagrange equations of
motion for the unconstrained Lagrangian in Eq. 2.10. The constraints then emerge as the equations of motion
that oscillate at zero- or infinite-frequency.
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ϕ1 ϕext ϕ2 ϕ̇x

1
2φ1

1
2φ2

1
2φ1

1
2φ2

2EL

EC

EJ

Cx

Figure 2.3 Electrical circuit diagram for the cos 2ϕ qubit. All four linear induc-
tances have inductive energy 2EL, both Josephson junctions have charging energy
EC and tunneling energy EJ, and the shunt capacitance is Cx. When the magnetic
flux threading the inductive loop is tuned to ϕext = π, the loop collectively behaves
as a Josephson junction with respect to pairs of Cooper pairs. The Cooper pair
parity between the two colored islands is preserved, rendering two ground states
roughly degenerate.

to find the conjugate charges Qc. We then arrive at the Hamiltonian

H = 1
2 (Qc −Qg)TC−1

c (Qc −Qg) + 1
2Φ

T
cL−1

c Φc −
J∑

i=1
EJ,i cos

(∑
j Λij ϕc, j − ϕext,i

)
. (2.13)

2.4.5 Promote variables to operators

The final step is to promote the fluxes and charges in Eq. 2.13 to operators. Since we have
imposed the constraints properly, we have the conjugacy relations [Φc,i,Qc,i] = iħ for all
remaining variables indexed by i, as in Eq. 2.6.

2.5 Example: Hamiltonian of the cos 2ϕ qubit

To make the manipulations described in Sec. 2.4 more concrete, in this section we quantize
the circuit shown in Fig. 2.3, which is designed to realize the cos 2ϕ qubit introduced in
Sec. 1.4. In the following chapter, we will show how an effective cos 2ϕ term emerges
in the Hamiltonian. This circuit is composed of two identical arms, each containing a
Josephson junction in series with superinductances12, arranged in parallel [Kitaev 2006,
Brooks et al. 2013] and shunted by a large capacitance. These superinductances are split
in half and placed on either side of the respective Josephson junctions to avoid large
capacitances shunting the junctions.

12 Superinductances are effective circuit elements possessing large characteristic impedances Z0 =
√
L/C relative

to the reduced superconducting resistance quantum RQ = ħ/(2e)2. They have been implemented using mainly
Josephson junction arrays, which can provide large kinetic inductances [Manucharyan et al. 2009, 2012, Masluk
et al. 2012].
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We follow Step 1 from the preceding chapter and combine the trivial combinations of
inductances and capacitances. In Fig. 2.3, there are two such combinations: the pairs of
linear inductances on either arm. Since these inductances are in series, they share the same
phase drops φ1/2 or φ2/2 and collectively act like one element with twice the inductance,
i.e. an inductive energy EL and phase φ1 or φ2.

At this point, we can write the Lagrangian for the reduced circuit, which has five
elements: two inductances, two Josephson junctions, and one capacitance. Using the phase
degrees of freedom in the diagram, we write the Lagrangian

L =
ħ2

16EC

(
ϕ̇2

1 + ϕ̇2
2 +

1
x ϕ̇

2
x

)
− 1

2EL
(
φ2

1 + φ2
2
) + EJ cosϕ1 + EJ cosϕ2,

where x = CJ/Cx is the ratio of the junction capacitance to the shunt capacitance, and it
will eventually be a small parameter. This is a simple case of Eq. 2.10 in Step 2.

Left with five degrees of freedom, we notice that there are three loops in the circuit, one
of which is a combination of the other two. These correspond to the constraint equations

φ̇1 + ϕ̇1 + ϕ̇x = 0 − φ̇2 − ϕ̇2 + ϕ̇x = 0 φ1 + ϕ1 + φ2 + ϕ2 = ϕext.

The first two are equivalent voltage constraints and the last is a flux constraint, as described
by the matrix equations in Step 3.

At this point, it is convenient to choose a symmetric combination of coordinates. To
that end, we rewrite the Lagrangian as

L =
ħ2

16EC

[
1
2 (ϕ̇1 + ϕ̇2)2 + 1

2 (ϕ̇1 − ϕ̇2)2 + 1
x ϕ̇

2
x

]
− 1

2EL
[

1
2 (φ1 + φ1)2 + 1

2 (φ1 − φ2)2
]
+ 2EJ cos

(ϕ1 − ϕ2

2

)
cos

(ϕ1 + ϕ2

2

)
and define the new coordinates

φ = ϕ1 + ϕ2 ϕ = 1
2 (ϕ1 − ϕ2) ϑ = φ1 + φ2 θ = 1

2 (φ1 − φ2),

which allow the first constraint to be written as ϑ = ϕext−φ. This eliminates the dependence
on ϑ. Note that the prefactor in the definition of ϕ is chosen to bring the coordinate into
agreement with the phase drop across the inductive loop, up to an additive constant, in the
limit that θ vanishes. The last two constraint equations can be combined into ϕ̇x = −(ϕ̇+ θ̇),
giving the Lagrangian

L =
ħ2

16EC

[
1
2 φ̇

2 + 2ϕ̇2 + 1
x (ϕ̇ + θ̇)2

]
− EL

[
1
4 (φ − ϕext)2 + θ2

]
+ 2EJ cosϕ cos

φ

2
. (2.14)

Introducing the Cooper pair numbers M, N, and P respectively conjugate to φ, ϕ, and θ,
we obtain the Hamiltonian

H = 4EC
[
2M2 + 1

2 (N − Ng − P)2 + xP2
]

+ EL
[

1
4 (φ − ϕext)2 + θ2

]
− 2EJ cosϕ cos

φ

2
, (2.15)
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EC/h EL/h EJ/h x
(GHz) (GHz) (GHz)

2 1 15 0.02

Table 2.2 Circuit parameters used for numerical simulations of the cos 2ϕ qubit.
In Ch. 7, the additional parameter of inductive asymmetry is added.

and complete Step 4. Note that the offset charge Ng has been introduced due to the
periodicity of the Hamiltonian in ϕ, which also reflects the presence of a superconducting
island; that is, a capacitive node with nJ 6= 0; as colored in Fig. 2.3.

Quantization is completed by promoting the variables to operators, as in Step 5. When
the external magnetic flux threading the inductive loop reaches half of a flux quantum, i.e.
when ϕext = π, the loop contributes an effective cos 2ϕ term to the Hamiltonian instead of
the conventional cosϕ term, as we will show in the next chapter. Using Eq. 2.5, we also
see that cos 2ϕ = 1

2
∑

N(|N〉〈N + 2| + |N + 2〉〈N |), and so it corresponds to tunneling of
pairs of Cooper pairs. At this particular bias point, a Cooper pair can only tunnel through
one of the Josephson junctions if it is accompanied by another Cooper pair tunneling
through the other junction (in either direction). Conversely, a fluxon tunneling across a
single Josephson junction corresponds to a half-fluxon tunneling across the whole element.

From Eq. 2.15, we see that this circuit has three coupled modes. The φ mode is flux
dependent and is strongly and nonlinearly coupled, via the Josephson junctions, to the
ϕ mode. The ϕ mode is offset-charge dependent and strongly but linearly capacitively
coupled to the θ mode. Our analysis and the effects observed in the remainder of this
thesis require the parameter regime EL � EJ, EC . EJ, and x � 1.13 In particular, the
parameters chosen for numerical simulations are listed in Tab. 2.2 and are similar to those
of recent fluxonium devices [Manucharyan et al. 2009, Earnest et al. 2018]. We emphasize
the difference between this circuit and the dc Superconducting QUantum Interference
Device (SQUID), due to the parameter regime [Clarke and Braginski 2004]. In the case of
the dc-SQUID, the parameter regime EL & EJ confines φ ≈ ϕext, restoring the cosϕ term
even near half flux.

13 Specifically, the theory in Sec. 3.3.1 breaks down at EL ∼ EJ, at which point numerical instanton methods must
be used, and the protection in Sec. 7.2.3 breaks down for x & 0.1.
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EFFECTIVE CIRCUIT HAMILTONIANS

Although the procedure presented in Sec. 2.4 provides an algorithmic method for deter-
mining the Hamiltonian of a given superconducting circuit, in many circumstances these
Hamiltonians provide little physical insight or practical utility on their own. This can be
the case because there are too many degrees of freedom, the Hamiltonian is written in a
basis that inadequately captures the relevant physics, or the various terms are not easily
identified as large and small. In these situations, one has to rely on transformations and
approximations to obtain an effective Hamiltonian. To make this point clear, we review
the transmon qubit as an example in Sec. 3.1. We then survey the various transformations
and approximations at hand in Secs. 3.2 before deriving the effective Hamiltonian for the
cos 2ϕ qubit in Sec. 3.3.

3.1 Transmon qubit

The transmon qubit is composed of a Josephson junction shunted by a large capacitance.
This capacitance increases the effective mass of the equivalent “particle in a box,” confining
the eigenstates deep in their potential. The Hamiltonian was introduced peripherally as
Eq. 1.1 for EL = 0 and EJ � EC, and also as Eq. 2.2 with CJ replaced by CJ + Cx, with
Cx � CJ being the shunt capacitance. For clarity, we repeat it here:

H = 4EC(N − Ng)2 − EJ cosϕ. (3.1)

The exact solutions to the time-independent Schrödinger equation are given by Mathieu
functions [J. Koch et al. 2007] and are notoriously challenging to handle [Meixner et al.
1980]. In this case, one often exploits the fact that EJ � EC to Taylor expand the potential
about its minimum (as in Sec. 2.2.2) and obtain the effective Hamiltonian

Heff = 4ECN2 + 1
2EJϕ

2 − 1
4!EJϕ

4, (3.2)

where the last term is considered to be perturbative. Note that the dependence on the offset
charge Ng has been removed as a consequence of truncating the Taylor series.

The first two terms in Eq. 3.2 constitute the dominant part of the Hamiltonian, and they
describe a harmonic oscillator. Introducing the bosonic creation and annihilation operators
a† and a that diagonalize this part, the Hamiltonian becomes

Heff = ħω0
(a†a + 1

2
) − 1

12EC(a + a†)4 (3.3)

21
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These new operators are linear combinations of ϕ and N, with coefficients given by the zero-
point fluctuation amplitudes ϕzpf = (2EC/EJ)1/4 and Nzpf = 1

2 (EJ/2EC)1/4�from which
the Heisenberg uncertainty relation is readily minimized: ϕzpfNzpf = 1

2 . The transformation
and its inverse are

ϕ = ϕzpf(a† + a) N = iNzpf(a† − a) a =
1
2

( ϕ

ϕzpf
+ i

N
Nzpf

)
,

while the harmonic level splitting is ħω0 =
√

8EJEC.
One usually goes a step further by noticing that the harmonic component tends to rotate

the a and a† operators at rates −ω0 and +ω0, respectively. Hence, the most important
terms in Eq. 3.3 are those that preserve excitation number and so do not rotate. This
is the rotating-wave approximation1 and it yields the so-called “black-box-quantized”
Hamiltonian [Nigg et al. 2012]

Hbbq =
(ħω0 − 1

2EC
)a†a − 1

2EC(a†a)2, (3.4)

where constant terms have been discarded and we have made use of the commutation
relation [a, a†] = 1, which follows from [ϕ,N] = i. Finally, we are able to see that the
eigenstates are nearly harmonic oscillator eigenstates |n〉, so that a†a|n〉 = n|n〉 and n is a
nonnegative integer, with energies (ħω0 + 1

2EC)n − 1
2ECn2. This has practical significance,

because the g → e transition energy is Ege = ħω0 − EC while the e → f transition energy
is Eef = ħω0 − 2EC, and so the ground-excited state manifold can be addressed without
populating higher excited states. This anharmonicity permits the transmon to be used as a
qubit. Note that these manipulations have also been used to concoct a variety of interesting
synthetic Hamiltonians [Leghtas et al. 2015, Puri et al. 2017].

This example serves to illustrate that, even in single degree-of-freedom circuits, a vari-
ety of transformations and approximations is required to extract useful physical properties.
The situation becomes drastically more complicated when circuits have multiple degrees
of freedom. In those cases, certain degrees of freedom must be eliminated, and we may
not have the luxury of small parameters, like EC/EJ in the above example.

3.2 Survey of techniques

3.2.1 Transformations

The transformations available for manipulating circuit Hamiltonians are numerous and
context dependent. Generally, these techniques only yield an equivalent representation
of the Hamiltonian, and not an effective one. Rather than discussing the details of each
option, we provide a non-exhaustive list and some comments on individual utility.
Normal modes Canonically transformed variables without bilinear coupling to each other;

see Sec. 4.3 for an example. The transformation corresponds to ϕ1 → λ11ϕ1 + λ12ϕ2
and ϕ2 → λ21ϕ1 + λ22ϕ2 in the two-variable case.

1 More generally, the rotating-wave approximation neglects the terms rotating faster than a threshold, and not
all rotating terms. This particular application is the most aggressive form and it corresponds to taking the
time-averaged Hamiltonian.
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Gauge transformations Renormalized equilibrium positions according to ϕ → ϕ + 〈ϕ〉;
see Sec. 2.2.2 for an example. For circuits, this corresponds to a choice of ac ground
and hence corresponds to a choice of electromagnetic gauge.

Discrete Fourier transforms Applicable in the case of many coordinates possessing a
high degree of symmetry; they are often useful in exposing collective oscillations,
such as the modes of a Josephson junction array [Masluk et al. 2012].

Bogoliubov transformations Modified creation/annihilation operators a† and a (see App.
D) to the effect of removing certain types of coupling or nonlinearity using a →
ua + va† in the single-mode case [for an application to coupling amplification, see
Leroux et al. 2018]. This is analogous to the normal mode transformation.

Displaced frames Applicable to circuits with microwave drives, where a unitary of the
form U = e−ξa†+ξ∗a has the effect of a → a + ξ.

Rotating frames Accessed by a unitary of the form U = ei∫
t dt′H′(t′)/ħ, where the integral

runs from some reference time up to t. They remove certain Hamiltonian terms
while introducing others, which can be helpful in separating dynamics with very
different timescales. Moving between the pictures of quantum mechanics can be
viewed as rotating frame transformations.

3.2.2 Approximations

The transformations above are almost universally used in conjunction with some approx-
imations, at which point the Hamiltonians under consideration become “effective.” The
approximations also span a diverse range, and we provide here a brief list.
Taylor series Expansions and their subsequent truncation, as demonstrated in Sec. 2.2.2,

provide a useful strategy for simplifying Hamiltonians with coordinates whose
quantum fluctuations are small.

Energy minimization Retaining the leading term of the Taylor series only. This has the
effect of neglecting quantum fluctuations altogether, and can be justified for high-
frequency modes, such as the higher harmonics of the Josephson junction array
[Masluk et al. 2012].

Fourier series Another type of expansion, which aid in simplifying periodic Hamiltonians
to their dominant harmonic components without strict restrictions on the size of
quantum fluctuations.

Mean-field approximations Neglect quadratic two-body quantum fluctuations, usually
when there are a large number of particle; see App. D. Coupling terms then become
one-body terms, which require self-consistent treatment.

Rotating-wave approximations Prioritize the retainment of the slowest rotating terms, as
mentioned above when going from Eq. 3.3 to Eq. 3.4.

Perturbation theory Useful in some cases (see Apps. B and D) to eliminate terms that
do not contribute at the lowest orders of the theory.

Continuum limits Ease the evaluation of certain sums [e.g. to model a transmission line
as a chain of LC oscillators; see Pozar 2012].

Note that the first two techniques (Taylor series and energy minimization) differ quali-
tatively from the second four (Fourier series, mean-field approximations, rotating-wave
approximations, and perturbation theory). The former rely on large energy scales to con-
fine the relevant phase space of the system into a region where the Hamiltonian can be
easily approximated. The latter rely on small energy scales for the certain terms in the
Hamiltonian, which are discarded or treated crudely. In the following section, we use a
selection of these techniques to simplify the Hamiltonian of the cos 2ϕ qubit.
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Figure 3.1 Contour map of the potential energy U of the cos 2ϕ qubit at ϕext = π,
as projected onto the ϕ1ϕ2-plane. The numerically computed instanton trajectory
shown in black corresponds to the average tunneling path between the various
degenerate potential minima. Constraining the Hamiltonian to this single degree
of freedom minimizes the energy of the system and exposes the cos 2ϕ term.

3.3 Example: Semiclassical treatment of the cos 2ϕ qubit

3.3.1 Instanton trajectory and collective-type behavior

The example of the transmon in Sec. 3.1 illustrates the basic concept of finding an effective
Hamiltonian. We now provide an involved example using the cos 2ϕ Hamiltonian written
in Eq. 2.15. We start by examining the potential energy

U = EL
[

1
4 (ϕ1 + ϕ2 − ϕext)2 + θ2

]
− 2EJ cos

(ϕ1 − ϕ2

2

)
cos

(ϕ1 + ϕ2

2

)
(3.5)

in the ϕ1ϕ2-plane, i.e. roughly a 45◦ rotated version of the ϕφ-plane, which is plotted in
Fig. 3.1. Note that we have projected out one degree of freedom by setting θ = 0, that
is, by minimizing the energy with respect to θ. The cosine terms in the residual potential
form a two-dimensional “egg carton” of wells. The minimum of the quadratic term in the
potential occurs at ϕ1 + ϕ2 = ϕext, which generally falls between adjacent diagonal ridges
of the cosine wells. At the special value of ϕext = π, these two ridges are degenerate, as
shown.

In pursuit of a one-dimensional potential, we are tempted to further minimize the
energy to eliminate another coordinate. The challenge here is that we cannot draw a
straight line through all the lowest-lying minima in Fig. 3.1. Near ϕext = π, we consider
the path of the system between neighboring potential minima by numerically solving for a
two-dimensional instanton trajectory [for an instructive example, see Matveev et al. 2002].
The instanton trajectory corresponds to the maximally probable tunneling path2 and is a
natural choice for our final degree of freedom. We solve for this trajectory by inverting the

2 Constraining a system to move along its instanton trajectory is also known as the WKB approximation.
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potential U → −U and solving the classical equation of motion for a particle moving from
one maximum to its neighbor. For this to resemble quantum tunneling, the particle must
begin and end with zero kinetic energy and the amount of time must tend to infinity. The
Lagrangian in Eq. 2.14, projected as above and with φ replaced by φ+ ϕext, corresponds to

Leff =
ħ2

16EC

(
1
2 φ̇

2 + 2ϕ̇2 + 1
x ϕ̇

2
)
+ 1

4ELφ
2 − 2EJ cosϕ cos

φ + ϕext
2

,

and its Euler-Lagrange equations of motion (at ϕext = π) are

ħ2

16EC
φ̈ = 1

2ELφ + EJ cosϕ cos
φ

2
ħ2

16EC

(
4 + 2

x

)
ϕ̈ = −2EJ sinϕ sin

φ

2
.

These can be solved, subject to the initial and final conditions, using numerical methods
such as Mathematica. The result is overlaid in Fig. 3.1; it resembles a zig-zag.

We then constrain the system to this zig-zag path, which, for the parameters listed in
Tab. 2.2, is well-described by

φ =
1

1 + z

(
2
�����ϕ − 2π round

ϕ

2π

����� + zϕext
)
, (3.6)

where z = EL/EJ is a small parameter. We comment that this approximation neglects
quantum fluctuations that are perpendicular to the path in Eq. 3.6. This is consequently a
semiclassical approximation: we have minimized the energy of the system with respect to
the dynamical coordinate orthogonal to the trajectory [Matveev et al. 2002]. Moreover,
from Fig. 3.1, we see that the approximation we have made is that fluxons tunnel across a
single Josephson junction at a time.

Plugging Eq. 3.6 into the Hamiltonian in Eq. 2.15 yields an unsightly mess equipped
with absolute values and rounding functions. This is avoided using two more approxima-
tions: the potential is expanded in both its Fourier series, as it is now nearly π-periodic in
ϕ, and its Taylor series about z = 0, and those series are truncated. This yields H ≈ Heff
with the effective Hamiltonian being given by

Heff = 4EC

{
1
2

[
1 +

1
(1 + z)2

]−1

(N − Ng − P)2 + xP2
}
+ ELθ

2

− EL
(

16
3π −

56
9π z

)
(π − φext) cosϕ

− EJ
{
1 − 5

4 z +
1
48

[81 − 2π2 − 6(π − φext)2] z2
}

cos 2ϕ

+ EL
(

16
45π −

88
75π z

)
(π − φext) cos 3ϕ

− EL
(

1
12 − 17

72 z
)
cos 4ϕ,

where we have restored the θ dependence and retained terms through the fourth harmonic
and O(z2). In this expression, φext =

���ϕext − 4π round ϕext
4π

��� is a periodic version of ϕext. This
treatment exposes the “cos 2ϕ nature” of the potential at ϕext = π, where the cosϕ and
cos 3ϕ terms vanish and we see that the dominant correction term is of the form cos 4ϕ.
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Truncating more aggressively, i.e. discarding terms higher than the second harmonic or
O(z), we obtain

Heff = 4EC

[ 1
4(1 − z) (N − Ng − P)2 + xP2

]
+ ELθ

2

− 16
3πEL(π − φext) cosϕ − EJ

(
1 − 5

4 z
)
cos 2ϕ, (3.7)

which is the central result of this chapter. This effective Hamiltonian has an advantage
over the full Hamiltonian in Eq. 2.15 because it has made transparent the emergence of
π-periodicity in ϕ, which was originally opaque. An added complication is that the ϕ mode
is still strongly coupled to the θ mode. The resulting hybridization is a central ingredient to
understanding properties of the system beyond the ground state manifold [Süsstrunk et al.
2013]. In the remainder of this chapter, we discuss the energy eigenvalues and eigenstates
of the cos 2ϕ qubit.

3.3.2 Energy levels and emergent modes

From numerical diagonalization3 of Eq. 2.15, we obtain the dependence of the energy
levels on external flux as shown in Fig. 3.2. At ϕext = π (the dashed line in Fig. 3.2),
the spectrum resembles a doubled harmonic oscillator with energy

√
16xELEC. Once ϕext

deviates from π, half of the energy levels increase in energy linearly with slope ∼ 32
3 EL.4

The other half of the energy levels form a flux-independent harmonic ladder.
We can understand this level structure as that of two emergent modes. The first mode

is flux dependent and its excitations correspond to the number of fluxons enclosed by
the inductive loop in Fig. 2.3. In turn, the number of enclosed fluxons identically maps
onto the magnitude and chirality of the circulating persistent current in the inductive loop.
The second mode is flux independent and its excitations correspond to quantized charge
density oscillations, or plasmons, across the inductive loop/shunt capacitance in Fig. 2.3.
Each plasmon involves the two superinductances (energy 2EL in parallel) and the shunt
capacitance (energy xEC), and hence has energy

√
16xELEC. Hereafter, we refer to these

modes as the “fluxon mode” and the “plasmon mode,” respectively. Additionally, we assign
the labels |m • 〉 to the lowest-energy states, where m denotes the number of plasmons and
• (or ◦ ) denotes the presence (or absence) of a fluxon excitation relative to the ground
state.5 Note that the fluxon placeholder indices are defined by

• / ◦ =


	/� for ϕext mod 2π < π

−/+ for ϕext mod 2π = π

�/	 for ϕext mod 2π > π

,

where |m±〉 = |m〉⊗ 1p
2 (|�〉 ± |	〉) and the index � represents the persistent current

direction. This labeling serves the purpose of assigning quantum numbers consistently for

3 A more complete discussion of numerical diagonalization is left for Ch. 4, where it is explained in the context of
a simpler circuit: the fluxonium artificial atom [Smith et al. 2016]. We only present the results for the cos 2ϕ
qubit here [for more details, see Smith et al. 2019].

4 This term is simply the potential energy at ϕ = π relative to that at ϕ = 0 (with φext = 0) found from Eq. 3.7.
5 Here we restrict the Hilbert space to the two fluxon states with lowest energy.
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Figure 3.2 Calculated energy spectrum of the cos 2ϕ qubit as a function of the
external flux at Ng = 0. The curves shown correspond to transition energies from
the ground state, normalized by the approximate plasmon energy

√
16xELEC. The

essential feature is the presence of a flux-independent plasmon mode (maroon)
and a flux-dependent fluxon mode (dark green), which is nearly degenerate with
the ground state at ϕext = π. The coloring reflects the assigned quantum numbers.

all external flux values (see the colors in Fig. 3.26), except the particular case ϕext mod 2π =
0, when additional fluxon states are required for classification.

To explain the energy level structure at ϕext = π exactly, we factor Eq. 3.7 into the form
[for the factorization of electronic parity sectors, see Aasen et al. 2016]

Heff = H+ ⊕ H−.

The Cooper pair number parity sectors are governed by the Hamiltonians

H± = 4EC

[ 1
4(1 − z) (2Ñ + k± − Ng − P)2 + xP2

]
+ ELθ

2 − EJ
(
1 − 5

4 z
)
cos ϕ̃.

In the above, k+ = 0 and k− = 1 while ϕ̃ and Ñ should be viewed as conjugate operators
corresponding to pairs of Cooper pairs. Note that this expression is an exact reformulation
of Eq. 3.7. In the limit that EJ � EC, we may Taylor expand the potential about ϕ̃ = 0 and
retain the first few terms. This step discards the effects of the offset charge, rendering H+
and H− identical. We then diagonalize the linear part of the Hamiltonian, yielding

H± ≈ 4EC

( 1
1 − z

Ñ2
n +

x
1 + z

P2
n

)
+ ELθ

2
n + 1

2EJ
(
1 − 3

4 z
)
ϕ̃2
n − 1

24EJ(ϕ̃n + zθn)4 (3.8)

to leading order in z. The corresponding transformation is given by

6 Note that the coloring changes for only the odd-numbered plasmon states, due to the fact that the eigenstate with
even overall parity has lower energy for each plasmon state, and that the overall parity includes both a plasmon
and a fluxon component.
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Figure 3.3 Projected wavefunctions for the lowest four eigenstates of the cos 2ϕ
qubit at ϕext = π and Ng = 0, computed by numerical diagonalization of Eq. 2.15.
(a) Charge wavefunctions 〈N |ψ〉 = 〈N |m±〉 show that the plasmon excitation
index m = 0, 1, 2, . . . indicates the functional form while the fluxon excitation
index ± indicates Cooper pair number parity. (b) Phase wavefunctions 〈ϕ, φ|ψ〉
show that the intrawell excitation number corresponds to the plasmon index and
that the bonding/antibonding configuration corresponds to the fluxon index.

ϕ̃
θ

 =
 1 z

− 1
2 1


ϕ̃n
θn

 .
Eq. 3.8 reveals two weakly anharmonic modes: the plasmon mode at the low frequency of√

16xELEC/h and a junction self-resonant mode at the high frequency of
√

8EJEC/h. These
modes are coupled by a quartic nonlinearity, which has the primary effect of inducing a
Kerr shift on the junction self-resonant mode. At frequencies lower than

√
8EJEC/h, the

energy level structure is that of a two-fold degenerate harmonic oscillator, in agreement
with the simulated energy spectrum at ϕext = π (see the dashed line in Fig. 3.2).

3.3.3 Wavefunctions

Calculated charge wavefunctions 〈N |ψ〉 and phase wavefunctions 〈ϕ, φ|m±〉, obtained from
numerical diagonalization of Eq. 2.15, are shown in Figs. 3.3a�b for the four lowest-energy
states at ϕext = π. Roughly, the phase wavefunctions are computed by projection of the θ
coordinate and a Fourier transform to the ϕφ-plane, while the charge wavefunctions are
computed by projection of the θ coordinate and constraint to the trajectory in Eq. 3.6 [for
more details, see Smith et al. 2019].

The charge wavefunctions are essentially grid states with Fock-state envelopes [Gottes-
man et al. 2001, Bell et al. 2014]. For fluxon excitation index +/−, these grid states are
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superpositions of even/odd Cooper pair number states.7 Additionally, m corresponds to the
order of the Fock state envelope. Note that a logical qubit encoded in |0+〉 and |0−〉 is
protected from spurious transitions except those mediated by operators that flip Cooper
pair number parity.

On the other hand, the phase wavefunctions are approximately Fock states localized
within the potential energy wells (see Sec. 3.3.1) [Manucharyan et al. 2009]. The fluxon
index +/− denotes whether the state |m±〉 is a symmetric (bonding) or antisymmetric
(antibonding) superposition of states localized within opposite ridges of potential wells.
These ridges correspond to persistent currents of opposite chirality, and hence also to the
absence/presence of a fluxon in the inductive loop of the circuit [Dempster et al. 2014]. In
this picture, m refers to the Fock order of the localized states. Finally, operators that flip
Cooper pair parity correspond to odd functions of φ or functions of ϕ with period an odd
division of 2π, which can be seen from Fig. 3.3b to mediate the transition m+→m−.

7 The correspondence between Cooper pair number parity and the symmetry of the phase wavefunction can be
seen from the π-periodicity/π-antiperiodicity of |+/−〉 and Eq. 2.5 [Devoret 1997].
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NUMERICAL DIAGONALIZATION

You may use any degrees of freedom you like to describe a physical system, but
if you use the wrong ones, you’ll be sorry!

Steven Weinberg [Guth et al. 1983]

In Ch. 3, we saw two examples of how one might approximate, using analytic methods,
a circuit Hamiltonian such as Eq. 2.13 by an effective version that accounts for the essential
behavior. A complementary tactic is to employ numerical methods, which have several
useful facets. Whereas the analytic approach exploits symmetry and/or separation of energy
scales, the numerical approach tends to excel precisely when these conditions are not met.
This is not without limitation, and these methods should also be viewed as approximations.
Finite computational resources force a compromise to be made between Hilbert space size,
numerical precision, and speed of the calculation. However, modern computers equipped
with well-chosen numerical routines are capable of modeling a broad class of systems.
This can be a tremendous asset in certain cases, namely:
(i) validation of the effective Hamiltonian by numerical comparison with the original

Hamiltonian, which also provides error estimates;
(ii) examination of the full Hamiltonian behavior when the chain of transformations and

approximations is not clear; and
(iii) design of an experiment, where the choice of parameters is crucial and even the full

Hamiltonian must be verified with high degrees of accuracy (see Ch. 5).
An illustrative example, which is discussed in detail in Sec. 4.3, is the problem of

simulating the coupling between a highly nonlinear mode and a harmonic oscillator. This
situation is faced in understanding the fluxonium qubit inductively coupled to a readout
antenna. Even when the native coupling is small compared to the other Hamiltonian terms,
resonant interactions between the qubit and the antenna can quickly render perturbation
theory, and other analytic techniques, invalid. Our solution is to employ numerical Hamil-
tonian diagonalization, which can efficiently capture nonperturbative effects in a similar
way as quasi-degenerate perturbation theory. We restrict our attention in this chapter to
diagonalization, but emphasize the diverse utility of numerical strategies in general.

4.1 Hamiltonian equivalence to energy levels and selection rules

For a time-independent Hamiltonian H, the Schrödinger equation reads

H |µ〉 = Eµ |µ〉, (4.1)

30
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where µ is an eigenstate index. This eigenvalue equation defines both a unitary change-
of-basis matrix Λ, whose columns are the |µ〉, and the nonvanishing elements Eµ of the
Hamiltonian matrix in this basis, ΛHΛ† = diag({Eµ}). The Hamiltonian is a function of a
set of physical degrees of freedom, for instance {ϕi} with i indexing the physical modes,
and their conjugate variables {Ni}. If we suppose that the kinetic part of H is diagonal, i.e.
it has the form

∑
i 4EC,iN2

i , then

[ϕi,H] = 4EC,i
[
ϕi,N2

i
] = 8iEC,iNi

by the commutation relation. Taking the inner product with respect to 〈µ| and |ν〉 gives

〈µ|ϕi |ν〉 = i
8EC,i

Eµν
〈µ|Ni |ν〉,

where the µ→ ν transition energy is defined to be Eµν = Eν − Eµ. This exercise shows
that the Hamiltonian H is exactly equivalent to its energy levels Eµ and matrix elements
〈µ|ϕi |ν〉.1 This quick calculation shows that the charge matrix elements 〈µ|Ni |ν〉 are
proportional to those of the phase operator, with the scale given by the transition energy
Eµν.

More generally, we may consider the matrix elements to be a representation of the
selection rules of the system, that is, the tendency of an external probe coupled to ϕi or Ni to
induce the µ→ν transition. In the case of closed quantum mechanics, the Hamiltonian, and
hence alternatively the energy levels and selection rules, constitute a complete description
of the system. Moreover, these energy levels and matrix elements can be readily translated
into dynamical properties using techniques from perturbation theory, dephasing theory,
and linear response theory [e.g. Kubo 1957]. The scope of the dynamical treatment in this
dissertation is limited to these quasi-static methods�namely to estimate coherence times.

4.2 Hamiltonian matrix assembly

4.2.1 Choice of basis

In order to extract the energy levels and eigenstates of a Hamiltonian, a basis must be
chosen in which to construct the Hamiltonian matrix. This matrix can, with varying
degrees of efficiency, be fed into a specialized diagonalization routine.2 This choice can
be nontrivial, and the optimal strategy is to choose a basis that most efficiently captures
the underlying relevant physics of the system. More precisely, given a fixed Hilbert space
dimension and feature of interest, e.g. the g→e transition frequency or the 〈g|ϕ|e〉 matrix
element, the optimal basis minimizes the error. The transmon qubit Hamiltonian is used as
an example of this in Sec. 4.2.2.

A practical complication is that the Hamiltonian matrix elements can be difficult
to calculate in the proper basis. For example, in the limiting case where the basis of
Hamiltonian eigenstates is chosen, computing the matrix elements coincides with exact

1 The EC,i are also needed to calculate the 〈µ|Ni |ν〉 given the 〈µ|ϕi |ν〉 and the Eµ.
2 Results presented here use the packages scipy.linalg and scipy.sparse in Python for diagonalization.

They are built upon the LAPACK and ARPACK packages, respectively. Note that scipy.linalg is recom-
mended over numpy.linalg by the developers [Jones et al. 2001].
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diagonalization. Hence, a compromise is necessary when choosing a basis in which to
diagonalize a Hamiltonian.

There are three essential bases that may be used for diagonalization of a circuit
Hamiltonian:3 the phase basis spanned by the phase eigenstates |ϕ〉, the charge basis
spanned by the Cooper pair number states |N〉, and the harmonic oscillator Fock basis
spanned by the photonic number states |n〉. Since the |n〉 are eigenvectors of a†a, where a
and a† are linear combinations of ϕ and N as introduced in Sec. 3.1, the Fock basis can be
viewed as a particular linear combination of the charge and phase bases.

Fock basis The bosonic Fock basis is spanned by the eigenstates |n〉 such that n < n0
with n0 being the truncation dimension of the Hamiltonian matrix, with wavefunctions
given by the Hermite functions

〈ϕ|n〉 =
1

p
2nn!

1
(2πϕ2

zpf)1/4
e−(ϕ/2ϕzpf)

2
Hn

( ϕ
p
2ϕzpf

)
(4.2)

for the Hamiltonian H = 4ECN2 + 1
2EJϕ

2 where ϕzpf = (2EC/EJ)1/4. This basis effectively
captures the physics of confined potentials, i.e. U(ϕ) such that U is lower bounded and
U → ∞ as |ϕ| → ∞, because the wavefunctions themselves are localized. It can also be
used for systems where the relevant eigenstates approximately occupy the same region,
especially when the potential can be well-approximated by a parabola, e.g. in the transmon
qubit. Additionally, the wavefunctions in Eq. 4.2 can make evaluating Hamiltonian matrix
elements using integrals difficult (see Sec. 4.3) but this is ameliorated using algebraic
computations with a and a†, and their associated commutation relation.

Charge basis The charge basis, equivalently the Cooper pair number basis, is spanned
by the states {

|N〉 : N = −N0,−N0 + 1, . . . ,N0 − 1,N0
}
,

where 2N0 + 1 is the dimension of the truncated Hamiltonian matrix. From Eq. 2.5, this
basis is automatically 2π-periodic in ϕ, making it a good match for similarly periodic
Hamiltonians like the Josephson Hamiltonian HJ in Eq. 2.2. For this basis, the drawback
lies in the fact that the matrix elements for unbounded potential terms in U(ϕ) are more or
less impossible to calculate because their Fourier series diverges. Similarly, terms that are
periodic in ϕ with period less than 2π also pose a challenge. This issue can be avoided,
however, by rescaling ϕ so that the potential term with largest period is 2π-periodic, at
which point manipulations like Eq. 1.4 may be used to represent the terms with smaller
periods further from the main diagonal in the Hamiltonian matrix.

Phase basis The Fock and charge bases have the shared property that their constituent
eigenvectors are discrete, owing to the confinement of the harmonic oscillator Hamiltonian
and the 2π-periodicity of the Josephson Hamiltonian in ϕ. At present, superconducting

3 This is only true for circuits without quantum phase-slip elements, which allow fluxon tunneling and are therefore
characterized by nonlinear capacitive energies −EP cos 2πN, with EP the tunneling energy and N the number of
Cooper pairs that have crossed [Mooij and Nazarov 2006]. Such elements are the dual to Josephson junctions,
and circuits containing them can have quantized phases. Note that a circuit with both quantized charge and phase
would host GKP eigenstates [Gottesman et al. 2001].
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circuits have not made extensive use of the third category of Hamiltonian: one that is
quadratic in ϕ and periodic in N.3 Diagonalization of such a Hamiltonian could proceed
in the phase basis much like the Josephson Hamiltonian in the charge basis. On the other
hand, artificial discretization of the phase basis may provide utility for certain circuits. The
procedure requires breaking up the interval [0, 2π) into an arbitrary number of subintervals
separated by δϕ. The Hamiltonian could then be written in the basis spanned by

{
|ϕ〉 = |p δϕ〉 : p = 0, 1, 2, . . . , b2π/δϕc

}
,

and the process bears some similarity to finite difference methods.

Role of transformations As alluded in our discussion of the charge basis, these bases
are not unique, even for a single degree of freedom. In addition to rescaling degrees of
freedom, which can be important in the charge basis for simultaneous treatment of terms
like cosϕ and cos 2ϕ, one may carry out a variety of approximations and transformations
to aid the efficiency of numerical diagonalization. An example is provided by the linear
transformation to normal coordinates in the fluxonium artificial atom�see Sec. 4.3.2.
Another case is that of Eq. 1.1 when EL � EJ, which corresponds the fluxonium qubit
and where numerical diagonalization is improved using the linearly inductive term and
the capacitive term as the Fock basis, i.e. neglecting to include the quadratic part of the
Josephson term. This ensures that the basis wavefunctions have sufficient width to span
the multiple potential minima in Fig. 1.1b.

4.2.2 Convergence and numerical efficiency

To expand on our the earlier comments about choosing an optimal basis depending on the
desired output of the calculation for a given system, we revisit the transmon from Sec. 3.1.
The full Hamiltonian is written in Eq. 3.1, and it can be approximated by Eq. 3.2. The
former, which is 2π-periodic in ϕ, suggests that the charge basis should be used:

H = 4EC

∞∑

N=−∞
(N − Ng)2 |N〉〈N | − 1

2EJ

∞∑

N=−∞

(
|N〉〈N + 1| + |N + 1〉〈N |).

On the other hand, the approximate Hamiltonian is unbounded and this prompts an
expansion in the Fock basis:

Heff =
√

8EJEC

∞∑

n=0
(n + 1

2 )|n〉〈n| −
1
12EC

∞∑

n=0

∞∑

m=0
〈n|(a + a†)4 |m〉|n〉〈m|.

The sums appearing in either of these expressions inevitably must be truncated, and the
Fock basis expansion can readily be extended to include higher-order terms in the Taylor
series. The optimal choice hinges on the specific calculation. If we are seeking the g→e
transition frequency, then the Fock basis is superior due to the strong localization of both
eigenstates, owing to the fact that EJ � EC. On the other hand, if we are seeking the charge
dispersion εg of the ground state |g〉, which is the oscillation amplitude of the ground state
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energy in Ng, then the charge basis is superior.4 We also note that the Hamiltonian in the
charge basis is much sparser than that in the Fock basis, and it includes Ng explicitly.

4.2.3 Contrast with perturbation theory

Properly implemented numerical diagonalization routines can be extremely powerful
tools, especially when considering novel circuits and designing protected qubits, but the
results are not always transparent. One may need to plot wavefunctions, compute matrix
elements, and diagonalize for many parameter values before developing an intuition for
the system. Perturbative techniques present an alternative (see App. B). In the spirit of Ch.
3, perturbation theory can be used to justify the elimination of terms in the Hamiltonian
that do not contribute to the lowest orders of the theory, For the purpose of calculations,
on the other hand, perturbation theory offers an alternative protocol where the dominant
component of the Hamiltonian is diagonalized and corrections to the eigenstates and energy
levels are included iteratively. In some cases, e.g. if the first-order correction vanishes or
the unperturbed Hamiltonian requires numerical diagonalization, perturbation theory can
offer less accuracy and comparable computational complexity.

4.3 Example: Energy levels of the fluxonium artificial atom

This section presents the quantization and numerical diagonalization of the fluxonium
artificial atom: a fluxonium qubit, a small Josephson junction shunted by a superinductance,
inductively coupled to an electric dipole antenna used as a readout resonator [Smith et al.
2016]. The energy levels of the two-mode fluxonium artificial atom are then compared
with experimental results as well as those obtained using a perturbative calculation.

4.3.1 Fluxonium qubit

Experimentally, the fluxonium qubit is realized as one small Josephson junction in parallel
with a series array of ∼100 larger Josephson junctions [Manucharyan et al. 2009, J. Koch
et al. 2009]. In the limit of large size difference between these two types of junctions, the
capacitances and nonlinear inductances across the array junctions may be neglected, and
they form a collective, linear superinductance5. When the external magnetic flux threading
the loop is ϕext = π, the two lowest energy quantum states are approximately the symmetric
and antisymmetric superpositions of counter-circulating persistent-current states, similar
to the flux qubit [Mooij et al. 1999, Orlando et al. 1999, Chiorescu et al. 2003, 2004].
The large shunt inductance serves the purpose of rendering the Cooper pair number N
continuous rather than discrete, and consequently the Hamiltonian is independent of the
static offset charge Ng.

The superinductances used in fluxonium qubits to date have mostly been implemented
using arrays of large Josephson junctions [Manucharyan 2012]. In this structure, the large

4 Diagonalization in the Fock basis can also determine charge dispersions, but it requires much larger Hilbert
spaces for a given accuracy. This requires modeling the quantum tunneling between neighboring potential wells
by including harmonic oscillator wavefunctions with excitation index large enough for their widths to extend
beyond 2π.

5 Early implementations of superinductances demonstrated inductance values up to ∼300 nH [Manucharyan et al.
2009, Masluk et al. 2012], but they have since been pushed into the microhenry range [Bell et al. 2012, Shearrow
et al. 2018, Pechenezhskiy et al. 2019].
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size of the junctions ensures their linearity and suppressed individual phase-slip rate, while
the large number of junctions M in the chain ensures a large total inductance. Practically,
the largest inductances are made by increasing M until the self-resonant modes of the array
are pushed to low frequencies. To see this, we quote the result from Masluk et al. (2012),

ωk = ωJ

√
√√√ 1 − cos πk

M
C0
2CJ

+ 1 − cos πk
M

,

for the frequency of the k-th harmonic of a periodic array, obtained by invoking a discrete
Fourier transform on the linear circuit. Here, ωJ = 1/

√
LJCJ ∼ 20GHz is the junction

plasma frequency and C0 is the ground capacitance of each island in the array. The common
mode of the array corresponds to k = 0, for which the phase drops across all junctions
are equal. For frequencies lower than that of the fundamental mode, for which k = 1, the
array is well-approximated by a linear inductance. Evidently, we have ω1 ≈ π

MωJ
√
CJ/C0

for M → ∞ and hence the maximum M will be limited by CJ/C0.

4.3.2 Fluxonium qubit inductively-coupled to a dipole antenna

Motivated by the efficient description of the low-lying fluxonium eigenstates in terms
of persistent currents, we inductively couple the fluxonium qubit and readout resonator
[Pop et al. 2014, Vool et al. 2014]. This additional resonator is required for dispersive
measurement (see Ch. 5 for additional details) and, in our system, consists of an LC
oscillator whose capacitance and inductance are formed by an electric dipole antenna and
another Josephson junction array, respectively. The inductive coupling is achieved using
shared junctions between the arrays of both oscillators. The resulting fluxonium-resonator
system is depicted by the schematic diagram in Fig. 4.1a.

To analyze this system, we (i) replace the distributed dipole antenna capacitor by a
lumped element capacitance, and (ii) replace the large Josephson junction arrays by linear
inductances. Approximation (i) is justified by the antenna length (∼1�2mm) being much
smaller than the wavelength of the resonator (∼3�6 cm) [Pop et al. 2014]. On the other
hand, (ii) is permitted when all array junctions are much larger than the small junction
of the qubit and the relevant frequencies are below the fundamental mode of the array
[Masluk et al. 2012, Ferguson et al. 2013]. Fig. 4.1b shows the resulting electrical circuit.

Having obtained a circuit with five elements, we use Kirchhoff’s laws as described in
Sec. 2.4 to write the Lagrangian in terms of two degrees of freedom: the flux across the
capacitance of the readout resonator Φr and that across the small junction of the qubit Φq.
In the limit that Lq � Lr ∼ Ls, i.e. the unshared inductance of the qubit is much larger
than either the unshared inductance of the readout resonator or the shared inductance, the
circuit is well-described by the Lagrangian

L = 1
2CrΦ̇

2
r −

1
2(Lr + Ls)

Φ
2
r +

Ls
Lq(Lr + Ls)

ΦrΦq

+ 1
2CJΦ̇

2
q −

1
2Lq

Φ
2
q + EJ cos(ϕq − ϕext), (4.3)

upon ϕq → ϕq − ϕext. Here, CJ and EJ denote the capacitance and Josephson tunneling
energy of the small junction, while Cr represents the dipole capacitance of the readout
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Figure 4.1 Circuit representations of the fluxonium artificial atom. (a) Schematic
diagram reflecting the geometric layout of the device, making the Josephson
junction arrays and the pads of the antenna readout resonator explicit. The
fluxonium qubit (blue) is coupled to the antenna (red) via an array of shared
junctions (purple). (b) Lumped element approximation to the schematic. The
junction arrays are considered linear inductances and the distributed antenna
capacitance is taken to be dipolar.

mode. Note that the first two terms in Eq. 4.3 describe the readout mode and the last three
terms correspond to the qubit mode. All coupling between these modes is captured by the
bilinear mutually inductive third term.

To linearize Eq. 4.3, we must temporarily dispense with components of the cosine term.
For weakly anharmonic, capacitively-shunted qubits, the cosine can be replaced by the
quadratic term in its Taylor expansion [Nigg et al. 2012, Solgun et al. 2014]. An example
is the transmon, which have examined in Sec. 3.1. For highly anharmonic, inductively-
shunted qubits, the cosine should be discarded altogether. The fluxonium belongs to this
class, owing to its large inductive shunt and single Cooper pair charging effects.

We proceed by examining the classical Euler-Lagrange equations of motionΦ̈r

Φ̈q

 =

−
1

Cr(Lr+Ls)
Ls

CrLq(Lr+Ls)
Ls

CJLq(Lr+Ls) − 1
CJLq


Φr

Φq

 . (4.4)

in matrix notation for the linearized Lagrangian, obtained by taking EJ → 0 in Eq. 4.3. We
may decouple the equations of motion Eq. 4.4 by diagonalizing the above matrix. Defining
Λ to be the change-of-basis matrix that does so, we are guaranteed that the equations of
motion are decoupled in the normal coordinatesΦR

ΦQ

 = Λ
−1

Φr

Φq

 Λ =
λ11 λ12

λ21 λ22

 . (4.5)
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Device A1 Device A2

Cr (fF) 20.3 20.1
Lr (nH) 15.6 19.7
Ls (nH) 4.5 2.9
CJ (fF) 5.3 5.9
Lq (nH) 386 430

EJ/h (GHz) 6.20 9.08

1 − λ11 1.5 × 10−3 4.1 × 10−4

λ12 1.5 × 10−2 8.4 × 10−3

λ21 −5.6 × 10−2 −2.9 × 10−2

1 − λ22 1.1 × 10−4 3.5 × 10−5

Table 4.1 Circuit parameters for devices A1 and A2 as defined in Fig. 4.1b,
and used for energy level calculations and their comparison to experimentally
obtained values in Figs. 4.2�3. The final four rows define the normal mode
transformation in Eq. 4.5.

Transforming the Lagrangian in Eq. 4.3 into these coordinates yields

L = 1
2CRΦ̇

2
R −

1
2LR

Φ
2
R + 1

2CQΦ̇
2
Q −

1
2LQ

Φ
2
Q + EJ cos(λ21ϕR + λ22ϕQ − ϕext). (4.6)

In this expression, Ci and Li with i = R,Q denote the normal mode capacitances and
inductances given by

CR = λ2
11Cr + λ2

21CJ

CQ = λ2
12Cr + λ2

22CJ

1
LR

=
λ2

11
Lr + Ls

+
λ2

21
Lq

−
2λ11λ21Ls
Lq(Lr + Ls)

1
LQ

=
λ2

12
Lr + Ls

+
λ2

22
Lq

−
2λ12λ22Ls
Lq(Lr + Ls)

We note that this normal mode basis, in which the coupling between modes is entirely
captured by the cosine term in Eq. 4.6, conveniently makes obvious the inherited nonlin-
earity of the readout as well as the nonlinear nature of the coupling [Nigg et al. 2012]. To
draw an analogy to the circuit quantum electrodynamics (cQED) literature, we observe
that |λ11 | � |λ12 | and |λ21 | � |λ22 | in our devices (see Tab. 4.1), which means that mode
R is vastly more linear than mode Q.6 This allows us to refer to modes R and Q in Eq. 4.6
as the readout-like and qubit-like modes, respectively, which we will henceforth refer to
as readout and qubit.

6 Strictly speaking, this requires
√
LR/CR .

√
LQ/CQ so that the magnitudes of ϕR and ϕQ in Eq. 4.6 are at most

comparable.



38 Chapter 4. Numerical diagonalization

4.3.3 Numerical diagonalization in the normal mode Fock basis

Continuing as in Sec. 2.4, we define the conjugate charges Qi = ∂L/∂Φ̇i for the two
normal modes. These steps yield the Hamiltonian

H =
1

2CR
Q2

R +
1

2LR
Φ

2
R +

1
2CQ

Q2
Q +

1
2LQ

Φ
2
Q − EJ cos (

λ21ϕR + λ22ϕQ − ϕext
) . (4.7)

For diagonalization, we express this Hamiltonian in the normal mode harmonic oscillator
basis {|nm〉}, where n and m correspond to the number of excitations in the readout and
qubit modes as the (infinite-dimensional) matrix

H = ħ
∑

n,m∈N
(ωRn + ωQm)|nm〉〈nm| − EJ

∑

n,n′,m,m′∈N

[
cosϕext

(
cRnn′c

Q
mm′ + sRnn′s

Q
mm′

)
+ sinϕext

(
cRnn′s

Q
mm′ − sRnn′c

Q
mm′

)]
|nm〉〈n′m′|. (4.8)

Here, ωi is the dressed harmonic oscillator frequency of normal mode i. The cosine and
sine matrix elements can be computed analytically as follows, whereLb

a are the associated
Laguerre polynomials and it is understood that λR = λ21 and λQ = λ22 [Gradshteyn and
Ryzhik 2007]:

cik` = 〈k | cos(λiϕi)|`〉

=

(−1) `−k
2

√
k!
` ! (λiϕzpf,i)`−ke−(λiϕzpf,i)

2/2L`−k
k

[(λiϕzpf,i)2] for k + ` even,
0 for k + ` odd,

sik` = 〈k | sin(λiϕi)|`〉

=

0 for k + ` even,

(−1) `−k+1
2

√
k!
` ! (λiϕzpf,i)`−ke−(λiϕzpf,i)

2/2L`−k
k

[(λiϕzpf,i)2] for k + ` odd.

(4.9)

(4.10)

In these equations, the amplitude of zero-point fluctuations of the phases are given by
ϕzpf,i =

√
Zi/2RQ, where Zi =

√
Li/Ci is the characteristic impedance and RQ = ħ/(2e)2

is the reduced superconducting resistance quantum.
We treat the full analytic expression Eqs. 4.8�10 for the Hamiltonian matrix of the

fluxonium-resonator system as in Fig. 4.1b, when Lq � Lr ∼ Ls. Computing the lowest
energy levels requires truncating both readout and qubit Hilbert spaces. This is done by
restricting the basis to {|nm〉 : n ≤ n0,m ≤ m0} with finite cutoff dimensions n0 and m0,
which may be viewed as a perturbative expansion in powers of 1/n0 and 1/m0 and from
which we only retain the leading order terms. We choose n0 ∼ 5 and m0 ∼ 20 in order
to simultaneously minimize truncation errors and computational cost.7 Such numerical
diagonalization yields the full solution to the time-independent Schrödinger equation

H |nµ〉 = Enµ |nµ〉,

7 The computational complexity for the perturbative calculation in App. B is O(m4
0) while that for exact diagonal-

ization is O(n3
0m

3
0). For our system, these are of the same order.
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Figure 4.2 Energy spectrum of the fluxonium artificial atom as a function of
the external flux. The plotted curves correspond to energy levels Enµ, found by
numerical diagonalization, relative to the ground state energy E0g. The inset
magnifies the anticrossing between the 0→ 1 readout transition and the e→ h
qubit transition, showing the divergence of second-order perturbation theory.

where µ denotes the qubit excitation.8 The computed energy spectrum for device A1 (see
Tab. 4.1) as a function of the external flux ϕext is plotted in Fig. 4.2 for the first nine
transitions from the ground state.

In order to assign the quantum numbers n and µ to these energy levels, which undergo
anticrossings as external flux is varied, we additionally diagonalize a decoupled version
H0 of the Hamiltonian Eq. 4.7. This Hamiltonian is obtained by setting ϕR → 0 in the
argument of the cosine in Eq. 4.7 or equivalently by setting cRnn′ → 1 and sRnn′ → 0 in
Eq. 4.8. Computing the energy levels for H0 only requires truncating the qubit Hilbert
space. This time, the basis is restricted to {|nm〉 : m ≤ m0} with finite m0. As before, we
take m0 ∼ 20, and we reiterate that numerical methods are the only tractable option. This
procedure results in the solution of

H0 |nµ〉0 = E(0)
nµ |nµ〉0.

Note that the eigenstates are easily separable: |nµ〉0 = |n〉|µ〉0 and E(0)
nµ = ħωR(n+ 1

2 )+Eµ.
In other words, the decoupled spectrum has built-in quantum numbers. Quantum numbers
are then assigned by comparing the coupled energy spectrum Enµ to the decoupled
spectrum E(0)

nµ . In the limit of weak coupling, we may simply take n and µ for a given
coupled level to be those of the nearest decoupled level. In this scheme, the quantum
numbers labeling a chosen energy level abruptly switch at level anticrossings, as shown in
Fig. 4.2.

8 Our notation Enµ for an energy level with the joint quantum numbers n and µ is structurally the same as the
transition energy Eµν = Eν − Eµ, but the meaning should be clear in each case.
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Figure 4.3 The fluxonium dispersive Hamiltonian: theory vs. experiment as a
function of external flux bias. Circles indicate values measured using spectroscopy
(see Ch. 5 for details on the methods). Solid/dashed lines indicate theoretical fits
obtained by numerical diagonalization/second-order perturbation theory. (a�b)
(Blue) Qubit g→ e transition frequency. (c�d) (Red) Readout 0→ 1 transition
frequency. (e�f) (Purple) Dispersive shift of the readout frequency by the qubit.

4.3.4 Agreement with experiment

We test the accuracy of our circuit model and analysis by comparing the simulated
spectrum to experimentally obtained spectroscopy data at various values of ϕext and for
the two devices with different parameters in Tab. 4.1.9 These devices were measured in a
rectangular waveguide in a transmission configuration, the details of which are discussed
in Ch. 5, and the data is plotted in Fig. 4.3. It is clear that the measured readout 0→ 1
transition frequency and the qubit g → e transition frequency should be compared to
the quantities (E1g − E0g)/h and (E0e − E0g)/h from diagonalization, respectively, in the
limit of zero temperature. Similarly, the dispersive shift χ may also be computed from
diagonalization via

χ =
1
ħ

[
(E1e − E0e) − (E1g − E0g)

]
. (4.11)

These three numerically computed quantities are also plotted in Fig. 4.3. In addition, the
dispersive shift calculated from the perturbative approach in App. B is also plotted in Figs.

9 Note that experimentally, we only have control over the time average of the external flux ϕext, rather than the
instantaneous flux ϕext. Hereafter, we only discriminate between the two when the meaning is ambiguous.
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4.3e�f [Zhu et al. 2013].
The parameters in Tab. 4.1 are found by fitting these simulated quantities to those

measured experimentally. The readout capacitance CR is predicted independently using
a commercial high-frequency electromagnetic solver (Ansys HFSS), a finite-element
electromagnetic modeling program. The chief discriminating factor between device A1
and device A2 was the qubit-readout coupling strength. The turns ratio between the shared
inductance and the readout unshared inductance was Ls/Lr ≈ 0.29 for device A1, while
Ls/Lr ≈ 0.15 for device A2. Moreover, the value of EJ was roughly 50% higher for device
A2 than device A1, resulting in a significantly lower g→e transition frequency at ϕext = π.

Theoretical and experimental results in Fig. 4.3 agree well, with the exception of two
features. First, the location in external flux of the singularity in χ for device A1 differs
between the model and measurements. We attribute this to the e→h qubit transition cross-
ing the 0→1 readout transition, which involves the |0h〉 state, whose transition frequency
is ∼12GHz from the ground state. Our approximation of the Josephson junction array
composing the unshared superinductance of the qubit breaks down at these frequencies
due to the fundamental mode of the array occurring at ∼11GHz [Masluk et al. 2012,
Ferguson et al. 2013, G. Viola and Catelani 2015]. Second, perturbation theory consistently
overestimates the dispersive shift in the vicinity of avoided crossings for both device A1
and (to a lesser extent) device A2. This is most apparent at ϕext = π for device A1, at
which point χ/2π is calculated to be 75MHz using perturbation theory and 57MHz using
numerical diagonalization. The error in the perturbative calculation stems from the e→ f
qubit transition becoming nearly resonant with the 0→1 readout transition.
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HAMILTONIAN VERIFICATION BY
SPECTROSCOPY

5.1 Circuit Hamiltonians: theory vs. experiment

In Chs. 2�4, our discussion of superconducting qubit design has been based entirely on
theoretical analysis of static Hamiltonians. The sole exception was the data shown in
Fig. 4.3, which served to illustrate that our theoretical predictions of energy levels are in
extremely close agreement with their experimental counterparts. Of course, the task of
designing a protected physical qubit requires much more than static theoretical analysis�it
requires experimental measurements of both transition frequencies and coherence times, in
addition to a theoretical model of these coherence times�in order to transcend the realm
of science fiction. In this chapter, and later in Ch. 8, we change gears and present methods
and results for the dispersive measurement of transition frequencies in a few different
circuits. In Ch. 6 and Ch. 7, we address the experimental measurement and theoretical
prediction of coherence times, respectively.

The primary technique for these measurements is microwave spectroscopy, either using
a single tone or multiple tones and a heterodyne interferometer. See Secs. 5.2 and 5.3.2
for the single-tone multiplexed spectroscopy of antenna resonators in a waveguide and
the two-tone spectroscopy of the double fluxonium circuit, respectively. For a proposal to
use additional tones for the readout of the cos 2ϕ qubit, on the other hand, see Ch. 8. In
this scheme, generated microwaves are attenuated and filtered before being impinged on a
physical device in a dilution refrigerator, at which point they excite discrete energy levels
with a high degree of frequency resolution. Measurements of the response of the system to
these microwaves yield the transition frequencies, which we have seen may be compared
to those computed using numerical diagonalization.

Although it is obviously true that these measurements must be made in order to provide
evidence that a given circuit has been physically implemented, there are two less obvious
reasons for performing them. First, they enable us to explore the physical parameter
space that is experimentally accessible to circuits (e.g. see Tab. 1.1 and Fig. 1.2). Second,
they can be used to probe the limitations of the lumped element model or the effective
Hamiltonian. We demonstrate this second point in Sec. 5.3 using the double fluxonium
spectroscopy. As we will see, this circuit depends on two external fluxes, and our initial
simple model, which assumed these offsets to be equal, was shown to be invalid in light of
the measurements. In any case, these two peripheral but important reasons for carrying out
careful spectroscopic measurements help ground our circuit designs in reality.

42
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Before proceeding to a discussion of the dispersive measurement scheme used for
superconducting qubits, we offer a few comments. Across the various types of qubits,
coherence times have been limited to T2 ∼ 100µs, which corresponds to a decoherence
rate of Γ2 = 1/T2 ∼ 10 kHz [for example, Z. Wang et al. 2019]. On the other hand, their
g→e transition frequencies are typically around 5GHz, which means that the transition
linewidth is smaller than the frequency by a factor of ∼106. This difference in scale makes
it difficult to experimentally probe the coherence properties using spectroscopic techniques,
and indeed time-domain measurements are more suitable (see Ch. 6). Similarly, although
transition frequency measurements yield the energy levels of a given circuit, they cannot
completely determine the Hamiltonian without measurements of the matrix elements, as
we saw in Sec. 4.1. Therefore, we regard microwave spectroscopy as playing an important
but limited role in designing a protected qubit.

5.2 Dispersive measurement scheme

5.2.1 Readout resonator

We begin by reviewing the standard dispersive readout scheme for superconducting qubits
[Blais et al. 2004, Wallraff et al. 2004]. The central idea is to measure the state of the
qubit indirectly using an ancillary readout mode in the system. This mode is designed
to be highly harmonic in order to accommodate many photons and hence enable rapid
measurement. All experimental results presented in Chs. 4�6 use electric dipole antennas,
mounted in rectangular waveguides, as readout resonators. For the data in Ch. 8 on the
experimental implementation of the cos 2ϕ qubit, a copper microwave cavity is used both
as a sample holder and as a readout resonator.

Being almost-harmonic oscillators, readout resonators are determined by two param-
eters: their resonant frequency ω0/2π and their full width at half maximum (FWHM)
linewidth κ/2π.1 This linewidth captures both internal losses in the resonator as well as its
coupling to external probes. Usually, the readout is designed so that the coupling is much
stronger than the internal loss to minimize the amount of measurement signal dissipated,
but much weaker than the resonant frequency itself, i.e. κ � ω0.

The readout resonator also couples to the measured subsystem, which is often a
superconducting qubit with eigenstates |g〉 and |e〉. In Eq. 4.11, we saw that the dispersive
shift χ characterizes the frequency shift of the 0→1 transition frequency of the readout
resonator due to the qubit being in |e〉 rather than |g〉. The qubit readout signal-to-noise
ratio is maximized when χ ≈ κ [Hatridge et al. 2013]. Since large values of χ correspond
to strong hybridization between the qubit and readout, in which case the qubit inherits
some loss of the readout due to the Purcell effect, we require small χ. Note that a favorable
signal-to-noise ratio then demands small κ, in agreement with κ � ω0 above.

5.2.2 Example: Multiplexed readout in a rectangular waveguide

We now provide a basic description of the experimental setup used for three out of the four
experiments presented in this thesis. These are: measurements of the fluxonium dispersive
Hamiltonian (see Fig. 4.3), simultaneous monitoring of fluxonium qubits (see here and

1 The characteristic impedance Z0 of the resonator is another parameter, which this discussion neglects. For
distributed microwave resonators, these impedances are on the order of 100Ω.
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Figure 5.1 Dispersive measurement of fluxonium artificial atoms in a rectangu-
lar waveguide operated in a reflection configuration (see App. E). (a) Image of
the copper rectangular waveguide, showing the reflection and impedance-matched
transmission terminations on the left and right, respectively. An additional input
pin on the left is used to inject sub-cutoff microwave tones. Superconducting wire
wound around the waveguide permits external flux biasing. (b) Optical image of
the electric dipole antenna used as a readout resonator in device S1. (c) Optical
image of the fluxonium qubit in device S1, with the small Josephson junction
circled.

Ch. 6) [Kou et al. 2018], and measurements of the double fluxonium circuit (see Sec. 5.3
and Ch. 6).2 In these cases, the readout resonator was implemented as an electric dipole
antenna coupled to the system via a shared inductance and was measured in a rectangular
waveguide sample holder. The Josephson junctions were fabricated from Al /AlOx/Al
using the bridge-free double-angle evaporation technique [Lecocq et al. 2011] on sapphire
wafers.

A WR-102 waveguide, with transverse inner dimensions 1.020 in.× 0.510 in., served as
a low-loss wide-bandwidth electromagnetic environment for frequency multiplexed readout
as shown in Fig. 5.1a. Note that related work has mostly focused on cross-talk between
qubits on a shared substrate [McDermott et al. 2005, Chen et al. 2012, Schmitt et al. 2014]
as well as quantum simulation [van Loo et al. 2013]. The waveguide had an insertion loss
of −0.3 dB over a band of 6�8GHz, enabling direct microwave stimulation of the electric
dipole antenna readout resonators. The waveguide was operated in a reflection configuration
and featured an additional coaxial pin in close proximity to the samples, which was used
for microwave drives far below the passband, in addition to a superconducting magnetic
field coil for biasing the external flux. See App. E for additional design details.

The waveguide sample holder was thermally anchored to the mixing chamber of a
dilution refrigerator with a base temperature of ∼16mK. Magnetic isolation from its envi-
ronment was achieved using an aluminum shield coated with infrared-absorbing material
to protect against high-frequency radiation. A high-permeability cryoperm shield enclos-
ing the aluminum shield further screened stray magnetic fields [Geerlings 2013]. Input
microwave signals were channeled into the waveguide through 63 dB of total attenuation as
well as infrared-frequency filters [Geerlings 2013, Rigetti et al. 2012]. Output signals were

2 The fourth experiment, involving the cos 2ϕ qubit, uses a slightly different setup as explained in Ch. 8.
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Figure 5.2 Reflection single-tone spectroscopy trace within the 6�8GHz pass-
band of the waveguide. The probe tone is injected into the waveguide through the
impedance-matched coupler, reflected off the waveguide termination, and output
through the same coupler. Two resonances are shown as nearly-360◦ phase rolls,
corresponding to devices S1 and S2.

Device S1 Device S2

ωR/2π (GHz) 7.430 7.979
Lr (nH) 22 20
Ls (nH) 8.35 8.35

EC/h (GHz) 3.31 3.14
EL/h (GHz) 0.38 0.39
EJ/h (GHz) 9.08 8.76

Table 5.1 Circuit parameters for the two fluxonium devices S1 and S2 mea-
sured simultaneously in a rectangular waveguide�see Figs. 5.1 and 5.2 for
measurements, and Sec. 4.3 for variable definitions.

passed through two isolators and then amplified using a high electron mobility transistor
and a commercial microwave amplifier at 300K.

For the simultaneous measurement of quantum jumps of fluxonium qubits, multiple
samples were mounted in the same waveguide, as can be seen in Fig. 5.1a. The antennas
were LC oscillators with inductances provided by Josephson junctions and capacitances by
the long metal electrodes, as modeled in Sec. 4.3 and shown in Fig. 5.1b. Additionally,
dc-SQUIDs served as tunable shared inductances to adjust the coupling of the antennas to
the fluxonium qubits, which were composed of an array of large junctions in series with a
single small junction�see Fig. 5.1c.3 The fit parameters for the two devices studied in
depth are listed in Tab. 5.1.4 Although the two devices had difference antenna frequencies,
the inductances shared with the qubits were nominally equal. The phase of the signal

3 These experiments were conducted at ϕext . π in both fluxonium devices, which corresponds to ϕext . 0.02π
through the coupling SQUIDs, which we observed to be too small to change the frequencies of the antennas.

4 These are different samples than those referenced in Ch. 4, but the experimental setup is identical.
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reflected from the waveguide is shown in Fig. 5.2 for the two antennas. We observed
resonances associated with the readout antennas for device S1 and device S2, which
correpond to linewidths of κ/2π = 10MHz and 14MHz, respectively.

We used two-tone spectroscopy to measure the qubit g→e transition frequency. This
involved sending a ∼100µs saturation pulse at a variable qubit frequency followed by
a ∼30µs readout pulse at the fixed 0 → 1 transition frequency. Our room temperature
heterodyne interferometry setup independently mixed the outgoing readout pulse as well
as a reference readout pulse with local oscillator signals (at a frequency detuned from
the readout by 50MHz) and then digitized and analyzed the 50MHz components. Finally,
the dispersive shift χ was measured by applying a π-rotation pulse at the qubit g→ e
transition frequency and then performing pulsed single-tone spectroscopy of the 0→ 1
readout transition with the interferometer. This was compared to the result from the same
procedure with an off-resonant π-pulse to determine χ.

5.3 Example: Double fluxonium artificial molecule spectroscopy

In this section, we report an experiment in which we built an artificial molecule whose
magnetic moment could be tuned via an applied external flux [Kou et al. 2017]. This was
motivated by the question of whether coupled superconducting circuits can be engineered
so that their low-energy degrees of freedom are delocalized. Previous work on coupled
superconducting circuits [Izmalkov et al. 2004, Majer et al. 2005, 2007, Yoshihara et al.
2010, Chen et al. 2014] had focused on the regime where the ground state configuration of
the coupled system remains essentially localized within individual artificial atoms. Artificial
molecules, on the other hand, have degrees of freedom that are delocalized between
constituent artificial atoms, in analogy with the electronic motion that is delocalized
between several nuclei in natural molecules. Here, the experimentalist is able to tailor
the type and strength of coupling between individual artificial atoms. In particular, by
cleverly choosing the coupling between constituent atoms, the experimentalist can make the
states of an artificial molecule sensitive to different components of external fields. As an
example, we can consider molecules with magnetic dipole moments versus molecules with
only magnetic quadrupole moments. Magnetic dipoles are sensitive to uniform magnetic
fields while magnetic quadrupoles are only sensitive to magnetic field gradients. In natural
molecules, however, the order of the magnetic moment cannot easily be changed.

The double fluxonium artificial molecule is composed of two fluxonium qubits strongly
coupled via a shared inductance. At low applied external flux, the ground state |g〉 is a
separable state comprising persistent currents flowing in the same direction while the
excited state |e〉 is an odd superposition of persistent currents flowing in opposite directions.
The {|g〉, |e〉} manifold is predominantly sensitive to common-mode flux noise that affects
both atoms simultaneously. As the applied external flux is increased, |g〉 changes character
and becomes the even superposition of persistent currents flowing in opposite directions
while |e〉 essentially retains its symmetry. An energy gap of ∼10 times larger than the
ground-excited state transition energy in a single fluxonium qubit at its external flux
sweet spot, determined by the substantial shared superinductance, decouples external-
flux-dependent states from the external-flux-independent states in the {|g〉, |e〉} manifold.
While this {|g〉, |e〉} manifold has become insensitive to common-mode flux noise, it
remains sensitive to differential-mode flux noise. Previous experiments have addressed
the common-mode/differential-mode flux noise dichotomy but only near the flux noise
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ϕext,1 ϕext,2

ϕ1 ϕ2

Figure 5.3 Lumped element circuit of the double fluxonium molecule. Two
conventional fluxonium qubits, threaded by external fluxes ϕext,1 and ϕext,2, are
coupled by a shared inductance equal in magnitude to their unshared inductances.
All three superinductances represent Josephson junction arrays and each have
inductive energy EL, while the two small Josephson junctions have tunneling
energy EJ and charging energy EC.

sweet spot [Yoshihara et al. 2010, Gustavsson et al. 2011, Bell et al. 2014]. Here, we
perform spectroscopy on the fluxonium-based molecule and observe transitions between
the ground state and excited states over multiple quanta of applied external flux. We
investigate decoherence mechanisms in the device and conclude that the coherence of the
g→e transition is limited by local flux noise.

5.3.1 Double fluxonium circuit

Our system is composed of two fluxonium atoms coupled via a shared inductance as shown
in Fig. 5.3. The artificial molecule obeys the Hamiltonian:

H = 4EC(N2
1 + N2

2 ) + 1
3EL(ϕ2

1 + ϕ2
2 + ϕ1ϕ2)

− EJ cos(ϕ1 − ϕext,1) − EJ cos(ϕ2 − ϕext,2), (5.1)

where EC and EJ correspond to the Josephson junctions, whose parameters are taken to be
identical. The phase drops and conjugate Cooper pair numbers are ϕi and Ni, respectively,
with i indexing the junctions. The three superinductances in the circuit are nominally equal,
with energy EL. Finally, the external magnetic fluxes are ϕext,1 and ϕext,2. The ϕ1 ·ϕ2 term
in Eq. 5.1 reflects the inductive coupling in the circuit and corresponds to its “molecular”
aspect. This coupling term has a positive sign and favors opposite phase differences across
the two Josephson junctions. The two fluxonium atoms are strongly coupled; the strength of
the coupling term in the artificial molecule is equal to the inductive energy EL/h ∼ 1GHz
of each individual fluxonium atom.

With the help of a gauge transformation (in this case, a shift of the phases ϕi to
ϕi + ϕext,i), we can rewrite Eq. 5.1 as:
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H = 4EC(N2
1 + N2

2 ) + 1
4EL

[
(ϕ1 + ϕ2 + ϕcm)2 + 1

3 (ϕ1 − ϕ2 + ϕdm)2
]

− 2EJ cos
(ϕ1 + ϕ2

2

)
cos

(ϕ1 − ϕ2

2

)
, (5.2)

where we have introduced the common-mode and differential-mode reduced external fluxes,
ϕcm = ϕext,1 + ϕext,2 and ϕdm = ϕext,1 − ϕext,2. This form of the Hamiltonian illustrates the
sensitivity of the molecule to both modes of magnetic field fluctuations. If the spatial field
variation is small on the scale of the device then ϕcm and ϕdm are proportional to the value
of the magnetic field and its gradient at the position of the device, respectively. Therefore,
we define the artificial molecule to be “dipolar” when it is sensitive to both ϕcm and ϕdm
and “quadrupolar” when it is only sensitive to the differential flux ϕdm.

The artificial molecule is operated in the two regimes by changing an applied external
magnetic flux ϕext, which sets the temporal average of the common-mode flux 1

2ϕcm = ϕext.
To a much weaker extent, it also sets the temporal average of the differential-mode flux
1
2ϕdm = δAϕext, where δA � 1. In the first regime, 0 ≤ ϕext . 0.7π, the molecule essentially
behaves like a magnetic dipole: equal phases drop across both junctions in the molecule.
As shown in Fig. 5.4, the potential has one deep well centered near (ϕ1,ϕ2) = (0, 0) and
the ground state is localized in this well. This ground state is simply the product of the
single fluxonium-atom ground states and corresponds to currents flowing in the same
direction in both loops. The direction of current flow is determined by the direction of
the applied external flux. It helps to think of the persistent current chirality as the spin of
the fluxonium atom. The excited state, then, corresponds to the singlet spin state while
the ground state corresponds to the ms = 1 triplet spin state. To transition from |g〉 to |e〉,
the persistent current in one of the loops needs to change direction, which is analogous to
flipping a spin. The transition frequency here is then determined by the applied external
flux and is, hence, sensitive to noise in the common-mode flux.

As the external flux is increased, the two fluxonium atoms start to behave like a
molecule with a quadrupole moment but no dipole moment. In this regime, the potential
landscape of the molecule has two degenerate potential wells as shown in Fig. 5.4. The
degeneracy of the wells comes from the symmetry between ϕ1 and ϕ2 in the Hamiltonian
in Eq. 5.1. These two wells correspond to the two possible configurations of persistent
currents flowing in opposite directions in each loop. The energy splitting between |g〉 and
|e〉 is determined by the tunneling between the two lowest degenerate potential wells.

The ground-excited state manifold of the molecule near ϕext = π is formed from
superpositions of the currents flowing in opposite directions in the two fluxonium atoms
as shown in Fig. 5.4. The |g〉 state thus corresponds to the ms = 0 triplet spin state and
the |e〉 state corresponds to the singlet spin state. This ground-excited state manifold is
gradiometric; the transition is insensitive to fluctuations in external flux that are uniform
across both loops. We note that in the limit of perfect symmetry between the two fluxonium
atoms, this ground-excited state manifold is also insensitive to first order to fluctuations in
external flux that occur only in individual loops.

As a consequence of this insensitivity, fge is nearly constant over a large range in ϕext,
which should protect this transition from common-mode flux noise. Another way to see
this is to consider that both junctions must undergo a quantum phase slip in order to tunnel
between the two lowest potential wells. The persistent currents in both fluxonium atoms
must flip direction together. A double phase slip is a second-order process where the
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Figure 5.4 Phase wavefunctions of the ground and first excited states of the
fluxonium artificial molecule. Contour maps of the potential energy landscape
are shown on the bottom-most layer. (a�b) Wavefunctions at ϕext = 0.2π, i.e. in
the rough vicinity of zero external flux. (c�d) Wavefunctions at ϕext = π, i.e. at
half flux. From left to right, the ground state wavefunction undergoes a transition
from being single-peaked to doubly-peaked.

molecule has to make a virtual transition through a higher-energy state with the currents
circulating in the same direction in the two fluxonium loops. The energy splitting is then
on the order of E2

S/E∆, where ES ∼ (E3
JEC)1/4e−

p
8EJ/EC is the energy of a single phase slip

in an individual fluxonium atom [Matveev et al. 2002, Meier et al. 2015] and E∆ ∼ 2
3π

2EL
is the energy difference between the states with counter-circulating currents in the two
loops and the states with currents flowing in the same direction in the two loops. We note
here that the decoherence rate associated with an unwanted phase slip will be suppressed
by a factor of ES/E∆ when compared with the single fluxonium atom.

5.3.2 Two-tone spectroscopy

The artificial molecule device (device M1) is shown in Fig. 5.5a. Each fluxonium atom
consisted of a small Josephson junction, which provided nonlinearity, in series with an
array of 40 larger junctions. The array of 40 junctions had an inductance of 140 nH
and served as the superinductance for each atom.5 The fluxonium atoms were connected
in parallel with an additional array of 40 junctions, which provided inductive coupling
between the atoms. The artificial molecule was inductively coupled to a readout antenna
via shared Josephson junctions, which had an inductance of 3.0 nH.

The inductively-loaded readout antenna was an LC oscillator where the inductance
was provided by 14 Josephson junctions and the capacitance was provided by the long

5 We expect the resonant frequency of the array mode to be ∼12.5GHz, which is above the transition frequencies
of interest for the molecule. We can then treat the array of junctions simply as a large inductance.



50 Chapter 5. Hamiltonian verification by spectroscopy

1.
05

m
m

4µm

molecule

an
te
nn

a

(a) (b)

Figure 5.5 Physical device for the double fluxonium molecule. (a) Scanning
electron micrograph of device M1, showing its coupling via shared Josephson
junctions to an antenna readout resonator on the right, as well as the two small
Josephson junctions in yellow circles. (b) Optical image of the full antenna.

ϕext = π

Device EC/h EL/h EJ/h δA fge T1 T2R T2E
(GHz) (GHz) (GHz) (MHz) (µs) (µs) (µs)

M1 3.41 1.15 9.39 0.0028 105 60 0.45 1.6
M2 3.38 1.07 9.46 0.0035 110 50 1.25 5.4
M3 3.25 1.18 9.83 0.014 197 300 0.31 1.2

Table 5.2 Parameters for three different artificial molecule devices: M1, M2,
and M3. The energy scales EC, EL, and EJ characterize the circuit elements in Fig.
5.3, while δA is the external flux asymmetry parameter. The parameters measured
at ϕext = π corresponding to the g→e transition include the transition frequency
fge, the relaxation time T1, the Ramsey coherence time T2R, and the spin-echo
decoherence time T2E.

metal electrodes as shown in Fig. 5.5b. The antenna had a resonant frequency of ωR/2π =
7.875GHz and a FWHM linewidth of κ/2π = 6MHz. We observed transitions between
|g〉 and the first three excited states using the dispersive readout scheme outlined in the
preceding section. The resulting data is shown in open circles in Fig. 5.6 and the results
from numerical diagonalization are shown in solid lines.

At the critical point (indicated by the start of the hatched area in Fig. 5.6) at ϕext ≈ 0.7π,
we observed the transition frequency from |g〉 to | f 〉 start to increase as a function of flux.
For ϕext > 0.7π, the g→e transition frequency fge became very small. At its lowest point,
fge reached 105MHz at ϕext = π. In contrast with other flux-based qubits such as the flux
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qubit [van der Wal et al. 2000] and the fluxonium [Manucharyan et al. 2009], fge was also
remarkably flat as a function of ϕext near ϕext = π, as shown in Fig. 5.6. At ϕext ≈ 0.7π, the
potential landscape of the system transitions from having a single lowest potential well to
having two degenerate potential wells. The former ground state of the molecule�currents
circulating in the same direction in both loops�becomes the | f 〉 state. For ϕext > 0.7π,
the |g〉 and |e〉 states are superpositions of currents flowing in opposite directions in the
two loops as shown in Fig. 5.4. The energy splitting between |g〉 and |e〉 in this regime is
∼E2

S/E∆, which results in the very small fge value.
We also note that the artificial molecule had different g→e transition frequencies at

external flux points separated by at least one flux quantum, which is to be expected in a
device with unequal loop areas. The g→e transition frequency at ϕext = 3π was 40MHz
higher than that at ϕext = π in device M1.

Any difference in the flux through the two fluxonium loops results in 1
2ϕdm = δAϕext 6= 0

in the Hamiltonian in Eq. 5.2. The two fluxonium atoms then have different potential
energies at each flux point. As the applied external flux is increased, this difference in
potential landscapes compounds. The potential wells corresponding to currents flowing in
opposite directions in the two loops are then no longer nearly degenerate, resulting in the
observed larger energy splitting at ϕext = 3π.

We compare the measured resonant frequencies (open circles in Fig. 5.6) with the
theoretical prediction for these transition frequencies (solid lines in Fig. 5.6) obtained from
numerical diagonalization of the Hamiltonian in Eq. 5.2 using the techniques in Ch. 4. The
only asymmetry we have considered here is the nonzero δA parameter. To fit the data, we
constrain the product EJ · EC based on fabrication parameters and effectively fit the full
spectrum using only three fit parameters: δA, EJ/EC, and EL. We find excellent agreement
between the model and the data over three decades in transition frequencies (from 11.2GHz
at ϕext = 0 to 105MHz at ϕext = π). This proves the principle of planning the behavior of
a complex circuit, such as that in Fig. 5.5a, from a reduced set of engineerable parameters.

We further tested the validity of our approach by measuring multiple devices. The fit
parameters for the measured devices are shown in Tab. 5.2. The spectroscopy of device M3,
which intentionally had the largest asymmetry between the two fluxonium loops, is shown
in Fig. 5.6. For this device, the fit parameter δA is consistent with the asymmetry inferred
from optical images. We note again that the agreement between the theoretical fit and the
measured data here is excellent. The effects of asymmetry were much more pronounced in
this device. The lowest transition frequency fge = 197MHz no longer occurred at ϕext = π,
but rather at ϕext = 0.86π. In addition, the transition frequency at ϕext = 3π was 354MHz
greater than that at ϕext = π.
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Figure 5.6 Energy spectrum of the double fluxonium molecule: theory vs.
experiment as a function of external flux. Circles indicate values measured by
two-tone spectroscopy and lines indicate theoretical fits obtained from numerical
diagonalization. (a) Results for device M1. (b) Results for device M2. (c) Results
for device M3. Devices M1 and M2 have suppressed asymmetry with respect to
device M3, as can be seen from the shapes of the g→e transition frequency at
half-integer values of ϕext/2π.
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EXPERIMENTAL NOISE
CHARACTERIZATION

The theoretical analysis and experimental measurement of the static properties of super-
conducting circuit Hamiltonians were presented in Chs. 2�4 and Ch. 5, respectively, and we
now turn our attention to the dynamic properties. In particular, we discuss in this chapter
the experimental characterization of various noise sources affecting superconducting qubits.
Such characterizations are a necessary ingredient both for designing a protected qubit, so
that one knows what to protect against, and for demonstrating protection. We structure
this chapter by exploring the two underlying channels of decoherence�energy relaxation
in Secs. 6.2 and 6.3 and pure dephasing in Secs. 6.4 and 6.5�on conceptual grounds
followed by a demonstrative experimental example.

6.1 Relevant noise models for protection

Every Hamiltonian that we have mentioned up to this point, ranging from Eq. 1.1 to
Eq. 5.2, has featured two types of mathematical objects in its definition: operator-valued
variables like ϕ and real-valued parameters like ϕext. Dissipation occurs when the system
variables couple to fluctuating environmental variables�provided these operators can
induce qubit transitions. Dephasing, on the other hand, occurs when these parameters
fluctuate in time�provided the qubit energy splitting depends on these parameters.1

For dissipation, we recall that a general system operator O will couple to a noisy
operator E(t) of the bath through an interaction Hamiltonian Hint(t) = OE(t). Fluctuations
in E couple to O, and therefore transitions will be induced between certain eigenstates of
the system. In the case of the lowest two eigenstates, this is precisely energy relaxation: a
nonzero transition rate from the qubit excited state |e〉 to its ground state |g〉 enabled by
fluctuations of the bath at the qubit transition frequency.

On the other hand, an arbitrary system parameter λ will inevitably contribute somewhat
to the qubit transition frequency. More precisely, the two-level qubit Hamiltonian can
be written as H = ħω|e〉〈e|, where ω = ω(λ). In this case, fluctuations of λ in time
lead to fluctuations of ω, and hence some indeterminacy in the complex phase between
|g〉 and |e〉 in the general wavefunction, i.e. pure dephasing. As opposed to dissipation,
the energy levels fluctuate in a manner that includes contributions from all frequency

1 Of course, the parameters are ultimately quantum degrees of freedom themselves. This depiction tacitly relies on
the fact that the low-frequency components of the noise are usually the most significant for dephasing, and at
high frequencies near that of the qubit, these quantum operators behave like classical variables.
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components of the noise (above a certain low-frequency cutoff) and is usually dominated
by the low-frequency components.

In designing a protected qubit, we aim to have both of these effects suppressed expo-
nentially in some adjustable property ` , as in Eq. 1.2. Though this framework demonstrates
the essential concept, it fails to provide means for quantifying the “degree of protection,”
that is, the actual coherence times we can expect to measure. For this, we need (i) the
characterization of the fluctuations in E and λ combined with (ii) the sensitivities found
using Hamiltonian methods [e.g. Burkard et al. 2005, J. Koch et al. 2007]. Experimental
measurements in the time domain are necessary for (i), which is the topic of this chapter,
and we expand on (ii) in Sec. 7.1.1.

6.2 Relaxation estimates and matrix elements

6.2.1 Fermi’s Golden Rule

As above, the interaction between the qubit Hamiltonian H = ħω|e〉〈e| and the bath is
captured by Hint = OE(t). Second-order perturbation theory, which is reviewed in App. B,
yields time-dependent corrections to the joint qubit-bath eigenstates |gr〉 and |er̄〉, where
|r〉 and |r̄〉 describe bath eigenstates. If we sum over all bath states, these time-dependent
corrections can be converted into an e→g transition rate

Γe→g =
1
ħ2 |〈g|O|e〉|

2SEE[ωge] (6.1)

or vice versa. This is Fermi’s Golden Rule and the quantity SEE[ωge] is the noise spectral
density for fluctuations in E (see App. A) evaluated at the qubit frequency. The two
important features of this equation are: the proportionality of the transition rate to the
probability of Omapping |e〉 to |g〉 as well as the spectral density. Roughly speaking, qubits
protected from relaxation are designed to suppress the matrix element, and the spectral
density is taken to be fixed. Research pursuing the inverse, hardware-based approach has
been promising in combating relaxation [see, e.g. Martinis et al. 2005, Houck et al. 2008,
Barends et al. 2013].

6.2.2 Role of temperature

The above expression for Γe→g closely corresponds to the relaxation rate Γ1 = 1/T1
when the thermal energy is much lower than the qubit transition energy, kBT � ħω.
For experiments mounted on base stages of dilution refrigerators, where T ∼ 20mK,
this correspondence gives the corresponding frequency of 417MHz. While this is well
below the transition frequency of a transmon qubit, for instance, many protected qubits
[Dempster et al. 2014, Earnest et al. 2018, Lin et al. 2018], as well as flux-tunable qubits
at their sweet spots [Manucharyan et al. 2009, Pop et al. 2014], are based on the principle
of nearly-degenerate ground states.2 Indeed, the parameters in Tab. 2.2 correspond to
a transition frequency for the cos 2ϕ qubit of roughly 0.4MHz (see Fig. 3.2). At such
frequencies, provided that there exists a substantial gap to higher energy levels, the thermal

2 Near-degeneracy can be seen as a desirable feature because it naturally coincides with a nonlocal qubit encoding.
This is the case for qubits based on Majorana fermions, for example [Aasen et al. 2016].
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occupancy of |g〉 and |e〉 are both approximately 50%. Neglecting further complications,
the relaxation rate is then

Γ1 = Γe→g + Γg→e ≈ 2Γe→g

since Γg→e ≈ Γe→g, and we refer to Ch. 7 for further details.

6.2.3 Survey of loss mechanisms

Superconducting circuits, including readout resonators in the dispersive regime, are de-
scribed by Hamiltonians with four types of terms: the capacitive, inductive, and Josephson
tunneling terms in Eq. 1.1 as well as those of the readout resonator. At this stage, we
regard all forms of loss in the readout to be captured by its linewidth κ. The four common
types of relaxation mechanisms [e.g. Pop et al. 2014] in these circuits mirror this structure.
They are listed below and quantitatively addressed in Sec. 7.1.1.

Capacitive loss concerns energy leaving the system via the spatially-distributed electric
fields generated by the capacitors of the circuit. It is also called dielectric loss. Inductive
loss describes, for geometric inductances, energy leaving the system via the generated
magnetic fields. Kinetic inductances may suffer from energy loss due to resistive electric
currents. The superinductances in this thesis, for example, are suspected to be slightly lossy
due to quasiparticle tunneling [Pop et al. 2014]. Quasiparticle loss describes scattering-
based dissipation associated with electron-hole pairs tunneling through Josephson elements
[Catelani et al. 2011]. Purcell loss encompasses all types of energy leaving the qubit
through the readout resonator�either into the weakly coupled external probe or through
internal loss in the resonator. It is also called radiative loss.

6.3 Example: Simultaneous monitoring of fluxonium qubits

For the two fluxonium qubits measured in a waveguide, whose experimental setup and
dispersive readout scheme was described in Sec. 5.2.2, we performed various time-
domain measurements with the aim of understanding whether their coherence properties
were correlated. In particular, we measured their quantum jumps simultaneously and
analyzed them to estimate the amount of noise jointly affecting the qubit transition rates.
In this section, we present the overall coherence times of the qubits in Sec. 6.3.1, the
simultaneously measured jump traces in Sec. 6.3.2, and the correlation analysis in Sec.
6.3.3.

6.3.1 Coherence time measurements

Measurements of the relaxation times T1 and Ramsey decoherence times T2R of the
g→ e transition in the two fluxonium qubits are shown in Fig. 6.1. The relaxation time
measurement consisted of a Gaussian π-rotation pulse with width ∼50 ns on the qubit,
followed by a variable-length delay up to 5T1 to ensure accurate fitting of the exponential,
and then a square pulse of 30µs on the readout resonator. Data acquisition only occurred
for the first 5µs of this readout pulse; the extra time served to aid reset of the qubit to
its steady state. The sequence to measure the Ramsey decoherence time was the same as
that for T1, except that the initial pulse was a π/2-rotation and, after the delay, a second
π/2-rotation was executed immediately before the readout pulse. These measurements were
performed for device S1 and S2, whose parameters are listed in Tab. 4.1., at ϕext = π. Note
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Figure 6.1 Coherence time measurements for two fluxonium artificial atoms at
ϕext = π, where these timescales are expected to be maximized. (a�b) Relaxation
times T1 measured by qubit state readout after a π-pulse and a variable delay time.
(c�d) Ramsey coherence times T2R measured by free-induction decay, i.e. qubit
state readout after two π/2-pulses separated by a variable delay time.

that the qubit transition frequencies for devices S1 and S2 were 565MHz and 579MHz,
respectively. Values for relaxation times exceeded 100µs for both qubits, as shown in
Fig. 6.1, while the respective Ramsey decoherence times were 25µs and 13µs. For a
spin-echo decoherence measurement, a π-pulse is performed on the qubit at the midpoint
of the Ramsey sequence delay, which serves the function of canceling out a portion of
low-frequency noise (see App. C). In these samples, this sequence did not yield prolonged
coherence times, indicating that the coherences of the two qubits were limited by noise
characterized by time scales faster than several microseconds. One possible culprit is
photon shot noise (see Sec. 6.4, Ch. 7, and App. C for additional discussion).

6.3.2 Multiplexed quantum jumps in fluxonium artificial atoms

As the results above show, these two fluxonium qubits exhibited very similar coherence
properties and Hamiltonians, so it is natural to suspect that their coherence times were
limited by the same mechanisms. In an attempt to pinpoint the mechanisms responsible, we
probed the time dependence of the noise affecting the qubits using a trajectory approach.
Dissipation is an inherently statistical effect�if we subject a qubit to repeated projective
measurements of its state, we will observe a roughly telegraphic signal, where the statistics
of the trace/trajectory can be translated into excitation and decay rates, or equivalently
temperature and T1. These quantum jumps can be analyzed on different time scales to
expose patterns, e.g. correlations between the jump traces of two neighboring qubits.
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Figure 6.2 Measurement setup for simultaneous single-shot readout of quantum
jumps of fluxonium qubits in a waveguide. Readout tones were reflected by
the waveguide (see Fig. 5.1) and preamplified in reflection by two Josephson
Parametric Converters (JPCs) in series. Each JPC was tuned to provide 20 dB of
gain at the frequency of its respective readout antenna. The signals were amplified
at 4K by a High Electron-Mobility Transistor (HEMT), then demodulated and
digitized at room temperature using two heterodyne interferometers.

We demonstrated simultaneous monitoring of the fluxonium qubits S1 and S2 with
the following measurement setup�see Fig. 6.2. The output of the waveguide was fed into
circulators, which then routed the output signals to two cascaded Josephson parametric
converter (JPC) quantum-limited amplifiers3. The JPCs were tuned to provide a gain of
20 dB with bandwidths of 6MHz and 5MHz, respectively. Signals amplified in reflection
by the JPCs were fed via circulators into a high electron-mobility transistor amplifier at 4K.
The amplified signals were then split at room temperature and demodulated at 50MHz for
device S1 and 25MHz for device S2 using two heterodyne interferometer setups.

Fig. 6.3 shows the simultaneously measured in-phase I and out-of-phase Q quadratures
of the reflected signals from two fluxonium qubits in equilibrium with their environment
at ϕext ≈ π. 4 The optimal measurement fidelity was achieved with a readout power
corresponding to n̄ = 1 photon occupation of the readout resonator. Larger photon numbers
resulted in faster measurements but also saturated the output of the JPCs as well as
decreased the lifetimes of the two fluxonium qubits. This last effect has also been observed
in transmons [Boissonneault et al. 2008, Slichter et al. 2012]. We attained a readout fidelity

3 Alternatively, for a more favorable scaling in qubit number, one might use a large-bandwidth quantum-limited
amplifier, such as the traveling-wave parametric amplifier [White et al. 2015, Macklin et al. 2015].

4 Due to slight differences in loop area, Fig. 6.3 corresponds to ϕext = π for device S1 and ϕext = 0.99π for S2.
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Figure 6.3 Simultaneous measurement of the I and Q quadratures of the output
signal of two fluxonium qubits in equilibrium with their environment at ϕext = π,
normalized by the average readout photon number. Each count takes 5µs of
integration time and there are 80 000 counts total. (a�b) Quantum jump traces
corresponding to the time evolution of the I quadrature, showing the qubits in
their ground state |g〉 on the bottom level and in their excited state |e〉 in the top
level. Raw data is plotted in grey and filtered data in green/blue. (c�d) Histograms
of the I and Q quadratures, indicating effective temperatures of ∼20mK and
∼25mK for devices S1 and S2, respectively.

of 95% for each measurement with 5µs of integration time. The total number of counts in
each histogram is 80 000.

We observed the evolution of the I quadratures of the two fluxonium qubits simultane-
ously, as shown in grey in Fig. 6.3. An estimate of the qubit state was determined using
a two-point filter, similar to that used by Vool et al. (2014). The filter declared a change
in the qubit state if the quadrature value crossed a threshold set σ/2 away from the new
state, where σ was one standard deviation away from the center of the peak corresponding
to the new state obtained from the histogram shown in Fig. 6.3. Otherwise, the qubit was
declared to remain in its previous state. The estimated qubit state is shown in green and
blue for device S1 and S2 in Fig. 6.3.

6.3.3 Upper bound on quantum jump correlation coefficient

A qubit subject to frequent measurements of its energy stochastically jumps between its
energy eigenstates. The characteristic timescale over which a qubit changes its state is T1.
If the relaxation channels become coupled more strongly to the qubit or decrease in quality
factor, the qubit will change its state more rapidly (i.e. its T1 will decrease). Hence, to
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Figure 6.4 Time τ between adjacent quantum jumps, i.e. the time spent in
either |g〉 or |e〉, as a function of time for two fluxonium qubits monitored
simultaneously. (a) Results for device S1. (b) Results for device S2.

look for correlated relaxation channels, one should investigate the correlations between the
times that the two qubits spend in either |g〉 or |e〉. Using the qubit state evolutions shown
in Fig. 6.3, we extracted the total amount of time each qubit spends in a single state before
a quantum jump occurs at each time step, which we denote as τ. These processed traces
are shown in Fig. 6.4 for a twice larger time span.

The normalized covariance between τS1 and τS2 is

Σ(t, t + δt) = τS1(t)τS2(t + δt)
τS1 τS2

− 1,

where τS1(t) and τS2(t) are the times that devices S1 and S2 spend in each state at time t,
τS1 and τS2 are the means of each data set, and δt is the separation in time between the
data taken for device S1 and the data taken for device S2. The average for Σ was taken
over 2000 data sets of 20.48ms of continuous monitoring.

For correlated τ between device S1 and device S2 at time δt = 0, we expect the
covariance to decay on a time scale of the order of the mean time that the qubits spend in a
state during the correlated times, and the amplitude to depend on the percentage of the total
monitoring time that τS1 and τS2 are correlated. The covariance of the measured devices
corresponds to devices with correlated τ at δt = 0 for <0.5% of the total monitoring time,
and the detection threshold of our experimental setup was 0.5%. This was determined by a
comparison of the covariance of the data with the covariance of simulated quantum jumps
with fixed correlations, in addition to exponential fits (see Fig. 6.5 for the data and the
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Figure 6.5 Covariance Σ among times τS1(t) and τS2(t + δt) spent between
adjacent quantum jumps, as a function of δt. Black circles indicate measured
values while purple and red circles indicate simulated values with 1% and 3%
correlated τ. Lines indicate exponential fits.

simulated cases of 1% and 3% correlation). We hence conclude that up to the detection
efficiency of our experiment, the relaxation of the two devices was not correlated.

6.4 Dephasing estimates and energy levels

6.4.1 Ensemble averages of phase factors

We now return to the qubit Hamiltonian H = ħωge |e〉〈e|, where ωge = ωge(λ) and λ = λ(t)
is a noisy parameter. Without loss of generality, we can assume that λ has zero mean.
Taylor expanding about λ = 0 yields ωge(λ) = ωge(0) + ∂ωge

∂λ
λ + . . . , where all derivatives

are evaluated. The time-evolution operator corresponding to this Hamiltonian is then

U (t) = exp
(
−i|e〉〈e|∫

t

0
dt′

[
ωge(0) +

∂ωge

∂λ
λ(t′) + . . .

])
with respect to the reference time t = 0. The first factor in U (t) corresponds to the
deterministic evolution while the second and higher describe a stochastic accumulated
phase between |g〉 and |e〉. In the simplest case where this phase is Gaussian distributed,
the fluctuations of λ are small, and the first-order term in the Taylor expansion does not
vanish; the ensemble average of the time-dependent excited state |e(t)〉 inherits a factor

fφR(t) = exp
(
−

1
2

*[
∂ωge

∂λ
∫

t

0
dt′λ(t′)

]2+)
,
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where we have retained only the leading time-dependent term in the expansion. Under the
assumption that the process is stationary, i.e. 〈λ(t)λ(t′)〉 = 〈λ(t − t′)λ(0)〉, this becomes

fφR(t) = exp
[
−

1
2
t2

(
∂ωge

∂λ

)2

∫
∞

−∞

dω
2π

Sλλ[ω] sinc2 ωt
2

]
. (6.2)

Here we have introduced the noise spectral density Sλλ[ω] for fluctuations of an arbitrary
parameter λ, which obeys the Wiener-Khinchin theorem

Sλλ[ω] = ∫
∞

−∞
dt eiωt〈λ(t)λ(0)〉, (6.3)

where ω is the frequency at which the spectral density is taken. Eq. 6.2 is the Ramsey
decay envelope, and it is Gaussian in shape when the integral is dominated by the low-
frequency component. Here, the two important features are the dependence of the pure
dephasing rate ΓφR (the factor multiplying t in the exponent) on the derivative of the
transition energy with respect to λ and the noise spectral density Sλλ for fluctuations in λ.
For additional derivations of this type, refer to App. C; for the application to the physical
noise sources listed below, refer to Sec. 7.1.2. Similar to relaxation, protection from pure
dephasing is usually attained by suppressing the dependence of the g→ e frequency on
external parameters, instead of the spectral densities themselves. As before, the inverse,
hardware-based strategy is also an active and promising area of research [see, e.g. Paik
et al. 2011, Rigetti et al. 2012, Kumar et al. 2016].

6.4.2 Survey of dephasing mechanisms

The sketch of an argument above demonstrates the qualitative model of decoherence, but it
turns out that certain noise channels require different models, e.g. because some of the
assumptions made above do not hold. However, this model and its extensions are adept
at dealing with so-called 1/f noise, where Sλλ has a roughly reciprocal dependence on
frequency. The four dominant known dephasing channels in superconducting qubits read
out dispersively are listed below and discussed further in Sec. 7.1.2.

Charge noise corresponds to fluctuations in the offset charge Ng that are commonly
associated with microscopic electrostatic defects and are 1/f . There are also offset charge
jumps, which are low-frequency but large-amplitude [Christensen et al. 2019]. Flux noise
is the stochastic variation of the external flux ϕext (see the following section) and a
prototypical example of 1/f noise. Critical current noise corresponds to variations in EJ
and it also expected to have a 1/f spectrum [van Harlingen et al. 2004, Faoro and Ioffe
2007]. Shot noise is a shorthand for fluctuations in the number of photons occupying
the readout resonator[see, e.g. Bertet et al. 2005]. These may be coherent photons, in
which case the occupation is n̄, or incoherent thermal photons, in which case it is nth. The
corresponding decoherence limits differ by a factor of two (see App. C). The spectral
density is approximately Lorentzian in shape, i.e. not 1/f .

6.5 Example: Local and global flux noise in the double fluxonium

In cases where the Hamiltonian depends on multiple instances of the same type of
parameter, like two external fluxes, we can introduce the concept of locality in addition
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to the frequency spectrum. The central idea here is that spatial correlations in the noise
can be estimated, and that they provide valuable information about its physical origin. As
a simple example, consider two parameters λ1 and λ2 and their transforms λ± = λ1 ± λ2.
The noise should be considered global when λ1 and λ2 have correlated fluctuations, in
which case there are no fluctuations in λ−. Oppositely, it should be considered local when
the fluctuations are uncorrelated, and so the fluctuation amplitudes in λ+ and λ− are equal.

6.5.1 Mapping coherence times to external flux

In order to demonstrate the insensitivity of the molecule to certain decoherence mecha-
nisms, we measured the Ramsey coherence times of the g→e transition for devices M1,
M2, and M3 in the vicinity of ϕext = π. Additional measured timescales are listed in Tab.
5.2. Ramsey coherence times for the measured devices were between 0.4�1.25µs, but
spin-echo coherence times were about a factor of 4 larger, indicating the presence of a
low-frequency decoherence mechanism, such as 1/f flux noise.

The measured Ramsey dephasing rate ΓφR is plotted in Fig. 6.6 as a function of ϕext.
The dependence of the fge transition on ϕext allows us to isolate the contributions of
common-mode and differential-mode flux noise to dephasing of the molecule as shown by
the theoretical curves. Near ϕext = π, the coherence of the g→e transition is expected to
be limited by differential-mode flux noise while at ϕext . 0.6π it is predominantly expected
to be limited by common-mode flux noise.

6.5.2 Evidence for the local origin of flux noise

For common-mode flux noise, the parameter appearing in Eq. 6.3 is λ = 1p
2 (Φcm − 2Φext),

while for differential-mode flux noise, it is λ = 1p
2 (Φdm − 2δAΦext). The offsets ensure that

the parameters have zero mean and the factors of 1p
2 permit the comparison to single-loop

flux noise measurements. Flux noise is typically assumed to have a 1/f spectrum, i.e.

Sλλ[ω] =
2πAλ
|ω|

,

where
√
Aλ is the flux noise amplitude. Note that Sλλ has units of [λ2]/Hz while Aλ has

units of [λ2]. We call the spectral density amplitudes for the common- and differential-
modes Acm and Adm, respectively.

The common-mode and differential-mode flux noise amplitudes are given in Tab. 6.1.
We found upper bounds for flux noise amplitudes between 4 and 11µΦ0. The flux noise
amplitudes that we measured were somewhat larger but of the same order of magnitude as
previous measurements of flux noise in flux qubits [Yoshihara et al. 2006, Bylander et al.
2011, Gustavsson et al. 2011] and coupled flux qubits [Yoshihara et al. 2010].

Global flux noise, from a fluctuating applied magnetic field for example, would induce
exclusively common-mode flux noise in the sample, i.e. Adm/Acm = 0. On the other hand,
local flux noise, such as that caused by spins fluctuating at the surface of the superconductor
[R.H. Koch et al. 2007] or in defects at the metal/insulator interface [Faoro and Ioffe
2008], induces both common-mode and differential-mode flux noise in the sample. The
exact branching ratio depends on the details of the model, but local flux noise will cause
both common-mode and differential-mode flux noise on the unshared superinductances and
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Figure 6.6 Ramsey decoherence rates of the double fluxonium molecule as a
function of external flux. Circles indicate measured values with statistical error
bars. Dashed lines indicate theoretical predictions using models for differential-
mode (green) or common-mode (red) flux noise with fitted noise spectral density
amplitudes, while solid lines represent their combination. (a) Results for device
M1. (b) Results for device M2. (c) Results for device M3. Note that residual
asymmetry in loop areas causes the lack of exact symmetry about ϕext = π and
makes measurement of ΓφR over the complete flux range intractable.

Adm/Acm

Device Acm (µΦ0) Adm (µΦ0) Meas. Exp. Global Exp. Local

M1 6± 1 10± 2 1.7 ± 0.4 0 >1
M2 4± 1 4± 1 1.0 ± 0.4 0 >1
M3 8± 1 11± 2 1.4 ± 0.3 0 >1

Table 6.1 Inferred flux noise amplitudes from Ramsey decoherence time T2R
measurements for the three double fluxonium devices. The latter three columns
display the measured and expected ratios of differential-mode to common-mode
flux noise amplitudes for the cases of global and local flux noise.
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differential-mode flux noise on the shared superinductance, resulting in a larger differential-
mode contribution than common-mode contribution. Hence, for local flux noise, we would
expect Adm/Acm > 1. This is what we observe in all three devices. Near ϕext = π, the
sample is insensitive to common-mode flux noise and is limited by differential-mode flux
noise, which can only result from local sources.5

To calculate the different flux noise limits on coherence, we rewrite Eq. 5.1 in terms of
ϕext and δA as

H = 4EC(N2
1 + N2

2 ) +
1
3
EL(ϕ2

1 + ϕ2
2 + ϕ1ϕ2)

− EJ cos
[
ϕ1 − (1 + δA)ϕext

]
− EJ cos

[
ϕ2 − (1 − δA)ϕext

]
,

which we numerically diagonalize in a double Fock basis using the methods from Ch.
4. We then take a derivative of fge as a function of ϕext using finite difference methods.
Following the calculation in App. C [Ithier et al. 2005], we fit the Ramsey coherence data
using the following equation:

ΓφR =

√

Acm ln
ΓφR

ωir

������ ∂ωge

∂Φext

������,
where Acm is the common-mode flux noise amplitude and ωir is the low frequency cutoff for
the flux noise. We take ωir = 2π × 1Hz, which corresponds to the inverse of our averaging
time. This cutoff is consistent with the measured ratio ΓφR/ΓφE =

√
ln[ΓφR/ωir]/ ln 2 ∼ 4.

From this fit we obtain the common-mode flux noise amplitudes given in Tab. 6.1.
To calculate the differential-mode flux noise limits, we take a derivative of fge as a

function of δA again using finite difference methods. We fit the T2R data using the equation:

ΓφR =

√

Adm ln
ΓφR

ωir

1
Φext

�����∂ωge

∂δA

�����,
where Adm is the differential-mode flux noise amplitude and ωir is the same constant as
above. From this fit we obtain the differential-mode flux noise amplitudes given in Tab.
6.1. We remark that a stronger residual asymmetry between the two loops results in lower
coherence times of the molecule around ϕext = π.

6.5.3 Population control using higher levels

As a final remark in this section, we now describe measurements that demonstrate indirect
control of the double fluxonium qubit. While these techniques were not used to acquire the
data in Fig. 6.6, they constitute an important control experiment and have consequences
for the implementation of the cos 2ϕ qubit, which we will see in Ch. 8. As we remarked in
Sec. 5.3, the double fluxonium qubit had a very low transition frequency near 100MHz for
all three devices at certain points in external flux. Since this corresponds to a temperature

5 We note that the residual asymmetry between the two loops in the molecule results in sensitivity to differential-
mode flux noise. A locally-applied external flux could be used to compensate this asymmetry, which may improve
coherence times. In addition, surface passivation has recently been found to decrease flux noise in SQUIDs
[Kumar et al. 2016] and may also increase coherence times.
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Figure 6.7 Spectroscopy of the second- and third-excited states | f 〉 and |h〉
from the ground and first-excited states |g〉 and |e〉 for the fluxonium artificial
molecule. The g→ { f , h} and e→ { f , h} transitions are seen as increases (green
lines) and decreases (blue lines) in the reflected phase, respectively. These latter
transitions were made visible by the low g→e transition frequency and hence the
large thermal population of |e〉.

well below that of the dilution refrigerator, the qubit had a thermal population up to ≈45%.
In such systems, which resemble natural atoms [Ludlow et al. 2006] and ions [Langer
et al. 2005], higher levels of the system are often used to manipulate low-frequency
manifolds. We expect to encounter this situation in the cos 2ϕ qubit (see Ch. 8), as with
many protected qubits. In the double fluxonium, we plot the spectroscopy of transitions
from the {|g〉, |e〉} manifold to the next two excited states | f 〉 and |h〉 in Fig. 6.7. In this
figure, the large thermal population makes both the g→ { f , h} and e→ { f , h} transitions
visible.

We demonstrate coherent manipulation of both the population between |g〉 and | f 〉 in
Fig. 6.8a, and the population between |e〉 and | f 〉 in Fig. 6.8b. In these measurements, we
applied a microwave tone with a pulse width of 20 ns at the transition frequencies fgf and
fef with a varying amplitude, and we observed the Rabi oscillations shown. Unfortunately,
since the coherence times of the g→ f and e→ f transitions were not significantly shorter
than that of the g→e transition, STImulated Raman Adiabatic Passage (STIRAP) as well
as conventional stimulated Raman transitions are not expected to be any more efficient
than direct population transfer through | f 〉 [Bergmann et al. 1998, and references therein].

On the other hand, we could significantly increase the readout contrast of the g→ e
transition, which was originally limited by the large thermal occupancy, using | f 〉. To this
end, we first applied a π-pulse to the e→ f transition to evacuate population from |e〉. Then,
an amplitude Rabi experiment showed a tenfold increase in contrast when compared to the
same measurement without the preceding π-pulse from e→ f , as shown in Fig. 6.8c.
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Figure 6.8 Population control in the fluxonium artificial molecule using higher
excited states in the vicinity of ϕext = π (dashed line in Fig. 6.7). (a�b) Rabi
oscillations between |g〉/|e〉 and | f 〉, such that the initial population pg/pe of
|g〉/|e〉 was transferred to | f 〉. (c) Indirect control of the qubit manifold. The
bare Rabi contrast between |g〉 and |e〉 was small due to thermal occupation, but
increased by an order of magnitude when preceded by a π-pulse that evacuated
the population from |e〉. The signal amplitudes are normalized by that of the
latter sequence.
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DECOHERENCE ESTIMATES FOR
PROTECTED QUBITS

In sequence with the last chapter, we proceed with our discussion of the dynamic properties
of superconducting circuit Hamiltonians, now focusing on theoretical models of coherence
times. At this point, we have completed our discussion of the fluxonium and double
fluxonium experiments, which demonstrated our understanding of circuit Hamiltonians,
on both a theoretical and experimental level, as well as the common varieties of noise
that affect qubits in practice. We are now equipped to continue our analysis of the cos 2ϕ
qubit from Ch. 3, which we argued should be protected in Ch. 1. To this end, we revisit
the full Hamiltonian in Eq. 2.15 and apply the results of Chs. 4�6 to predict its coherence
properties. Ultimately, we find that the cos 2ϕ qubit is expected to be insensitive to all
typical noise sources.

7.1 Summary for superconducting circuits

7.1.1 Quantitative description of the loss channels

We begin by expanding on Sec. 6.2 by discussing the quantitative features of the four loss
mechanisms introduced: capacitive/dielectric, inductive, quasiparticle, and Purcell/radiative.
To ease our discussion, we introduce a general expression for the Hamiltonian of one
qubit dispersively coupled to its readout resonator in the presence of a bath. This naturally
extends Eq. 1.1, along the lines of Eq. 4.3, into

H = 4EC(N − Ng)2 + 1
2EL(ϕ − ϕext)2 − EJ cosϕ + ħω0a†a + Hbath

−
φ0Φzpf

Lm
(ϕ − ϕext)(a + a†) + i

2eQzpf

Cm
(N − Ng)(a† − a) +

∑

O
OE(t). (7.1)

In this expression, the first line corresponds to the independent qubit, readout, and bath
Hamiltonians. The first two terms on the second line respectively describe inductive and
capacitive coupling between the qubit and its readout resonator, which rarely appear
together. The coupling strengths are parametrized by a mutual inductance Lm and mutual
capacitance Cm, which tend to infinity as the modes decouple. The parameters Φzpf and
Qzpf represent the amplitude of zero-point fluctuations of the cavity flux and charge,
respectively, in accordance with the definitions in Sec. 3.1. The final term on the second
line depicts all the couplings between the joint qubit-readout system, with operators O,

67
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and the noisy bath operators E(t). We recall Fermi’s Golden Rule from Eq. 6.1,

Γi→f =
1
ħ2 |〈 f |O|i〉|

2SEE[−ωif ], (7.2)

generalized to arbitrary initial and final qubit states |i〉 and | f 〉, respectively.

Capacitive loss For capacitive loss, where O = 2eN and E = V , the fluctuation-
dissipation theorem [Schoelkopf et al. 2003] gives

SVV[ω] = ħωReZ(ω)
(
1 + coth

ħω
2kBT

)
,

where Z(ω) represents the impedance of the relevant component of the bath. In particular,
the real part of the impedance associated with a lossy capacitance C is

ReZcap(ω) =
1

|ω|CQcap(ω)
(7.3)

for large capacitive quality factors Qcap. To reproduce this relation, we simply add a resistor
in parallel with the capacitance and recall the definition Qcap(ω) = ImYcap(ω)/ReYcap(ω)
[Masluk 2013]. Note that we have allowed for a frequency-dependent Qcap(ω) to account
for empirical observations.

For aluminum thin films on sapphire, these quality factors have been measured to be
lower-bounded by Qcap ≈ 1 × 106 for a frequency of ω = 2π × 6GHz [C. Wang et al.
2015]. Their frequency dependence has been empirically observed to be Qcap ∝ |ω|−0.7

[Braginsky et al. 1987]. Hence, we use the expression

Qcap(ω) = (1 × 106)
(
2π × 6GHz

|ω|

)0.7

(7.4)

for our calculations. Since this treatment neglects the specific geometry of the capacitance
in question, we expect it to be valid only up to geometric factors of order unity.

Inductive loss Inductive loss is the formal dual of capacitive loss. In this case, we have
O = φ0ϕ and E = I, so that the fluctuation-dissipation theorem gives

SII[ω] = ħωReY(ω)
(
1 + coth

ħω
2kBT

)
.

Here, Y(ω) depicts the admittance of the relevant component of the bath. The real part of
the admittance associated with a lossy inductance L is

ReYind(ω) =
1

|ω|LQind(ω)
(7.5)

for large inductive quality factors Qind(ω). Similar to the case of capacitive loss, we can
see this by adding a resistor in series with the inductance and using the definition of the
inductive quality factor Qind(ω) = ImZind(ω)/ReZind(ω) [Masluk 2013].
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For inductors made from arrays of Josephson junctions, it has been suggested that
inductive loss should occur due to quasiparticle tunneling across the constituent junctions.
In these superinductances, the quality factors have been estimated to be lower-bounded
by Qind ≈ 500 × 106 at frequency ω = 2π × 0.5GHz [Pop et al. 2014]. To align with
the theoretical model of quasiparticle tunneling (see below), their frequency dependence
should be Qind ∝ 1

K0(x) sinh x with x = ħ|ω|
2kBT , where K0 is the modified Bessel function of

the second kind. In the high-frequency case ħ|ω| � kBT , this frequency dependence
simplifies to Qind ∝

√
|ω|, however this is not a relevant limit for low-frequency qubits

such as the cos 2ϕ qubit. We therefore arrive at the expression

Qind(ω) = (500 × 106)
K0

(
h×0.5GHz

2kBT

)
sinh

(
h×0.5GHz

2kBT

)
K0

(
ħ|ω|
2kBT

)
sinh

(
ħ|ω|
2kBT

) (7.6)

for the inductive quality factor used in our calculations.

Quasiparticle loss For quasiparticle loss, O = 2φ0 sin(ϕ/2) [Catelani et al. 2011] and
the spectral density for quasiparticle tunneling obeys a version of the fluctuation-dissipation
theorem

Sqp[ω] = ħωReYqp(ω)
(
1 + coth

ħω
2kBT

)
,

provided the quasiparticle bath is in thermal equilibrium at a low temperature kBT � ∆,
where ∆ is the superconducting gap. For arbitrary ω, the dissipative part of the admittance
of a Josephson junction with tunneling energy EJ is

ReYqp(ω) =
√

2
π

8EJ

RK∆

(
2∆
ħω

)3/2

xqp

√
ħω

2kBT
K0

(
ħ|ω|
2kBT

)
sinh

ħω
2kBT

, (7.7)

where RK = h/e2 is the normal resistance quantum and xqp is the density of quasiparticles
relative to Cooper pairs. Note that the frequency dependence of this admittance, when
brought into agreement with Eq. 7.5, justifies Eq. 7.6. This junction admittance, derived
by Catelani et al. (2011), has typically been simplified using the limiting behavior of the
Bessel function K0(x) ∼ e−x

√
π/2x as x → ∞ [Pop et al. 2014]. Using this expression, Eq.

7.7 takes the form

ReYqp(ω) ≈
4EJ

RK∆

( 2∆
ħ|ω|

)3/2
xqp

in the high frequency ħ|ω| � kBT case. Although this formula is justified for high-
frequency qubits, such as the transmon, it breaks down for low-frequency qubits, such as
the cos 2ϕ qubit. Therefore, we use the full expression. For convenience, we can draw an
analogy between Eq. 7.7 and Eq. 7.5 to define a junction quality factor Qqp(ω) such that

ReYqp(ω) =
1

|ω|LJQqp(ω)
.
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Moreover, the normalized density of quasiparticles in aluminum superconducting circuits
has been measured to be x−1

qp ≈ 0.3 × 106 [Pop et al. 2014].1 The result is

Qqp(ω) = ( π
2
)3/2(0.3 × 106)

√
kBT/∆

K0
(
ħ|ω|
2kBT

)
sinh

(
ħ|ω|
2kBT

) ,
where the numeric factor in parentheses represents x−1

qp as discussed.

Purcell loss One method for treating Purcell loss is to consider it as capacitive or
inductive loss in the lumped element model of the readout resonator in Eq. 7.1, depending
on the type of qubit-readout coupling. Particularly, capacitive and inductive losses are
appropriate for inductive and capacitive coupling between the qubit and readout modes,
respectively.2 Then, we may use O = iQzpf(a†−a) or O = Φzpf(a+a†) as well as the above
expressions for SVV and SII . The only subtlety is that |i〉 and | f 〉 are no longer simple qubit
eigenstates; they also include a readout component |n〉.3 Depending on the circumstance, a
different estimate for the steady-state |n〉 should be taken. The most common options are
(i) the vacuum state |0〉 of the readout mode,
(ii) a coherent state |α〉 = e−|α|2/2

∑∞
n=0

αnp
n! |n〉 with |α|2 = n̄ photons, or

(iii) a thermal state with nth photons and described by the totally mixed density matrix
ρ =

∑∞
n=0

nnth
(1+nth)1+n |n〉〈n|.

An alternative method for treating Purcell loss is to take O = 2eN or O = φ0ϕ and then
extract ReZcap(ω) or ReYind(ω) using an electromagnetic solver like Ansys HFSS [e.g. as
used in earlier fluxonium work, see Geerlings 2013, Pop et al. 2014].

Summary As we have seen, the transition rate in Eq. 7.2 corresponding to each type
of coupling to the bath, or loss channel, involves a specific instance of the fluctuation-
dissipation theorem. We can capture these effects in the unified equation

Γi→f =
1
ħ2 |〈 f |O|i〉|

2 × ħωif Re ζ(ωif )
(
−1 + coth

ħωif

2kBT

)
,

where ζ(ω) is the appropriate complex response. Additionally, we have been able to write
Re ζ(ω) = 1

|ω|λQ(ω) for each loss mechanism, where λ is a circuit parameter. We now recall
that the qubit relaxation rate Γ1 is expressed in terms of the e→ g and g→ e transition
rates as Γ1 = Γe→g + Γg→e.4 Therefore, we are able to write the relaxation rate through an

1 This is a surprisingly low value given that thermal equilibrium predicts x−1
qp � 1020. Indeed, signatures of hot

nonequilibrium quasiparticles have recently been detected in superconducting circuits [Serniak et al. 2018].
2 For inductive qubit-readout coupling, the readout mode is eliminated by taking it to be an open circuit, and hence

capacitive loss in the readout becomes inductive loss in the coupling inductance. The situation is reversed for
capacitive coupling, where the relevant limit is a closed readout circuit. Note that these limits are only valid for
circuits with qubit and cavity modes bridged by the coupling element, i.e. Π circuits.

3 These states |n〉 should not be interpreted as eigenstates of a†a, because then 〈n|O|n〉 = 0, but rather as
eigensubspaces of the full Hamiltonian corresponding to the quantum number n that indexes the number of
excitations in the readout mode (see Sec. 4.3.3).

4 To see this, we adhere to the conventional definition of Γ1 as the decay rate of the qubit polarization πge = ρgg−ρee.
Then, plugging the loss operators |g〉〈e| and |e〉〈g| with rates Γe→g and Γg→e into a Lindblad master equation for
the qubit quickly yields π̇ge = −(Γe→g + Γg→e)πge.
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Channel Operator O Parameter λ Quality factor Q

Capacitive 2eN C (1 × 106)
(
2π × 6GHz

|ω|

)0.7

Inductive φ0ϕ L (500 × 106)
K0

(
h×0.5GHz

2kBT

)
sinh

(
h×0.5GHz

2kBT

)
K0

(
ħ|ω|
2kBT

)
sinh

(
ħ|ω|
2kBT

)
Quasiparticle 2φ0 sin(ϕ/2) LJ

( π
2
)3/2(0.3 × 106)

√
kBT/∆

K0
(
ħ|ω|
2kBT

)
sinh

(
ħ|ω|
2kBT

)
Purcell iQzpf(a† − a) Cr ∼103�104

Φzpf(a + a†) Lr

Table 7.1 Features and quality factors for different loss channels. Inductive and
capacitive quality factors for Purcell loss are order of magnitude estimates based
on typical values for readout resonator frequencies ω0/2π in the gigahertz range
and κ ∼ 2π × 1MHz. More accurate estimates require geometric considerations.

arbitrary loss channel as

Γ1 =
2
ħ
|〈g|O|e〉|2

1
λQ(ωge)

coth
ħ|ωge |

2kBT
. (7.8)

See Tab. 7.1 for a consolidated account of the different dissipation mechanisms.

7.1.2 Quantitative description of the dephasing channels

Our approach to calculating relaxation times was unified by Eq. 7.8, owing to the strength
of the quantum fluctuation-dissipation theorem and Fermi’s Golden Rule. The theory of
pure dephasing, on the other hand, involves different approaches depending on context.
In particular, we must account for both the measurement sequence used, e.g. Ramsey
or spin-echo, and the specific frequency dependence of the noise channel in question.
This is because relaxation requires the exchange of a fixed energy ħωge with the bath,
while dephasing describes the integrated drift of the phase between |g〉 and |e〉 due to the
environment. This drift depends heavily on whether the noise is frequency independent, i.e.
white; singular at low frequencies, e.g. 1/f noise; or something else, such as Lorentzian in
the case of shot noise�in addition to how much noise is canceled using echo pulses.

As a demonstrative example, we return to Eq. 6.2, which describes the dephasing
envelope for a Ramsey-type measurement and linear coupling to the noise. For clarity, we
repeat it here:

fφR(t) = exp
[
−

1
2
t2

(
∂ωge

∂λ

)2

∫
∞

−∞

dω
2π

Sλλ[ω] sinc2 ωt
2

]
,

where the evaluation of the derivative at the bias point is implied. If the noise spectral
density Sλλ[ω] is regular and slow-varying for |ω| . 1/t, we can use limt→∞

sinωt/2
ω/2 =
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2πδ(ω) in the integrand. We then obtain

fφR(t) = exp
[
−

1
2
t
(
∂ωge

∂λ

)2

Sλλ[0]
]
, (7.9)

which has the exponential form fφR(t) = e−ΓφRt with dephasing rate ΓφR = 1
2
( ∂ωge
∂λ

)2Sλλ[0].
This is perhaps the most transparent description of dephasing, for we see that the rate scales
with the squared sensitivity ∂ωge

∂λ
of the qubit transition frequency to the noisy parameter

and the dc component of the noise spectral density Sλλ[0], i.e. the part corresponding
to drift. Unfortunately, this expression is not useful for superconducting qubits that are
limited by noise sources either with singular spectral densities at ω = 0 or which are not
linearly coupled.

Nonetheless, the affect of each dephasing channel on the qubit can be modeled in
terms its phase decay envelope fφ(t), which captures the non-oscillatory time dependence
of the off-diagonal components ρge and ρeg. Depending on the statistics of the noise, how
it couples to the qubit, and the time-scale over which it can be disruptive, functionally
different envelopes fφ(t) can be obtained. The dephasing time Tφ is easily identified
for exponential envelopes fφ(t) = e−Γφt and Gaussian envelopes fφ(t) = e−(Γφt)2 , where
Tφ = 1/Γφ, but slightly ambiguous for other functional forms, such as power laws. We
define Tφ to be the 1/e time, that is, the time at which fφ(t) = fφ(0)/e. We refer to App. C
for mathematical details about dephasing theory, with a particular focus on 1/f noise in
devices with first-order insensitivity.

Charge noise Offset charge noise, which corresponds to fluctuations in Ng, is described
by the 1/f noise spectral density

SNgNg[ω] =
2πANg

|ω|
.

The charge noise amplitude has been measured to be
√
ANg ≈ 1 × 10−4 [Zorin et al. 1996].

Note that a more thorough treatment would include an empirical exponent p 6= 1 such
that SNgNg ∝ |ω|−p, but we do not require this level of precision [e.g. Christensen et al.
2019]. Regardless, this model is appropriate only for noise in Ng about a fixed bias value
Ng. Drift in the bias value can be accounted for using the full nonlinear dependence of the
qubit frequency on Ng. We defer the details to Sec. C.5 and state the result for the decay
envelope,

fφR(t) = J0
(

1
2ħ ε t

)
, (7.10)

where ε is the charge dispersion of the qubit transition, i.e. the amplitude of the oscillation
of Ege in Ng, and J0 is the Bessel function of the first kind. In fact, this Bessel function
contains an oscillatory component that does not correspond to dephasing, so we use the
asymptotic limit J0(x) ∼

√
2/πx cos(x − π

4 ) for x → ∞ to extract the amplitude envelope

f ′φR(t) =
√

4ħ
πε t

. (7.11)
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Our earlier definition of Tφ as the 1/e time then yields ΓφR = π
(2e)2 ε/ħ. Note that this

model effectively describes the worst case scenario of offset charge drift, and does not
depend on the charge noise amplitude

√
ANg .

Flux noise Magnetic flux noise is also a form of 1/f noise and it refers to fluctuations in
ϕext. The spectral density has the form

Sϕextϕext[ω] =
2πAϕext
|ω|

,

as in Sec. 6.5. Measured values for the flux noise amplitude φ0
√
Aϕext range from 1.3µΦ0

[Earnest et al. 2018] to 1�5µΦ0 [Quintana et al. 2017] to 4�11µΦ0 [Kou et al. 2017].
Hereafter, we use the geometric average of these values, φ0

√
Aϕext = 3µΦ0. As discussed in

App. C.4, the specific decay envelope for 1/f noise depends on whether the coupling to ϕext
is linear or quadratic, i.e. whether the qubit is biased to its external flux sweet spot. For the
purpose of an estimate, we neglect constants of order unity and implementation-dependent
details and use the envelopes

fφR(t) = exp
[
−Aλ

( ∂ωge
∂λ

)2t2
]

linear coupling

fφR(t) = exp
[
−Aλ

��� ∂2ωge
∂λ2

���t] quadratic coupling,

(7.12)

(7.13)

written for a generic parameter λ, which we take to be ϕext in this case. The evaluation of
the derivatives occurs at the biased value of ϕext = ϕext.

Critical current noise Noise in the Josephson junction critical current, or equivalently
in EJ, is also expected to exhibit a 1/f spectrum of the form

SEJEJ[ω] =
2πAEJ

|ω|
.

This type of noise is not as well understood as charge or flux noise, but its spectral density
amplitude has been measured to be

√
AEJ ≈ 5 × 10−7EJ [van Harlingen et al. 2004]. As in

the case of flux noise, we may use Eqs. 7.12�13 with λ = EJ.

Shot noise Photons occupying the readout resonator used for dispersive measurement of
the qubit will contribute to its dephasing via their discrete absorption and emission, which
is also called shot noise. The source of these photons may either be a coherent microwave
drive or thermal energy. We refer to the occupancy as n(t) with average n̄ and nth in these
two cases, respectively. The noise spectral density has the Lorentzian form

Snn[ω] =
2n̄η κ/2

ω2+(κ/2)2 coherent

2nthη κ
ω2+κ2 thermal,

(7.14)

in the limit of small nth as shown by Gambetta et al. (2006) and Clerk and Utami (2007),
and also sketched in App. C.6. As before, κ is the readout resonator linewidth. In these
equations, we have introduced the correction factor η = κ2

κ2+χ2 to both n̄ and nth, which
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includes the dispersive shift χ and accounts for the qubit-readout coupling [Yan et al.
2016]. In this spectral density, the two expressions differ only in their decay rates in the
right-hand factors. The coherent case has a rate of κ/2 while the thermal case has a rate of
κ, owing to coherence of the drive in the former [Blais et al. 2004].

The average occupation n̄ is generally chosen experimentally to optimize readout
fidelity and speed, but nth is governed by the temperature of the bath, which is T ∼ 20mK.
In this situation, the thermal distribution gives nth = 1/(eħω0/kBT − 1), where ω0 is the
oscillator frequency. The earlier result Eq. 7.9 is applicable in this situation, and we arrive
at the envelopes

fφR(t) =


exp

(
−2n̄κt

χ2

χ2 + κ2

)
coherent

exp
(
−nthκt

χ2

χ2 + κ2

)
thermal,

(7.15)

where we have recalled that ∂ωge
∂n = χ. Note that these are both of the exponential form

fφR(t) = e−ΓφRt, with the rate twice as fact for the coherent case.

Summary In Eqs. 7.11�15, we have seen that the phase decay envelopes for the four
different noise channels have functional forms including power laws, exponentials, and
Gaussians. Despite this, they share the common feature that the decay rate is ultimately a
function of the spectral density amplitude and the leading-order sensitivity of the qubit
frequency. See Tab. 7.2 for a concise summary. Moreover, all of the channels considered
have a roughly 1/f spectrum except photon shot noise, which has a Lorentzian spectrum.

7.1.3 State delocalization: An intuition for protection

We conclude this section with a few comments on the difficulty of building a qubit that
is simultaneously protected from all of these loss and dephasing channels. As we have
argued, protection from relaxation generally requires the suppression of qubit matrix
elements, while protection from dephasing essentially corresponds to suppressing the
sensitivities of the qubit frequency. Moreover, as demonstrated in Sec. 6.5 for flux noise,
each of these eight decoherence channels possesses a degree of “locality,” in the sense that
they each concern a single dipolar electrical variable or a parameter that is pinned to a
single structure, e.g. ϕext enclosed by an inductive loop. We are then led to believe that all
protected qubits must ultimately exploit the diffusion of their quantum information onto
many local degrees of freedom, in order to benefit from the built-in resilience to these
local fluctuations. This idea of nonlocally encoding a qubit is the essential ingredient of
the cos 2ϕ qubit, whose predicted coherence is presented in the remainder of this chapter,
and which will make this discussion more concrete.

7.2 Decoherence estimates for the cos 2ϕ qubit

In this section, our goal is to apply the models outlined in Sec. 7.1 to estimate the
coherence properties of the cos 2ϕ qubit, which are discussed in Sec. 7.2.3. The next two
subsections, however, explain the remaining characteristics of the static cos 2ϕ qubit�the
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Channel λ Spectral density Aλ Γφ Coupling

Charge Ng
2πANg

|ω|

(1 × 10−4)2 π

(2e)2 ε/ħ Sinusoidal

Flux ϕext
2πAϕext
|ω|

[2π(3 × 10−6)]2

√
Aϕext

������ ∂ωge

∂ϕext

������ Linear

Aϕext

������∂2ωge

∂ϕ2
ext

������ Quadratic

Critical
current EJ

2πAEJ

|ω|
(5 × 10−7EJ

)2

√
AEJ

������∂ωge

∂EJ

������ Linear

AEJ

������∂2ωge

∂E2
J

������ Quadratic

Shot n

An(κ/2)
ω2 + (κ/2)2 2n̄

κ2

κ2 + χ2 2n̄κ
χ2

κ2 + χ2
Linear
n̄ . 1

Anκ

ω2 + κ2 2nth
κ2

κ2 + χ2 nthκ
χ2

κ2 + χ2
Linear
nth . 1

Table 7.2 Features and spectral density amplitudes for different dephasing
channels. Refer to App. C for more details. Charge noise, flux noise, and critical
current noise are assumed to have 1/f spectral densities. Photon shot noise has a
Lorentzian noise spectral density.

matrix elements in Sec. 7.2.1 and the effects of disorder in Sec. 7.2.2�which are necessary
for the estimate calculations.

7.2.1 Selection rules

In Sec. 2.5, we analyzed the multi-mode Hamiltonian describing the superconducting
circuit in Fig. 2.3. Numerical diagonalization of this Hamiltonian showed the emergence
of a linear plasmon mode and a nonlinear fluxon mode.5 In this section and the remainder
of this thesis, we consider the properties of the logical qubit formed by |0+〉 and |0−〉, the
two lowest-energy eigenstates at ϕext = π. Note that for ϕext 6= π, we can still define the
qubit states as |0 ◦ 〉 and |0 • 〉 as in Sec. 3.3.2.

To better elucidate which types of operators can and cannot induce transitions between
the two states of the qubit, we examine the relevant matrix elements corresponding to
capacitive and inductive coupling. This discussion is particularly relevant to understanding

5 The number of plasmon and fluxon modes can be seen as classifying a crude superconducting circuit periodic
table in a less rigorous, but perhaps more physically transparent, way than the number of islands, inductive loops,
and overall degrees of freedom discussed in Sec. 2.3. Note that the transmon is a plasmon mode, the fluxonium is
a fluxon mode, and the cos 2ϕ circuit is two plasmon modes and one fluxon mode. Since one of the plasmon
modes has a high frequency and is essentially frozen in its ground state, the cos 2ϕ qubit can be viewed as a
transmon hybridized with a fluxonium [Süsstrunk et al. 2013].
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the expected dominant loss mechanisms (see Sec. 7.2.3) and designing a measurement and
control apparatus that does not directly couple to the qubit (see Ch. 8).

For capacitive coupling, a generic voltage V couples to the superconducting island of
the circuit in Fig. 2.3 via a gate capacitance Cg and will append the term

Hint =
Cg

Cx + Cg
(2eP)V

to the Hamiltonian in Eq. 2.15, in addition to dressing the shunt capacitance. We recall
that P is the conjugate charge of θ, which is roughly the phase variable for the plasmon
mode. This voltage may be a degree of freedom of another mode in the embedding circuit,
a noise source, or an ac drive. We therefore see that the susceptibility of undergoing a
transition from the ground state, due to capacitive coupling to the qubit island, is directly
related to the matrix element 〈ψ|P|0 ◦ 〉.

For inductive coupling, a generic current I couples to the circuit via an inductance Ls
shared with the inductive loop, which adds the term

Hint =
Ls
2L

(φ0φ)I

to the Hamiltonian in Eq. 2.15. Here, L is the superinductance in each arm of the qubit
(i.e. EL = φ2

0/L). Like the voltage source, this current may represent an internal or
environmental degree of freedom. We see that the susceptibility of undergoing a transition
from the ground state, due to inductive coupling to the inductive loop, is related to the
matrix element 〈ψ|φ|0+〉.

Limiting the Hilbert space to the six lowest-energy eigenstates {|m±〉 : m = 0, 1, 2},
we numerically compute the normalized matrix elements

|Oψ |
2 ≡

|〈ψ|O|0 ◦ 〉|2

〈0 ◦ |O†O|0 ◦ 〉

from the ground state |0 ◦ 〉 for the operators O = P, φ. Results are plotted in Fig. 7.1.
Note that

∑
ψ |Oψ |

2 = 1 and |Oψ |
2 > 0, so we may reasonably consider these as transition

probabilities via O.
We see from Fig. 7.1a that transitions mediated by capacitive coupling to the qubit

island are only allowed from |0 ◦ 〉 to |1 ◦ 〉. These selection rules result from the decoupling
of the even and odd Cooper pair number parity manifolds. Most importantly, transitions
between qubit states are forbidden, meaning capacitive coupling offers a promising ingre-
dient for qubit measurement and control. Conversely, inductive coupling to the inductive
loop of the qubit permits transitions between |0 ◦ 〉 and |0 • 〉 in the vicinity of ϕext = π, as
shown in Fig. 7.1b. This effect arises because the operator φ induces transitions between
the Cooper pair parity manifolds, as can be seen from the Fourier series for Eq. 3.6. As a
consequence, we expect that relaxation of the qubit will be primarily due to inductive loss
in the superinductances.

7.2.2 Asymmetry in the arms of the circuit

A highly symmetric superconducting circuit is usually fragile in view of unavoidable
fabrication imperfections [Dempster et al. 2014]. The symmetry of our circuit involving
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Figure 7.1 Matrix elements of the cos 2ϕ qubit. (a) Normalized charge matrix
elements |Pψ |2 between the ground state |0 ◦ 〉 and the excited state |ψ〉, showing
immunity of the qubit manifold to capacitive coupling. The coloring here reflects
the assigned quantum numbers, as in Fig. 3.2. (b) Normalized phase matrix
elements |φψ |2 between states |0 ◦ 〉 and |ψ〉. This matrix element is near-unity
between the two qubit states at ϕext = π, suggesting that the qubit manifold is
primarily susceptible to inductive loss.

the two inductive arms in Fig. 2.3 may be broken in three parameters: the Josephson
energies of the junctions, the capacitances of the junctions, or the superinductances.
To analyze these effects, we numerically diagonalize Eq. 2.15 and examine the energy
splitting ∆E6 as well as the charge dispersion ε = maxNg ∆E−minNg ∆E of the {|0+〉, |0−〉}
manifold at ϕext = π. A dimensionless quantity δ ∈ [0, 1) is introduced to parameterize the
extent of asymmetry in all three cases, and the δ dependence of the energies ∆E and ε is
studied.

Disorder in EJ We model disorder in the Josephson energies of the junctions by allowing
the values of EJ to deviate. We therefore set the left and right junction tunneling energies
to (1 ± δJ)EJ, respectively, where δJ is the aforementioned asymmetry parameter. The
Hamiltonian in Eq. 2.15 is perturbed by the term

H′ = 2EJδJ sinϕ sin
φ

2
. (7.16)

See Fig. 7.2 for a plot of ∆E and ε as a function of δJ. The important feature in these
plots is that the charge dispersion decreases exponentially while the splitting increases
exponentially with δJ.7 These features arise from the effective Hamiltonian in Eq. 3.7 being

6 The energy splitting ∆E is evaluated at Ng = 0.
7 The extrapolation of the charge dispersion as a function of the disorder beyond δ = 0.6 is due to numerical

instabilities inherent to low-energy quantities paired with the disappearance of an efficient diagonalization basis
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Figure 7.2 Effects of disorder in the cos 2ϕ qubit. (a) The charge dispersion
ε of the qubit transition as a function of disorder parameters δ. Here, δJ, δC,
and δL correspond to disorder in the characteristic energy scales EJ, EC, and EL,
respectively. Disorder in the Josephson junction area is represented by δA. (b)
The energy splitting ∆E as a function of δ. Dashed lines and circles indicate the
values of δL used for inductive disorder in Sec. 7.2.3.

accompanied by 2π-periodic terms in the presence of disorder. In this case of disorder in
EJ, the approximations in Sec. 3.3.1 lead to H′ ≈ H′

eff with

H′
eff = −2EJδJ

{
8
3π +

8
9π z +

1
27π [56 − 9π2 − 9(π − φext)2]z2

}
sinϕ

+ 1
2ELδJ

(
1 − 7

4 z
)
(π − φext) sin 2ϕ

+ 2EJδJ
{

8
15π −

24
25π z +

1
3375π [6392 − 225π2 − 225(π − φext)2]z2

}
sin 3ϕ

+ 1
12ELδJz(π − φext) sin 4ϕ

up through the fourth harmonic and O(z2). More aggressive truncation, to leading order,
yields

H′
eff = − 16

3πEJδJ
(
sinϕ − 1

5 sin 3ϕ
)
.

This evidently permits the tunneling of single Cooper pairs across the element. The result-
ing qubit retains characteristics of the symmetric circuit as well as the asymmetric/transmon-
like circuit.

Disorder in EC Analogously, we set the left and right junction charging energies to
EC/(1± δC), respectively. Aside from dressing the charging energy, the Hamiltonian in Eq.

for large disorder. This is particularly obvious in the vicinity of δ = 1, at which point the number of modes of the
circuit reduces from three to two.
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2.15 inherits the term

H′ = −8EC
δC

1 − δ2
C
M(N − Ng − P), (7.17)

whose affect on the qubit manifold is plotted in Fig. 7.2.
This form for capacitive disorder is assumed due to the fact that, if δJ = δC = δA,

then the product EJEC is kept constant for both junctions under the effects of disorder.
This corresponds to the physical case where the junction plasma frequencies are fixed by
oxidation, but their areas differ due to fabrication imperfections. Here, the junction areas
are (1 ± δA)A because the area obeys A ∝

√
EJ/EC. The consequences of area disorder

are also plotted in Fig. 7.2.

Disorder in EL Following the same procedure, we set the left and right superinductive
energies to EL/(1 ± δL), respectively. This form is taken in order to fix the total linear
inductance in the loop. Aside from dressing the inductive energy, the Hamiltonian in Eq.
2.15 is perturbed by

H′ = EL
δL

1 − δ2
L
(φ − ϕext)θ. (7.18)

Note in Fig. 7.2 that the charge dispersion and energy splitting follow the same general
trend for inductive disorder as for the other three. The key difference is that the charge
dispersion decreases more quickly than for any other form of disorder. Oppositely, the
splitting is initially the same as for area disorder, but the slope decreases in δL. We conclude
that disorder allows us to engineer a circuit with a sufficiently non-degenerate ground state
manifold whose charge dispersion is largely suppressed.8 For reasons that will be addressed
in the remainder of this chapter, these features are extremely valuable for designing a qubit
that is protected from dephasing.

7.2.3 Decoherence in the cos 2ϕ qubit

Dissipation in the cos 2ϕ qubit We treat dissipation in the cos 2ϕ qubit using the models
in Sec. 7.1.1, that is, using Fermi’s Golden Rule as in Eq. 7.8. The qubit states |g〉 and
|e〉 are identified as |0+〉 and |0−〉, and the frequency ωge is identified as the splitting
∆ω = ∆E/ħ. The calculation is carried out for various degrees of inductive disorder δL and
using the splitting ∆E and matrix elements obtained by numerical diagonalization of the
full Hamiltonian in Eq. 2.15. We consider the effects from all four loss channels discussed
in general [see also Pop et al. 2014]. In this circuit in Fig. 2.3, capacitive loss corresponds
to the two Josephson junction capacitances, inductive loss to the superinductances in each
arm, quasiparticle loss to the two junctions, and Purcell loss to the shunt capacitance. For
the cos 2ϕ qubit, Purcell loss describes dissipation in the qubit due to its coupling to the
plasmon mode.

8 The suppression of the charge dispersion in the asymmetric circuit, as compared to the symmetric circuit, can be
understood in the following way. The charge dispersion depicts the rate at which single fluxons circulate about
the superconducting island, which is one of the shunt capacitor pads. With asymmetry, the shunt capacitance
reduces the fluctuations of the phase across one small junction preferentially. Since the fluxons need to traverse
both small junctions to completely wind around the island, this effectively severs the path and exponentially
suppresses the process.
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Loss channel O T1 (ms)
δL = 0.0 δL = 0.3 δL = 0.6 δL = 0.9

Capacitive 2eNi 780 000 17 000 1 000 18
Inductive φ0φi 0.61 0.79 1.1 1.4
Quasiparticle 2φ0 sin(ϕi/2) ∞ ∞ ∞ ∞
Purcell 2eP ∞ 2 500 380 470

Dephasing channel λ Tφ (ms)
δL = 0.0 δL = 0.3 δL = 0.6 δL = 0.9

Charge Ng 0.0037 0.15 74 3.3×106

Flux ϕext 0.022 0.13 0.67 1.8
Critical current EJ 210 40 8.2 2.9
Shot np 4.6 4.8 5.3 8.7

Table 7.3 Expected relaxation times T1 and pure dephasing times Tφ at ϕext = π
through various channels. The operators O coupling to the bath and the noisy
parameters λ are listed. Relaxation and dephasing times are shown for varying
cases of inductive disorder: δL = 0.0, 0.3, 0.6, 0.9 (see also Fig. 7.2). The
operators Ni depict the number of Cooper pairs that have tunneled across the two
Josephson junctions, i.e. Ni = M± 1

2 (N −P), and the phases φi and ϕi are defined
in Sec. 2.5. The parameter np represents the instantaneous number of photons in
the plasmon mode. Entries that read “∞” represent numerical infinity.

The calculated relaxation times and the corresponding components of Eq. 7.8 are
shown in Tab. 7.3 for all four loss channels at ϕext = π. We display results for the four
values of δL shown in Fig. 7.2. For the full range of δL, see also Fig. 7.3a. For both
capacitive and inductive loss, we note that measurements have not yet been performed
using qubits with extremely small energy splittings, and the calculation presented here
relies on an extrapolation to such frequencies. A key feature is the complete absence of
quasiparticle loss, as in the fluxonium qubit [Pop et al. 2014]. Additionally, we see that the
asymmetric qubit is marginally less susceptible to inductive loss than the symmetric qubit.
This improvement comes at the cost of the susceptibility to capacitive and Purcell loss.
However, we emphasize that the lifetimes shown in Tab. 7.3 are conservative estimates
that demonstrate T1 & 1ms, which is at least competitive with state-of-the-art qubit
implementations [Pop et al. 2014, Bell et al. 2014, Yan et al. 2016, Groszkowski et al.
2018].

Pure dephasing in the cos 2ϕ qubit We apply the results of Sec. 7.1.2 to the cos 2ϕ
qubit to predict its sensitivity to pure dephasing at ϕext = π, for the same degrees of
inductive disorder δL used above. In this case, the calculation only requires the energy
levels, and not the matrix elements, obtained by numerical diagonalization of Eq. 2.15.
The effects of the four noise channels that we described in general are taken into account.
In this circuit in Fig. 2.3, charge noise corresponds to fluctuations in Ng, flux noise to ϕext,
critical current noise to EJ, and photon shot noise to the plasmon mode occupation np. As
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Figure 7.3 Coherence time estimates for the cos 2ϕ qubit. (a) Calculated relax-
ation times T1 for the protected qubit as a function of inductive disorder δL (see
Tab. 7.3) for four different loss mechanisms. The expected contribution due to
quasiparticle loss across the small Josephson junctions is out of the range of this
plot. (b) Calculated pure dephasing times Tφ for the protected qubit (see Tab.
7.3) for four different noise channels. (c) Combined estimates of the coherence
times T2 inferred using 1/T2 = 1/2T1 + 1/Tφ.

in the case of Purcell loss, the plasmon mode plays the role of a weakly coupled harmonic
oscillator from the point of view of the qubit, and hence its fluctuating population dephases
the qubit.

For charge noise, the dephasing rate only depends on the charge dispersion ε , which
we have already calculated in Fig. 7.2. The cos 2ϕ couples quadratically to the external flux
at the sweet spot ϕext = π, so we use the second formula for flux noise in Tab. 7.2. We then
recall that ωge has become ∆ω, and compute the second derivative using finite difference
methods. On the other hand, the cos 2ϕ qubit couples linearly to the Josephson energy,
and therefore we use the first formula for critical current noise in Tab. 7.2. Once more, we
compute the derivative using finite difference methods. Finally, we consider the plasmon
mode to be thermally occupied with population np, which is on average nth. To compute
the resulting shot noise dephasing rate, we identify χ with the dispersive shift of the qubit
on the plasmon mode, i.e. χ = [(E1− −E0−)− (E1+ −E0+)]/ħ, and the plasmon frequency
ωp with the energy level difference (E1+ − E0+)/ħ. Then, we infer κ under the assumption
that the plasmon mode will be limited by dielectric loss, in which case κ = ωp/Qcap(ωp)
with the quality factor given in Eq. 7.4. For the remaining quantity nth, we can use the
thermal distribution nth = 1/(eħωp/kBT − 1).

The calculated pure dephasing times are shown in Tab. 7.3 for all four noise channels at
ϕext = π, and for the same four values of δL used for the relaxation time calculation. For the
results over the complete span of δL, in addition to the combined effects of relaxation and
dephasing, see Figs. 7.3b�c. Ultimately, we find that both charge noise and flux noise are
expected to yield a strict bound on the decoherence time in the case of perfect symmetry,
but that this is greatly alleviated in the presence of inductive disorder. On the other hand,
both critical current noise and photon shot noise are not expected to limit the coherence
time of the qubit.

To understand this effect, we note that in the case of perfect symmetry, the charge
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dispersion ε is identically mapped to ∆E. As a consequence, resilience to dephasing
from offset charge noise demands a high degree of degeneracy, making experimental
implementation difficult. On the other hand, the flux noise sensitivity can be expressed9 as
∂2∆E/∂ϕ2

ext ∝ 1/∆E at ϕext = π and for arbitrary asymmetry. This shows that resilience
to dephasing from to flux noise requires sufficiently weak degeneracy, at odds with the
requirement for resilience to charge noise. By introducing inductive disorder into the
circuit, we effectively decouple ε and ∆E, as shown in Fig. 7.2, thereby allowing the
simultaneous suppression of dephasing via charge and flux noise. It is then clear that
inductive asymmetry constitutes a necessary ingredient for the protection of this qubit. In
light of Eq. 7.18, we attribute this to the resulting hybridization of the φ and θ modes,
which are not directly coupled in the symmetric case (see Eq. 2.15) [Süsstrunk et al. 2013].
The fluxon transition between the qubit states inherits some character of the plasmon
transition, thereby breaking the correspondence between ε and ∆E and reducing the flux
matrix element 〈0− |φ|0+〉.

7.2.4 Comparison to other circuits

The cos 2ϕ circuit in Fig. 2.3 bears resemblance to three other protected qubit proposals:
the heavy fluxonium [Earnest et al. 2018, Lin et al. 2018], the rhombus [Blatter et al. 2001],
and the 0-π qubit [Brooks et al. 2013]. The heavy fluxonium, in which a conventional
fluxonium qubit is shunted by a large capacitance, shares many similar features with the
cos 2ϕ qubit. In fact, our circuit roughly reduces to that of the heavy fluxonium in the
extremely asymmetric limit of δL → 1, and the eigenstates of both circuits are similarly
represented in terms of persistent currents. The two main differences are that our circuit
contains an additional small Josephson junction and that the shunt capacitance is placed
across the junction along with a subset of the array junctions. An analogy can be drawn
between δL in our circuit and the shunt capacitance in the heavy fluxonium, because they
both suppress the qubit transition frequency. Physically, the qubit eigenstates differ when
these analogous parameters fall to small values. While the eigenstates collapse to Cooper
pair number parity states in our circuit, this is not true for the heavy fluxonium because
the variable ϕ is not compact.

With respect to the rhombus, there are two central differences. First, in the rhombus,
the superinductances are replaced by single Josephson junctions, or arrays of a few larger
junctions [Douçot and Ioffe 2012, Bell et al. 2014]. This changes the parameter regime of
the circuit from EL � EJ to EL ∼ EJ, decreasing the amplitude of the cos 2ϕ term in the
Hamiltonian. Second, the shunt capacitance is replaced by a gate capacitance to a voltage
source [Bell et al. 2014]. This is akin to substituting an electrostatic gate for a shunt
capacitance to obtain the Cooper pair box [Vion et al. 2002] from the transmon [J. Koch
et al. 2007]; overall suppression of the charge dispersion is traded for the ability to bias
the circuit at its charge sweet spot. Finally, the rhombus by itself is not designed to be a
protected qubit. Rather, when multiple rhombi are arranged into a one-dimensional chain
(or a two-dimensional fabric), the ground states are eigenstates of a nonlocal operator,
which provides topological protection [Ioffe et al. 2002, Douçot and Vidal 2002, Douçot
et al. 2003, Douçot and Ioffe 2012]. On one hand, our qubit does not require such scaling

9 For example, this can be done using the double-well Hamiltonian H = 1
2 (∆E)σx +

1
2πEL(ϕext − π)σz for ϕext in

the vicinity of π, where the two spin states correspond to φ = 0, π. One then has the flux-dependent splitting

δE =
√
(∆E)2 + π2E2

L(ϕext − π)2 and hence ∂2(δE)
∂ϕ2

ext
= E2

L/(∆E) at ϕext = π.
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to achieve protection. On the other hand, the protection we predict is inherently susceptible
to local perturbations (see Ch. 7).

With respect to the 0-π qubit [Brooks et al. 2013], there are three essential distinctions.
First, the pairs of superinductances on each arm of the circuit are combined, calling
the possibly detrimental effects of stray capacitances to ground into question. Second,
there is the addition of a second large capacitance shunting the inductive loop between
its two horizontally oriented nodes. When this second capacitance is precisely Cx, this
permits the exact decoupling of the θ mode from the ϕ mode in Eq. 2.15. Third, the 0-π
qubit is operated in a parameter regime where EL ∼ 0.01EJ, as opposed to our circuit,
where EL ∼ 0.1EJ [Dempster et al. 2014]. This additional order of magnitude in the
superinductance is currently under development experimentally [Shearrow et al. 2018,
Pechenezhskiy et al. 2019]. Notably, the inductive loop in the 0-π qubit is threaded with
ϕext ≈ 0 at its working point instead of ϕext = π. This leads to a substantial change in the
physics of the ground state manifold; |0+〉 and |0−〉 are approximately localized in distinct
potential wells [Dempster et al. 2014]. In our case, these states are approximately the
symmetric and antisymmetric superpositions of the localized wavefunctions. Only when
ϕext = π are the ground states approximately localized in distinct Cooper pair number
parities.
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EXPERIMENTAL IMPLEMENTATION OF
PROTECTED QUBITS

Our discussion up this point has culminated with the coherence estimates in Sec. 7.2.3 for
the cos 2ϕ qubit, which were a synthesis of the results and techniques presented in Chs.
2�6. These estimates exceed T2 ∼ 1ms for the known decoherence channels, which is
indeed an order of magnitude higher than typical transmons given the same environmental
noise [Z. Wang et al. 2019], and provide support for our claim that the cos 2ϕ qubit is
protected. However, as we argued in Sec. 1.3, the figure of merit for qubit performance is
actually T2/tgate, where tgate is the gate time. Intuitively, this means that higher performing
qubits require coherence that is improved faster than their control is inhibited [see, e.g. J.
Koch et al. 2007]. In particular, for protected qubits with large T2 values, the conventional
schemes�for example, dispersive measurement as described in Sec. 5.2�begin to break
down and it becomes challenging to retain low tgate values.

Therefore, we find it necessary to embark on a discussion of readout and control
of the cos 2ϕ qubit, which is the subject of this final chapter. The general problem of
implementing gates and measurement schemes for protected qubits is highly nontrivial,
as we outline in Sec. 8.1, and a complete treatment lies outside the scope of this thesis.
Nonetheless, we explain the basic proposal for control and readout of the cos 2ϕ qubit in
Sec. 8.2 and a report of the experimental progress in Sec. 8.2.4.

8.1 Control and readout problem in protected qubits

Protected qubits in general face the serious obstacle of realizing state manipulation and
measurement while remaining sufficiently isolated from their environments to preserve
their coherence. As we commented in Sec. 7.1.3, the essential feature of all protected
qubits is their nonlocal encoding of the qubit states. This suppresses their susceptibility
to known loss and dephasing channels, which are assumed to be local in the underlying
circuit (e.g. the current I across a circuit element and the offset charge Ng on a node).
This encoding has the drawback that it makes both control, where the g→e transition is
driven, and readout, where the qubit state |g〉 or |e〉 is measured, difficult because they can
no longer rely on local probes. In the transmon, for instance, control is realized using an
ac electric field that couples to qubit electric dipole moment and readout is realized by
populating a dispersively-coupled ancillary oscillator [J. Koch et al. 2007]. A protected
qubit will not have these assets, because they would lead to capacitive loss and shot noise.

84
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To be more specific, the control problem refers to the fact that, by Eq. 1.2, we have
〈g|O|e〉 ∼ e−` for all operators O that couple to the fluctuations of the environment, but
that manipulation requires a Hamiltonian of the form Hint = ε(t)M where ε(t) depicts a
classical control field and M is an operator endowed with the quality 〈g|M|e〉 = O(1).
The O are in general local, as mentioned above, and the solution is for M to be global
in the sense that it contains terms that are the product of many constituent O, i.e. M
is “high weight.” These global operations on protected qubits are generally slower than
typical operations on unprotected qubits, e.g. ∼10 ns for the transmon [Chow et al. 2010],
and their interaction Hamiltonian introduces a new loss channel. The strategy is to either
switch the interaction on/off [Brooks et al. 2013] or make it sufficiently small and strike a
compromise between gate speed and protection.

The (dispersive) readout problem, on the other hand, refers to the inability to perform
standard dispersive measurement of a protected qubit, owing to the large degree of
insensitivity of its frequency ωge with respect to the occupation n of an ancillary oscillator,
which would otherwise lead to dephasing via shot noise. Equivalently, we may say that
there is no dispersive shift χ between the qubit and the oscillator. In this case, the solution
is conceptually the inverse of that above: if multiple modes are engineered between the
qubit and the oscillator, with substantial pairwise dispersive shifts χi, then cascaded
dispersive readout becomes possible, where the populations of the constituent modes are
inferred sequentially. Of course, the trade-off here is that additional dephasing channels
are added as the readout speed increases, and we can choose to incorporate a switch or
seek a compromise.

8.2 Experimental status of the cos 2ϕ qubit

8.2.1 Control and readout problem in the cos 2ϕ qubit

The cos 2ϕ qubit, for example, faces both of these problems. From Fig. 7.1 and Sec. 7.2.1,
we saw that the direct qubit transition is only accessible at ϕext = π via inductive coupling
to the qubit loop, and not via capacitive coupling to the qubit superconducting island. Such
inductive coupling is unfavorable due to the native sensitivity of the qubit to inductive loss
(see Sec. 7.2.3). Therefore, we envision the strategy of using multiple microwave tones,
capacitively coupled to the qubit, to indirectly drive the qubit transition. By this, we mean
driving |0+〉 to |0−〉 using the higher levels of the circuit.1 We believe that this could be
done using direct population transfer, in a similar fashion to the indirect manipulation of
the double fluxonium in Sec. 6.5.3, or using Raman transitions, as was recently performed
by Vool et al. (2018).2

Additionally, the readout problem in the cos 2ϕ qubit arises because there is no native
dispersive shift between the qubit and any external electromagnetic mode. This is because
the qubit manifold has neither an electric or magnetic dipole moment; the former can
be seen by the vanishing charge matrix element in Fig. 7.1 and the latter can be seen
by ϕext = π being a flux sweet spot (see also Sec. 5.3 for a similar discussion for the
double fluxonium). In this case, we notice that there remains a native dispersive coupling

1 Another possibility is to rapidly change the external flux bias using an on-chip flux bias, so that control could be
done away from ϕext = π.

2 If these higher levels have low lifetimes, STIRAP pulses may prove useful [Bergmann et al. 1998].
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Figure 8.1 Sketch of the experimental setup used for measurement of the cos 2ϕ
qubit. The protected qubit (left) couples capacitively to the ancillary mode (right),
and they are together embedded in a microwave cavity. The ancillary mode
comprises a Superconducting Nonlinear Asymmetric Inductive eLement (SNAIL)
shunted by a capacitance; it both imbues a dispersive shift between the qubit
and the cavity and dresses the qubit selection rules. The two inductive loops are
threaded by external magnetic fluxes ϕext,q and ϕext,s.

of the qubit to the plasmon mode of the circuit of order 20MHz.3 This motivates us to
imagine a two-tone readout scheme where the plasmon mode serves to mediate an effective
dispersive coupling between the qubit and a readout resonator. We expect this to yield a
native dispersive shift that is sufficiently small to avoid shot noise dephasing, but which
would enable readout via the intermediate mode(s) [see also Zhang et al. 2017].

8.2.2 Ancillary SNAIL mode

There are two remaining subtle challenges faced with this proposal, but they may be
resolved by introducing an ancillary anharmonic mode (the teal circuit in Fig. 8.1). This
mode is essentially a transmon, with anharmonicity in the 100MHz range, but with
the Josephson junction replaced by a Superconducting Nonlinear Asymmetric Inductive
eLement (SNAIL) [Frattini et al. 2017]. This SNAIL circuit element is composed of a
small Josephson junction shunted by an small array of 2�10 larger junctions, so that the
combined array inductance is comparable to that of the small junction. As opposed to the
dc-SQUID, the SNAIL potential energy has odd terms in its Taylor expansion for external
fluxes ϕext not divisible by π (i.e. not at sweet spots). This SNAIL mode is capacitively
coupled to the cos 2ϕ mode and they are placed in a rectangular microwave cavity, as
shown in Fig. 8.1.

For readout, this SNAIL mode couples dispersively to both the plasmon mode and
the cavity mode, and hence there is an inherited dispersive shift between them (see the
arrows in Fig. 8.1). Without this mode, the plasmon mode will fail to dispersively couple
to the cavity due insufficient anharmonicity of order 10MHz. This cascaded dispersive

3 Note that the plasmon mode cannot be the readout resonator, although it is very linear, because the resulting
large plasmon linewidth would lead to shot noise dephasing and Purcell loss.



8.2. Experimental status of the cos 2ϕ qubit 87

readout scheme involves incident microwave tones at the transition frequencies of the
SNAIL mode, the plasmon mode, and the qubit.

On the other hand, for manipulation, the odd terms of the SNAIL mode potential have
the effect of breaking the strict parity-based selection rules of the cos 2ϕ circuit�when
the SNAIL loop is biased away from a flux sweet spot. Crucially, if we use the higher
states |1+〉 or |1−〉 as the intermediate state, then one of the two necessary transitions (see
Sec. 6.5.3) will have this parity-based selection rule. Hence, with the introduction of the
SNAIL mode, both transitions are allowed, and Raman transitions are enabled. Finally,
we comment that this proposal may appear highly specialized, but in fact it represents
the nearly-ubiquitous strategy of performing manipulation and readout using excursions
outside the protected manifold. Indeed, this is also how quantum error correction codes
implement control and readout.

8.2.3 Gate speed estimates

Before proceeding to our discussion of the current experimental status of the cos 2ϕ qubit,
we present a brief calculation of the expected gate speeds allowed by the ancillary SNAIL
mode. This is done in attempt to address concerns that the cos 2ϕ qubit is a so-called
“neutrino qubit,4” which we do not believe that it is. We assume that the |1+〉 state is used
for indirect transitions�the |1−〉 case is basically identical. At the proper external flux
value, the introduction of the SNAIL mode only affects the (natively forbidden) 0−→1+
transition to leading order, due to the special character of the SNAIL nonlinearity [Frattini
et al. 2017]. The 0+→1+ transition remains allowed using a capacitively-coupled drive
(see Fig. 7.1a), and the matrix elements between |0+〉 and |0−〉 are unaffected. To this
end, we simply append the term

H′ = ħyωp
(
|1+〉〈0− | + |0−〉〈1+ |)

to the Hamiltonian in Eq. 2.15, where y ≥ 0 is a dimensionless quantity parameterizing
the symmetry breaking and corresponding to the coupling between the SNAIL and cos 2ϕ
modes. Hence we can say that ratio of electric dipole moments between the 0−→ 1+
transition and the 0+→1+ transition is y, because ħωp � ∆E.

For a sequence of two direct transitions between |0+〉 and |0−〉 through |1+〉, the total
gate time tgate is the sum of the individual gate times and we find tgate = (1 + y−1)τgate,
where τgate ∼ 10 ns is the gate time for the 0+→ 1+ plasmon transition. On the other
hand, for a stimulated Raman transition through a virtual state detuned from |1+〉 by
∆ ∼ 100MHz, the total gate time is tgate = 2∆y−1τ2

gate [Steck 2019]. Additionally, for a
STIRAP transition, the gate time is limited by the adiabaticity requirement and hence
tgate � (1 + y2)−1/2τgate [Bergmann et al. 1998]. The incorporation of the SNAIL mode
is however not fault tolerant in the sense that it enhances the qubit sensitivity to Purcell
loss through the plasmon mode. Indeed, the values quoted in Tab. 7.3 for Purcell loss are
large in part due to the natively forbidden 0−→1+ transition. With the SNAIL mode, the
Purcell-limited relaxation time becomes T1 ≈ y−2Qcap(ωp) through the plasmon mode.

From the modified calculation of Purcell loss in the presence of the SNAIL mode, we
conclude that we must restrict y < 1 in order to preserve the millisecond-range estimated

4 A neutrino qubit is a qubit with an enhanced coherence time T2, but no improvement relative to the gate time
tgate, and hence limited practical utility.
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Figure 8.2 Cascaded dispersive measurement of the cos 2ϕ qubit with an ancil-
lary SNAIL mode in a cavity. (a) Optical image of the cos 2ϕ qubit. (b) Optical
image of the full device. (c) Optical image of the ancillary SNAIL mode. Both
magnified panels contain circles identifying the small Josephson junctions. (d)
Image of the copper cavity, showing its weakly coupled output coaxial port. The
opposite half and the coil of superconducting wire used for magnetic flux biasing
are not shown.

coherence of the cos 2ϕ qubit. In turn, this restricts the total SNAIL-assisted gate time to
20 ns < tgate < 100 ns provided y−1 < 5. Therefore, we expect the gate speed in the cos 2ϕ
qubit to be reduced by a fairly benign O(1) factor while the coherence time is improved by
an order of magnitude, and hence the figure of merit T2/tgate has the potential to improve
from ∼104 to ∼105 [Z. Wang et al. 2019].

8.2.4 Spectroscopy of the cos 2ϕ qubit

In the final section of this chapter, we present the progress made toward physical imple-
mentation of the cos 2ϕ qubit. As described in above, the physical system was composed
of two superconducting circuits, fabricated using aluminum on a single sapphire chip as
shown in Fig. 8.2b, and mounted in a microwave cavity. In the measured sample, the cos 2ϕ
circuit (see Fig. 8.2a) comprised a loop with two small Josephson junctions and 86 large
junctions, connected to two large electrodes. The SNAIL circuit (see Fig. 8.2c) had a loop
with one small junction and 7 large junctions, and it was connected to two capacitor pads.
The two devices were placed 600µm apart and mounted in a copper rectangular cavity
(see Fig. 8.2d), which was fastened to a superconducting coil used as a magnetic flux bias.
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Figure 8.3 Energy spectrum of the cos 2ϕ qubit and ancillary SNAIL mode:
theory vs. experiment as a function of external flux. Circles indicate values
measured by two-tone spectroscopy and lines indicate theoretical fits obtained
from numerical diagonalization. Curves centered about ϕext,q = π (dashed black)
correspond to the cos 2ϕ qubit and those centered about ϕext,s = π (dashed grey)
correspond to the SNAIL mode. The invisibility of the qubit transition near
ϕext,q = π is related to its protection.

Moreover, the loop areas of the two devices were designed to differ by approximately 20%
to maximize the odd terms in the SNAIL potential when the cos 2ϕ loop was biased to
half flux. The sample was mounted to the base plate of a dilution refrigerator at ∼16mK
and measured in a transmission configuration using the techniques described in Ch. 5.

Notably, although the parameters of the cos 2ϕ qubit used in simulation (see Tab. 2.2)
were experimentally feasible, we deliberately chose to use a smaller shunt capacitance as
well as a high degree of inductive asymmetry δL. Together, these differences between the
physical and theoretical device enabled us to collect spectroscopy data without facing too
severe control and readout problems, as discussed in Sec. 8.2.1.

We performed two-tone spectroscopy of the cos 2ϕ and SNAIL mode with the cavity
as the readout resonator, ultimately observing four transitions from the ground state for
both devices, as can be seen in Fig. 8.3. Based on the observed periodicity as well as
the size of the avoided crossings in the single-tone cavity spectroscopy, we identify each
transition as corresponding to the cos 2ϕ or the SNAIL. We then fit these data to the
results from numerical diagonalization of both individual Hamiltonians, as shown in Fig.
8.3, to obtain the parameters listed in Tab. 8.1. Additionally, at a variety of external flux
points we measured the coherence properties of the |0 ◦ 〉 and |0 • 〉 manifold directly.
As a representative example, the large white dot near ϕext,q = 0.6π corresponds to the
measured relaxation time T1 = 140µs, Ramsey decoherence time T2R = 5µs, and spin-
echo decoherence time T2E = 20µs. These lifetimes are consistent with those observed in
fluxonium and fluxonium-like qubits away from their flux sweet spots�see Ch. 6.

The excellent agreement between the measured values and the energy levels found
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EC/h EL/h EJ/h x δL
(GHz) (GHz) (GHz)

cos 2ϕ 2.83 0.76 12.03 0.12 0.88
SNAIL 4.56 5.77 7.46 0.06

Table 8.1 Circuit parameters used for fits of the cos 2ϕ and SNAIL devices in
Fig. 8.3.

from numerical diagonalization, shown in Fig. 8.3, confirms the Hamiltonian in Eq. 2.15.5
The central result, however, is the complete inability to drive and/or readout the qubit in
the vicinity of ϕext,q = π, which we argued in Sec. 8.2 would be a hallmark of the physics
of the cos 2ϕ device. Of course, this is not conclusive proof of protection in the cos 2ϕ
circuit, but rather encouraging evidence. It still remains to demonstrate indirect control
and cascaded dispersive readout, and ultimately to measure the coherence times of the
cos 2ϕ qubit.

5 A possible exception is the slight bending of the data points away from the theory curve for the dark green
(qubit) transition. Anticrossings like these were also observed to be larger in experiment than in theory for the
double fluxonium. We suspect that they are related to phase-slips across Josephson junctions in arrays, which are
neglected in our circuit models.
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CONCLUSION

9.1 Summary of results

This thesis sought to answer the question: with protection defined by Eq. 1.2, how do we
design a superconducting circuit that is protected with respect to a given set of operators
that couple to the fluctuations of the environment? Over the past seven chapters, we have
described the process of evaluating the degree of protection of a given superconducting
qubit, from quantizing its circuit to measuring its coherence times. It is difficult to invert
this procedure, and thereby answer our original question. This led us to adopt the more
pragmatic approach of carrying out this process for multiple candidate circuits, in order to
design a protected qubit by trial and error.

Chronologically, we started with the fluxonium qubit, inductively coupled to a readout
antenna and measured in a waveguide, where relaxation times in excess of T1 = 100µs were
measured. Ramsey coherence times, on the other hand, were observed to be T2R ≈ 25µs
and likely limited by shot noise (see Fig. 6.1). The double fluxonium circuit was then
conceived, in part, due to the extremely weak dependence of the qubit frequency on the
common-mode external magnetic flux. This qubit also demonstrated fairly long relaxation
times up to T1 = 300µs, but its Ramsey coherence times were limited to T2R . 1µs due
to differential-mode flux noise (see Tab. 5.2). Finally, we proposed the cos 2ϕ circuit in
Fig. 2.3, which has a small dispersive shift, and hence insensitivity to shot noise, and a
single inductive loop, and hence immunity to differential-mode flux noise. Protection in
the cos 2ϕ qubit is suggested by theoretical estimates of its coherence times, which are in
the millisecond range, and understood as a consequence of the conservation of Cooper
pair number parity.

9.1.1 Toolkit for designing protected superconducting qubits

In explaining these results, we divided our discussion into seven chapters, each of which
introduced a technique useful for the design, implementation, and validation of protected
superconducting qubits. In Chs. 2�4, we addressed the theoretical description of the static
properties of circuits. This included quantization of lumped element electrical circuits,
transformations and approximations for building effective circuit Hamiltonians, as well
as numerical diagonalization to obtain energy levels and matrix elements. We turned
our attention in Ch. 5 to the experimental measurement of these static properties, using
spectroscopic techniques in cQED. Ch. 6 marked a change of focus to dynamic properties
of circuits, as we described the experimental characterization of common noise sources.

91



92 Chapter 9. Conclusion

1
2φ1
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2φ1

ϕ1

1
2φm

1
2φm

ϕ2ϕext ϕext

2EL

EJ
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0

ϕ

Figure 9.1 Electrical circuit diagram for the generalized cosmϕ element. There
are m arms in parallel; the i-th arm is composed of two superinductances, each
with phase drop φi/2, on either side of one small Josephson junction, with phase
drop ϕi. Each of the m − 1 inductive loops is threaded with the same external
magnetic flux ϕext, and the total circuit behaves as an effective cosmϕ element
when ϕext = 2π/m.

This was followed in Ch. 7 by the associated discussion on a theoretical level: coherence
time estimates and noise models. Finally, we presented a brief chapter on the experimental
implementation challenges for protected qubits in Ch. 8.

9.1.2 Protection in the cos 2ϕ and similar qubits

The cos 2ϕ qubit is a few-body superconducting circuit in which the charge carriers are
well-approximated by pairs of Cooper pairs at a particular bias point. The Josephson
tunneling element that supports these charge carriers is characterized by a cos 2ϕ term in
the Hamiltonian, whose emergence we have shown analytically. Our numerical simulations
supplement these arguments and demonstrate protection against a variety of common
relaxation and dephasing sources. We find that this protection is substantially enhanced
in the presence of inductive asymmetry, ultimately leading to coherence time estimates
of order 1ms. These coherence times would offer a considerable improvement over the
existing qubit varieties.

9.2 Perspectives

9.2.1 Generalized cosmϕ circuit element

A natural question that arises from our analysis of the cos 2ϕ qubit is whether the circuit
can be generalized, so that the effective potential energy has the form

U = (−1)mEJ cosmϕ. (9.1)
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Note that the sign prefactor simply ensures that the potential is maximized at the Brillouin
zone boundary, i.e. at ϕ = ±π. In the cos 2ϕ qubit, we did not confront this prefactor
because the remaining degree of freedom ϕ was different from the phase across the element
by π. We answer this question in the affirmative, and the circuit is shown in Fig. 9.1.

In this circuit, there are m arms in parallel, each of which contains a small Josephson
junction in series with two superinductances on either side. The junctions have tunneling
energy EJ and charging energy EC, while the superinductances have inductive energy
EL, and the parameters satisfy EL � EJ. It is clear that this circuit reduces to the cos 2ϕ
element in Fig. 2.3 when m = 2. There are then m−1 inductive loops, and the cosmϕ term
becomes dominant when the bias condition ϕext = 2π/m is met.1 At this point, Cooper
pairs tend to tunnel across the element in multiples of m, and conversely, fluxons traverse
the element fractionally in multiples of 1/m. This can be seen as a single fluxon moving
from one loop in the chain to the next. From an experimental point of view, the primary
implementation challenge is the ability to incorporate m − 1 external flux biases. These
would be needed to properly bias each loop in the presence of loop area disorder and
magnetic field inhomogeneity.

Additionally, we can compare Eq. 9.1 to the potential of a conventional Josephson
junction in terms of creation/annihilation operators, U = −EJ cos[ϕzpf(a + a†)] (see Sec.
3.1). This shows that the factor of m in the argument of the cosine may be regarded as

1 Here we sketch the derivation of the effective Lagrangian for the cosmϕ circuit in Fig. 9.1. The m − 1 inductive
loops yield the constraints ϕi + φi − (ϕi+1 + φi+1) = ϕext for i = 1, 2, . . . ,m − 1. Note that the ϕi correspond to
the small junctions and the φi to the superinductances. This allows us to eliminate all the φi except one, which
we take to be

∑
i φi = φ. This procedure yields

φi =
φ

m
+

1
m
∑

j
ϕj − ϕi +

[
1
2 (m + 1) − i

]
ϕext.

Now we set ϕext = 2π/m and recall that, in the limit EL � EJ, the junction phases are approximately ϕi = 2πni
for integers ni. We may then write φi = φ/m + 2πδi/m, where the arm-dependent term is

δi =
∑

j
nj − mni + 1

2 (m + 1) − i.

Because the superinductances are all equal, they contribute a total energy 1
2EL

∑
i φ

2
i , where we can write∑

i φ
2
i = φ2/m + (2π/m)2 ∑i δ

2
i since

∑
i δi = 0. We then minimize this energy with respect to the ni to find

ni = round
[
1
2
+

1
m
∑

j
nj +

1 − 2i
2m

]
,

which is a unique solution of the ni for each
∑

i ni. We see that, as
∑

i ni is increased, each ni is incremented by
one in turn, corresponding to a helix in ϕ-space (in two dimensions, the zig-zag in Fig. 3.1). Constraining the
system to this path, we obtain the effective Lagrangian

Leff =
ħ2

16EC
ϕ̇2
ĩ + EJ cosϕĩ

to leading order in EJ/EL and with φ→ 0, where ĩ is the index of the junction whose phase is currently being
incremented. Up to multiples of 2π, the phase across the whole element is ϕ = 1

m
∑

i ϕi + π(m + 1)/m =
ϕĩ/m + π(m + 1)/m and so the effective Lagrangian is

Leff =
ħ2

16EC
m2ϕ̇2 + (−1)m+1EJ cosmϕ,

justifying Eq. 9.1. Note that taking φ→ 0 by energy minimization corresponds in the cos 2ϕ qubit to θ → 0 (see
Sec. 3.3). Furthermore, the additive constant in ϕ yields the sign prefactor for cosmϕ, which ensures that the
potential is maximized at the Brillouin zone boundary. Indeed, this is nothing more than a choice of gauge�and
in the cos 2ϕ qubit we avoided the sign altogether�but we present it here for completeness.
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dressing the amplitude of zero-point fluctuations of the phase ϕzpf → mϕzpf. We also
recall that ϕzpf = (2EC/EL)1/4 =

√
Z0/(2RQ) for an LC oscillator with charging energy

EC and inductive energy EL�or alternatively characteristic impedance Z0 =
√
L/C. Here,

RQ = ħ/(2e)2 is the reduced superconducting resistance quantum, which symmetrically
normalizes the phase and charge fluctuations so that Nzpf =

√
RQ/(2Z0). This shows that

the cosmϕ element may be viewed as dressing the characteristic impedance Z0 → m2Z0.
This effectively larger oscillator impedance seen by the cosmϕ element may prove useful
for encoding and manipulating quantum information in long-lived microwave cavities
[Reagor et al. 2013] with nonlocal perturbations [Cohen et al. 2017].

9.2.2 Outlook for protected qubits

At various stages of our discussion, we have alluded to the commonalities and shared
interests between building protected qubits and implementing quantum error correction
[Aharonov and Ben-Or 2008]. The basic idea is that both research goals aim to realize
logical qubits, that is, qubits whose T2/tgate is so large that they can be used for fault-
tolerant quantum computation (a commonly-quoted threshold is 105 [Aliferis et al. 2006]).
The central difference is that quantum error correction is usually seen as a “software”
approach, in that energy is injected into the system, while protected qubits are a “hardware”
approach, in that no supplemental drives are added.

Work aimed at improving quality factors associated with coupling to different thermal
baths [Martinis et al. 2005, Barends et al. 2013, Houck et al. 2008] and noise spectral
densities for different Hamiltonian parameters [Paik et al. 2011, Rigetti et al. 2012, Kumar
et al. 2016], though similar, does not constitute protection in the Hamiltonian sense that
we have been using. For this brand of protection, a popular approach to suppressing qubit
relaxation has been to localize wavefunctions in disparate regions of phase space to lessen
transition matrix elements [Pop et al. 2014, Bell et al. 2014, Earnest et al. 2018, Lin
et al. 2018]. On the other hand, delocalization of the same wavefunctions has been shown
to mitigate dephasing effects by reducing qubit sensitivity to Hamiltonian parameters
[van der Wal et al. 2000, Vion et al. 2002, J. Koch et al. 2007, Manucharyan et al. 2009,
Steffen et al. 2010, Yan et al. 2016]. Superconducting circuits with multiple degrees of
freedom whose qubit wavefunctions are both localized and delocalized combine both of
these approaches. In these circuits, quantum information is diffused among constituent
local degrees of freedom, providing protection from local perturbations. The many-body
limit promises topological protection [Ioffe et al. 2002, Douçot and Vidal 2002, Douçot
et al. 2003, Kitaev 2006], in which global operators are necessary to manipulate logical
qubits, but the few-body case offers an experimentally realistic approximation [Cottet et al.
2002, Gladchenko et al. 2009, Brooks et al. 2013, Bell et al. 2014, Dempster et al. 2014,
Groszkowski et al. 2018].

Just as error correction hinges on the assumption that the noise couples to each
qubit independently�i.e. the error in each qubit is independent of the errors in all other
qubits�protected qubits rely on the system operators that couple to the bath, and the
noisy parameters, being local with respect to the encoding basis. Both strategies offer poor
protection against correlated errors, for which the error threshold can scale unfavorably, e.g.
T2/tgate & 1010 for some two-qubit cases [Aharonov et al. 2006]. In such cases, alternative
methods such as dynamical decoupling or decoherence-free subspaces may be beneficial
[Lidar et al. 1998, L. Viola et al. 1999, Novais and Baranger 2006]. The most important
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peripheral result of this thesis, from Ch. 6, is that our measurements of noise have thus far
been entirely uncorrelated. This was shown both for flux noise in the double fluxonium
and dissipation in fluxonium artificial atoms.

9.2.3 Final remarks

In closing, we believe that the enterprise of engineering protected qubits has just begun,
even if the proposed circuits appear to be quite exotic at this stage. The prospects include
circuits tailored specifically for a purpose, such as a high degree of protection from
a particularly detrimental effect. Moreover, despite their apparent simplicity, quantum
electrical circuits may prove interesting from a topological standpoint. Finally, circuits
whose potential energies are dominated by cos 2ϕ terms open the door to more exotic
designs with potentials of the form cosmϕ or cos(ϕ/m), with m ∈ N. There is, then,
the possibility of piecing together the potential of a Hamiltonian using hardware that
corresponds to distinct term in the Fourier series. In many ways, these effective circuit
elements realize a generalized version of the Josephson effect based on correlated/fractional
Cooper pair tunneling.



A

MATHEMATICAL CONVENTIONS

In this brief appendix, we clarify our choice of Fourier transform convention, as used in
Chs. 6�7, and other mathematical notation used in the subsequent appendices.

Temporal Fourier transform We employ the one-sided temporal Fourier transform F ,
defined by1

f [ω] = F[ f (t)] = ∫
∞

−∞
dt eiωtf (t)

f (t) = F−1[ f [ω]] = ∫
∞

−∞

dω
2π

e−iωtf [ω].

The convolution theorem reads F( f · g) = F( f ) ∗ F(g), where our choice of Fourier
transform demands that angular frequency convolution be defined by

f [ω] ∗ g[ω] = ∫
∞

−∞

dω′

2π
f [ω′]g[ω − ω′].

Spatial Fourier transform A similar convention is used for the spatial Fourier transform
G, with two varieties depending on whether we want the transformed variable to be discrete
or continuous1

Vk = G[V(x)] = 1
V
∫ d3x e−ik·xV(x) V[k] = G[V(x)] = ∫ d3x e−ik·xV(x)

V(x) = G−1[Vk] =
∑

k
eik·xVk V(x) = G−1[V[k]] = ∫ d3k

(2π)3 e
ik·xV[k],

where V is the finite volume of the integration region needed in order for k to be discrete.
The relevant delta function identities (the Dirac delta is the infinite-volume limit of the
Kronecker delta) are

∫
∞

−∞
dt eiωt = 2πδ(ω) ∫ d3x eik·x = Vδk,0 ∫ d3x eik·x = (2π)3δ(k).

1 Here we use parentheses and brackets to indicate whether or not the function is the Fourier transform in the
continuous case. In the discrete case, the argument of the Fourier transformed function is a subscript.
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Distributive notation for integrals We find it convenient, when discussing spin-echo
decoherence measurements in App. C, to use the distributive notation for multiple integrals,(

∫
I1
+a∫

I2

)2

dx1 dx2 =
(
∫
I1
∫
I1
+a∫

I1
∫
I2
+a∫

I2
∫
I1
+a2 ∫

I2
∫
I2

)
dx1 dx2 .

Note that these integrals do not commute, since their order reflects the relevant integration
variable, and that the scalar a has been included for illustration.

Wick’s theorem In App. C (in the classical case) and App. D (in the quantum case), we
use Wick’s theorem. For clarity, we first present it here:

〈O1O2O3O4〉 = 〈O1O2〉〈O3O4〉 ± 〈O1O3〉〈O2O4〉 + 〈O1O4〉〈O2O4〉,

where the positive sign is for bosonic operators and the negative sign is for fermionic ones.
Note that the result does not change in the presence of daggers and repeated indices.
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PERTURBATION THEORY FOR ENERGY
LEVELS AND TRANSITION RATES

The main purpose of this appendix is to review time-independent perturbation theory
insofar as it was used to calculate the parameters of the fluxonium dispersive Hamiltonian
in Sec. 4.3, which we compared to those obtained from numerical diagonalization. Addi-
tionally, we explain the link between second-order perturbation theory and Fermi’s Golden
Rule in Eqs. 6.1 and 7.2, for self-consistency.

B.1 Time-independent perturbation theory

B.1.1 Second-order energy corrections

Perturbation theory, in general, describes approximate solutions to the Schrödinger equation
for systems whose Hamiltonians can be effectively separated into “large” and “small”
components. We recall that the time-independent Schrödinger equation is simply the
eigenvalue equation in Eq. 4.1, which takes the form

H |n〉 = ħωn |n〉 (B.1)

when the countable eigenvector index µ is replaced by n and the energy levels are En = ħωn.
The main assumption is that H has the form H0 + H1, where H1 constitutes a perturbation
to H0. An iterative procedure yields a power series solution for the eigenstates and their
frequencies,

ωn = ω
(0)
n + ω

(1)
n + ω

(2)
n + . . .

|n〉 = |n(0)〉 + |n(1)〉 + |n(2)〉 + . . . ,

where the superscript indicates the order of the term. The essential utility lies in the fact
that H1 is small compared to H0, and so these expansions converge rapidly and may be
truncated after the first few terms.

To be more specific, the unperturbed eigenstates |n(0)〉 and their energies ħω(0)
n are

merely solutions to the Schrödinger equation for H0, i.e. H0 |n(0)〉 = ħω(0)
n |n(0)〉. The first

order correction to the energy levels is

ħω(1)
n = 〈n(0) |H1 |n(0)〉, (B.2)
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while that for the eigenkets is

|n(1)〉 =
1
ħ
∑

m6=n

〈m(0) |H1 |n(0)〉

ω
(0)
n − ω

(0)
m

|m(0)〉. (B.3)

The expressions become increasingly complicated to higher orders, and it is often only
necessary to go to second order, where the energy level correction is

ħω(2)
n =

1
ħ
∑

m6=n

|〈m(0) |H1 |n(0)〉|2

ω
(0)
n − ω

(0)
m

. (B.4)

B.1.2 Example: Fluxonium artificial atom

For the perturbative calculation shown in Fig. 4.3, which was our benchmark for the utility
of numerical diagonalization, we start with Eq. 4.7 for the Hamiltonian and apply Eqs. B.2
and B.4. Using |λ3 | � 1, we first Taylor expand about λ3 = 0 to second order, and find

H =
1

2CR
Q2

R +
1

2LR
Φ

2
R +

1
2CQ

Q2
Q +

1
2LQ

Φ
2
Q − EJ cos(λ4ϕQ − ϕext)

+ EJ
[
λ3ϕR sin(λ4ϕQ − ϕext) + 1

2 (λ3ϕR)2 cos(λ4ϕQ − ϕext)
]
.

Although |λ3 | � 1 justifies both the replacement of Eq. 4.7 by the above and the use
of perturbation theory on its last two terms, the majority of error arises from the latter
step. We may then consider the first five terms above as the unperturbed Hamiltonian H0,
which coincides with the decoupled Hamiltonian from Sec. 4.3. First- and second-order
perturbation theory may then be used on the seventh and sixth terms, respectively. This
results in corrections of the form

E(1)
nµ + E(2)

nµ = EJ(λ3ϕzpf,R)2
(
n + 1

2

)
〈µ| cos(λ4ϕQ − ϕext)|µ〉

− E2
J (λ3ϕzpf,R)2

∑

ν 6=µ

(2n + 1)Eµν − ħωR

E2
µν − (ħωR)2

���〈ν| sin(λ4ϕQ − ϕext)|µ〉
���2

for the state with readout index n and qubit index µ. This completes the calculation of
the energy levels Enµ ≈ E(0)

nµ + E(1)
nµ + E(2)

nµ for the system via perturbative treatment of the
readout-qubit coupling, where we recall that E(0)

nµ = ħωR(n + 1
2 ) + Eµ. Note that the Eµ

and |µ〉 are computed using numerical diagonalization, and also that Eµν = Eν − Eµ.

B.2 Fermi’s golden rule

One particularly useful result from perturbation theory is Fermi’s Golden Rule, which
describes the transition rate between two eigenstates of the unperturbed Hamiltonian, due
to the perturbation. We consider the state of the system to be an arbitrary eigenstate |i〉 of
the unperturbed Hamiltonian H0 at t = 0. The system then evolves under the influence of
the perturbed Hamiltonian H until time t, at which point there is a nonzero probability of
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finding the system to be in another eigenstate | f 〉. Through two applications of Eq. B.3,
we find the transition rate

Γi→f =
2
ħ2 |〈 f |H1 |i〉|2

sinωif t
ωif

≈
2π
ħ2 |〈 f |H1 |i〉|2δ(ωif ), (B.5)

where the transition frequency is ωif = ωf − ωi. The final approximation holds for
t � 1/ωif , i.e. after many oscillations of the phase between the states |i〉 and | f 〉, once
we recognize that limε→0

1
x sin x

ε
= πδ(x)�at least in the case where it resides inside an

integral.
Eq. B.5 is the most basic form of Fermi’s Golden Rule, and the delta function enforces

energy conservation over long times. In this thesis, we were mostly interested in transitions
that do not conserve the energy of the system, because they involve interactions with the
environment. To understand this process, we apply Eq. B.5 to a system with H0 = HS +HR
(with HS and HR representing the system and reservoir, respectively) and H1 = XF (with X
and F being system and reservoir variables, respectively). We then call |nr〉 the eigenstates
of the unperturbed Hamiltonian with eigenvalues ħ(ωn + ωr). Eq. B.5 gives us

Γir→f r̄ =
1
ħ2 |〈 f |X |i〉|

2 |〈r̄ |F |r〉|2 ∫
∞

−∞
dt e−i(ωif+ωrr̄)t

using the integral representation of the delta function ∫∞−∞ dt e−iωt = 2πδ(ω). Moving to
the interaction picture with respect to HR yields F(t) = eiHRt/ħF(0)e−iHRt/ħ, and so

Γir→f r̄ =
1
ħ2 |〈 f |X |i〉|

2 ∫
∞

−∞
dt e−iωif t〈r |F(t)|r̄〉〈r̄ |F(0)|r〉.

We now equate Γi→f to
∑

r,r̄ prΓir→f r̄ (with pr being the population), and employ the
definition of the statistical average 〈F(t)F(0)〉 = Tr[ρF(t)F(0)] = ∑

r pr〈r |F(t)F(0)|r〉
(with ρ being the density matrix), to obtain

Γi→f =
1
ħ2 |〈 f |X |i〉|

2 ∫
∞

−∞
dt e−iωif t〈F(t)F(0)〉.

We recognize 〈F(t)F(0)〉 as the autocorrelation function. Its Fourier transform is the noise
spectral density SFF[ω], as promised by the Wiener-Khinchin theorem (so long as F is
sufficiently stationary). Mathematically, this amounts to SFF[ω] = ∫∞−∞ dt eiωt〈F(t)F(0)〉,
and equivalently 〈F(t)F(0)〉 = ∫∞−∞

dω
2π e

−iωtSFF[ω]. We recover the well-known result

Γi→f =
1
ħ2 |〈 f |X |i〉|

2SFF[−ωif ], (B.6)

which then yields Eqs. 6.1 and 7.2.
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DEPHASING THEORY

As we saw in Chs. 6 and 7, modeling the pure dephasing rate of a qubit in general involves
detailed assumptions about the character of the noise and the measurement sequence. In
this appendix, we supplement the discussion in those chapters by providing a review of
certain aspects of dephasing theory. The material here is a synthesis of that in Cottet
(2002), Makhlin and Shnirman (2004), and Ithier et al. (2005); with some additional
calculations and comparisons for 1/f noise in Fig. C.2 and Tab. C.1.

C.1 General framework

Suppose that we have a two-level system whose Hamiltonian is given by

H(t) = ħΩ(t)|e〉〈e| = ħ
[
Ω0 +

∂Ω

∂λ

�����
0
λ(t) + 1

2
∂2Ω

∂λ2

�����
0
λ2(t) + . . .

]
|e〉〈e|, (C.1)

with λ being a noisy external parameter with zero mean. The time-evolution operator
U(t, t0) is easy to construct by plugging ψ(t) = U(t, t0)ψ(t0) into the time-dependent
Schrödinger equation iħ ∂

∂tψ = Hψ. We obtain

U(t, t0) = T exp
(
−
i
ħ
∫

t

t0
dt′H(t′)

)
by formal integration. Note that the time-ordering operator T has been introduced to
account for the combinatorial factor in the exponential series expansion. Since λ is a
parameter, it commutes with itself at different times and T may be discarded.

For the Hamiltonian in Eq. C.1, the off-diagonal component of the qubit density matrix
ρ evolves according to ρge(t) = eiΩ0tfφR(t)ρge(0) under free evolution over time t, where
ρge = 〈g|ρ|e〉. The envelope function

fφR(t) =
D
ei∫

t
0 dt

′ Ω̃(t′)
E
,

where Ω̃(t) = Ω(t) − Ω0, describes the decay of phase coherence as measured in a
Ramsey-type experiment. On the other hand, for a spin-echo decoherence measurement,
we consider

fφE(t) =
D
e−i∫

t
t/2 dt

′ Ω̃(t′)+i∫t/20 dt′ Ω̃(t′)E ,
101
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i.e. free evolution for time t interrupted by a σx operation (an echo pulse) at time t/2. To
simplify some of the expressions, we will consider the general decay envelope

fφ(t) =
D
ei∫I dt

′ Ω̃(t′)
E
,

where it should be understood that the integration obeys ∫I = ∫t0 for the Ramsey case
and ∫I = −∫tt/2 +∫

t/2
0 for the echo case (generalizing in the obvious way1). In Eq. C.1,

the expression for Ω̃(t) involves all orders of λ, but we will concentrate on the cases
of linear coupling (when D1 = ∂Ω

∂λ

���
0 6= 0) and quadratic coupling (when D1 = 0 and

D2 = ∂2Ω
∂λ2

���
0 6= 0). The main exception to this will be our discussion of charge noise in App.

C.5.

C.2 Linear coupling

For linear coupling, we have Ω̃ = D1λ and the envelope can be expanded as

fφ(t) = 1 + iD1 ∫
I
dt1 〈λ(t1)〉 +

1
2
(iD1)2 ∫

I
dt1 ∫

I
dt2 〈λ(t1)λ(t2)〉 + . . . ,

where all odd terms vanish owing to the assumption that λ has zero mean. To evaluate the
remaining terms, we can invoke Wick’s theorem2 to write

〈λ(t1)λ(t2) · · · λ(t2n)〉 =
∑

pairings

∏

(i,j)
〈λ(ti)λ(tj)〉, (C.2)

where the sum and product represent the (2n − 1)!! distinct ways of pairing up the λ(ti).
We proceed by assuming stationarity3 and using the definition of the noise spectral

density Sλλ[ω] = ∫∞−∞ dt eiωt〈λ(t)λ(0)〉, or equivalently 〈λ(t)λ(0)〉 = ∫∞−∞
dω
2π e

−iωtSλλ[ω].
This gives

fφ(t) =
∞∑

n=0

(2n − 1)!!
(2n)! (−D2

1)
n∫

I
dt1 · · ·∫

I
dt2n 〈λ(t1 − t2)λ(0)〉 · · · 〈λ(t2n−1 − t2n)λ(0)〉

= exp
[
−

1
2
D2

1 ∫
∞

−∞

dω
2π

Sλλ[ω]|P(ω)|2
]
, (C.3)

since (2n)! = 2nn!(2n − 1)!!. Notice that the constituent integrands are off-diagonal in
time�in the sense that each factor 〈λ(ti − ti+1)λ(0)〉 contributes to two time integrals�but
diagonal in frequency. We have introduced the propagation function P(ω) = ∫I dt

′ e−iωt′,
whose explicit form depends on the measurement sequence.

1 Generalized echo: For the general case with m − 1 echo pulses, such that m > 1 and m is even, we have

fφm(t) =
D
e−i∫

t
(m−1)t/m dt′ Ω̃(t′)+i∫(m−1)t/m

(m−2)t/m dt′ Ω̃(t′)−···+∫t/m0 dt′ Ω̃(t′)E .
2 Sometimes called Isserlis’ theorem in this case, where the operators commute.
3 This also implies that Sλλ is even in ω in the classical case.
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In particular, for the Ramsey and echo sequences, we have the propagation functions

PR(ω) = ∫
t

0
dt′ e−iωt

′

=
sinωt/2
ω/2

e−iωt/2

PE(ω) = −∫
t

t/2
dt′ e−iωt

′

+∫
t/2

0
dt′ e−iωt

′

= i
sin2 ωt/4
ω/4

e−iωt/2,

(C.4)

(C.5)

which lead to the envelope functions4

fφR(t) = exp
[
−

1
2
D2

1 ∫
∞

−∞

dω
2π

Sλλ[ω]
(
sinωt/2
ω/2

)2]
fφE(t) = exp

[
−

1
2
D2

1 ∫
∞

−∞

dω
2π

Sλλ[ω]
(
sin2 ωt/4
ω/4

)2]
.

(C.8)

(C.9)

It is interesting to note that these results coincide exactly with those found using
the Gaussian approximation, which is to assume that the random phase φ = ∫I dt

′ Ω̃(t′)
obeys Gaussian statistics [Ithier et al. 2005]. In this case, the probability distribution
p(φ) = 1p

2πσe
− 1

2 (φ−µ)2/σ2 (with µ = 〈φ〉 and σ2 = 〈φ2〉 − 〈φ〉2) gives the average

〈eiφ〉 = ∫
∞

−∞
dφ p(φ)eiφ = 1

p
2πσ

eiµ−
1
2σ

2 ∫
∞

−∞
dφ e−

1
2 [(φ−µ)/σ−iσ]2 = ei〈φ〉−

1
2 (〈φ2〉−〈φ〉2).

(C.10)
For linear coupling, 〈φ〉 = 0 because λ has zero mean. We immediately find the decay
envelope (again using stationarity and the definition of Sλλ) to be

fφ(t) = e−
1
2 〈φ

2〉 = exp
[
−

1
2
D2

1 ∫
I
dt′ ∫

I
dt′′ 〈λ(t′− t′′)λ(0)〉

]
= exp

[
−

1
2
D2

1 ∫
∞

−∞

dω
2π

Sλλ[ω]|P(ω)|2
]
,

in exact agreement with Eq. C.3.

4 Generalized echo:We note that ∫( j+1)t/m
jt/m dt′ e−iωt′ = 2

ω e
−i(2j+1)ωt/2m sin ωt

2m and so the geometric series formula
gives

Pm(ω) =
2
ω
e−iωt/2m sin

ωt
2m

m−1∑

j=0
(−e−iωt/m) j = i

sinωt/2
ω/2

tan
ωt
2m

e−iωt/2 (C.6)

for the propagator. In turn, this yields the decay envelope

fφm(t) = exp
[
−

1
2
D2

1 ∫
∞

−∞

dω
2π

Sλλ[ω]
(
sinωt/2
ω/2

tan
ωt
2m

)2]
. (C.7)
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C.3 Quadratic coupling

For quadratic coupling, we have Ω̃ = 1
2D2λ

2 and the envelope can be expanded as

fφ(t) = 1 +
iD2

2
∫
I
dt1 〈λ2(t1)〉 +

1
2

(
iD2

2

)2

∫
I
dt1 ∫

I
dt2 〈λ2(t1)λ2(t2)〉 + . . .

=
∞∑

n=0

(
iD2

2

)n
Xn(t),

where the odd terms may not vanish (as they did in the case of linear coupling). We follow
Makhlin and Shnirman (2004) and have introduced the function

Xn =
1
n!
∫
I
dt1 · · ·∫

I
dtn 〈λ2(t1) · · · λ2(tn)〉,

which is still at the mercy of Wick’s theorem. We should emphasize that the situation is
significantly more complex than for linear coupling due to the fact that each ti appears
twice in the integrand. As such, we have to deal with factors like 〈λ(t1)λ(t2)〉〈λ(t1)λ(t3)〉
in Eq. C.2, and so on. It is convenient to define the cyclic integrals

Fn = ∫
I
dt1 ∫

I
dt2 · · ·∫

I
dtn 〈λ(t1 − t2)λ(0)〉〈λ(t2 − t3)λ(0)〉 · · · 〈λ(tn − t1)λ(0)〉,

which will inevitably show up after using Wick’s theorem and stationarity. In principle, we
can write

Xn =
1
n!
∑

k`n
g(k)Fk1

1 Fk2
2 · · ·Fkn

n ,

where k ` n means that k is a partition of n and g(k) is a combinatorial factor. We can
represent this decomposition diagrammatically by drawing n vertices�one for each time
integral in Xn�each connected to exactly two edges (see Fig. C.1).

To find g(k), we imagine choosing k1 vertices, then 2k2 vertices, and so on. This gives

g(k) =
n∏

`=1

(
n −

∑`−1
m=1 mkm
`k`

)
g` (k` ) = n!

n∏

`=1

1
(`k` )!

g` (k` ),

with g` (k` ) being the number of degenerate ways of assembling `-cycles from `k` -many
vertices. There are 2(`k` − 1) options for choosing the first edge, 2(`k` − 2) options for
the second, and so on. There is only one option for choosing the `-th edge, and then the
process repeats. Therefore, we have

g` (k` ) = 2(`−1)k` (`k` − 1)!
(`k` − `)!(`)

= 2(`−1)k` (`k` − 1)!
` k`−1(k` − 1)! ,

with ( · )!(n) being the multifactorial. In sum, we get

g(k) = n!
n∏

`=1
2`k`

1
(2`)k` k` !

= 2nn!
n∏

`=1

1
(2`)k` k` !
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t1

t2

t3

ω1 ω2

ω3

Figure C.1 Example linked-cluster diagram for the partition (1, 1, 1, 2, 3, 3, 4)
of 15. Vertices correspond to times and edges to frequencies. The allowed
configurations are cycles, which are described by the integrals Fn. For example,
the central cycle corresponds to F3 = ∫I dt1 ∫I dt2 ∫I dt3 〈λ(t1 − t2)λ(0)〉〈λ(t2 −
t3)λ(0)〉〈λ(t3 − t1)λ(0)〉.

since
∑n

`=1 `k` = n.
This gives use an explicit form for the decomposition

Xn = 2n
∑

k`n

n∏

`=1

1
k` !

(
1
2`

F`

)k`
,

and hence the decay envelope

fφ(t) =
∞∑

n=0

∑

k`n

n∏

`=1

1
k` !

[
1
2`

(iD2)`F`

] k`
= exp

[ ∞∑

n=1

1
2n

(iD2)nFn

]
, (C.11)

using the exponential formula
∑∞

n=0
∑

k`n
∏n

`=1
1
k` !

( x`
`
)k` = exp (∑∞

n=1
1
nxn

). Now, it only
remains to calculate the cyclic integrals. The expression for Fn is readily recast in the form

Fn = ∫
∞

−∞

dω1

2π
· · ·∫

∞

−∞

dωn

2π
Sλλ[ω1]P(ω1 − ωn) · · · Sλλ[ωn]P(ωn − ωn−1) (C.12)

where P(ω) = ∫I dt
′ e−iωt′ is the same propagator from App. C.2, which we have evaluated

in Eqs. C.4�6. Note that this integrand contains both diagonal and off-diagonal components
in frequency, whereas it was purely diagonal for linear coupling. We emphasize that the
relevant integrals

FnR = ∫
∞

−∞

dω1

2π
· · ·∫

∞

−∞

dωn

2π

× Sλλ[ω1]
sin[(ω1 − ωn)t/2]
(ω1 − ωn)/2

· · · Sλλ[ωn]
sin[(ωn − ωn−1)t/2]
(ωn − ωn−1)/2
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FnE = in∫
∞

−∞

dω1

2π
· · ·∫

∞

−∞

dωn

2π

× Sλλ[ω1]
sin2[(ω1 − ωn)t/4]

(ω1 − ωn)/4
· · · Sλλ[ωn]

sin2[(ωn − ωn−1)t/4]
(ωn − ωn−1)/4

are highly nontrivial. To proceed, we can split the integration region into low-frequency
|ωi | ≤ 1/t and high-frequency |ωi | > 1/t components for fixed t. We call these contribu-
tions Flf

n and Fhf
n [similar definitions hold for f lf

φ
(t) and f hf

φ
(t)].

In the low-frequency regime, |ωi − ωi−1 | ≤ 2/t and it is appropriate to use the
small-angle approximation for the propagators. In the Ramsey case, this means using
sin[(ωi−ωi−1)t/2]
(ωi−ωi−1)/2 ≈ t. In the echo case, it means using sin2[(ωi−ωi−1)t/4]

(ωi−ωi−1)/4 ≈ t2
4 (ωi − ωi−1). We

obtain

Flf
nR ≈

[
2t∫

1/t

0

dω
2π

Sλλ[ω]
]n

Flf
nE ≈ 2

[
t2 ∫

1/t

0

dω
2π

Sλλ[ω]∫
1/t

0

dω
2π

(
ωt
2

)2

Sλλ[ω]
]n/2

δnmod 2,0.

For the echo calculation, we used the assumption of stationarity to deduce that Sλλ will
be even, and hence that the symmetric integral would annihilate all but two terms in
the product (ω1 − ωn)(ω2 − ω1) · · · (ωn − ωn−1), namely (−ω2

1)(−ω2
3) · · · (−ω2

n−1) and
(−ω2

2)(−ω2
4) · · · (−ω2

n). This only works for even n; when n is odd, the integral vanishes
altogether. Plugging these into Eq. C.11, we use − ln(1 − x) = ∑∞

n=1
1
nx

n to get5

f lfφR(t) ≈
[
1 − 2itD2 ∫

1/t

0

dω
2π

Sλλ[ω]
]−1/2

f lfφE(t) ≈
[
1 + t2D2

2 ∫
1/t

0

dω
2π

Sλλ[ω]∫
1/t

0

dω
2π

(
ωt
2

)2

Sλλ[ω]
]−1/2

.

(C.14)

(C.15)

In the high-frequency regime, it is appropriate to examine the limit of the propagators
as t → ∞. In the Ramsey case, we can use limt→∞

sin[(ωi−ωi−1)t/2]
(ωi−ωi−1)/2 = 2πδ(ωi − ωi−1). The

procedure is slightly more tedious in the echo case, where we find it useful to use the

5 Generalized echo: We have the cyclic integrals

Fnm = in∫
∞

−∞

dω1
2π

· · ·∫
∞

−∞

dωn
2π

× Sλλ[ω1]
sin[(ω1 − ωn)t/2]
(ω1 − ωn)/2

tan
(ω1 − ωn)t

2m
· · · Sλλ[ωn]

sin[(ωn − ωn−1)t/2]
(ωn − ωn−1)/2

tan
(ωn − ωn−1)t

2m
.

In this case, the small-angle approximation sin[(ωi−ωi−1)t/2]
(ωi−ωi−1)/2

tan (ωi−ωi−1)t
2m ≈ t2

2m (ωi − ωi−1) is valid for the
low-frequency regime. Evidently, the calculation is the same as in the m = 2 case, and we find

Flf
nm ≈ 2

[
t2 ∫

1/t

0

dω
2π

Sλλ[ω]∫
1/t

0

dω
2π

(
ωt
m

)2
Sλλ[ω]

]n/2
δnmod 2,0,

which leads to

f lf
φm(t) ≈

[
1 + t2D2

2 ∫
1/t

0

dω
2π

Sλλ[ω]∫
1/t

0

dω
2π

(
ωt
m

)2
Sλλ[ω]

]−1/2
. (C.13)
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Nyquist-Shannon sampling theorem to first write

lim
t→∞

sin2[(ωi − ωi−1)t/4]
(ωi − ωi−1)/4

= lim
t→∞

∑

n odd

2t
nπ

sin[(ωi − ωi−1)t/2 − nπ]
(ωi − ωi−1)t/2 − nπ

=
∑

n odd

4
n
δ(ωi − ωi−1 − 2nπ/t).

Multiplying this by the adjacent propagator yields

lim
t→∞

sin2[(ωi − ωi−1)t/4]
(ωi − ωi−1)/4

sin2[(ωi+1 − ωi)t/4]
(ωi+1 − ωi)/4

= δ(ωi − ωi−1) lim
t→∞

∑

n odd

4
n

cos2[(ωi+1 − ωi−1)t/4]
(ωi+1 − ωi−1)/4 − nπ/2t

= −2πδ(ωi − ωi−1) lim
t→∞

sin[(ωi+1 − ωi−1)t/2]
(ωi+1 − ωi−1)/2

= −(2π)2δ(ωi − ωi−1)δ(ωi+1 − ωi−1),

using
∑

n odd
1

n(n−ωt/2π) =
π2

ωt tanωt/4 and sin x = 2 sin x
2 cos x

2 . We obtain

Fhf
nR ≈ 2t∫

∞

1/t

dω
2π

(Sλλ[ω])n

Fhf
nE ≈ 2t∫

∞

1/t

dω
2π

(Sλλ[ω])nδnmod 2,0.

Plugging these into Eq. C.11 gives6

f hfφR(t) ≈ exp
[
−t∫

∞

1/t

dω
2π

ln
(
1 − iD2Sλλ[ω]

)]
f hfφE(t) ≈ exp

[
−

1
2
t∫

∞

1/t

dω
2π

ln
{
1 + (D2Sλλ[ω])2

}]
.

(C.17)

(C.18)

It is of moderate interest to also quote the result for quadratic coupling obtained via
the Gaussian approximation. Eq. C.10 provides the decay envelope

fφ(t) = exp
[
1
2
iD2 ∫

I
dt′ 〈λ2(0)〉 − 1

8
D2

2 ∫
I
dt′ ∫

I
dt′′

(
〈λ2(t′− t′′)λ2(0)〉 − 〈λ2(0)〉2

)]
,

6 Generalized echo: The high-frequency regime requires us to take the t → ∞ limit of the propagators. Once
more, we make use of the Nyquist-Shannon sampling theorem to get

lim
t→∞

sin[(ωi − ωi−1)t/2]
(ωi − ωi−1)/2

tan
(ωi − ωi−1)t

2m
= (−1)m/2+1 lim

t→∞

∑

n odd

2t
nπ

sin[(ωi − ωi−1)t/2 − nmπ/2]
(ωi − ωi−1)t/2 − nmπ/2

= (−1)m/2+1 ∑

n odd

4
n
δ(ωi − ωi−1 − nmπ/t).
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using stationarity of λ, which also implies stationarity of λ2 (e.g. via Wick’s theorem).
Another application of Wick’s theorem gives 〈λ2(t)λ2(0)〉 = 〈λ2(0)〉2 + 2〈λ(t)λ(0)〉2 and
so

fφ(t) = exp
[
1
2
iD2 ∫

I
dt′ 〈λ2(0)〉 − 1

4
D2

2 ∫
I
dt′ ∫

I
dt′′ 〈λ(t′− t′′)λ(0)〉2

]
. (C.19)

Using the definitions of Sλλ and P(ω), this expression can be rewritten as

fφ(t) = exp
[
1
2
iD2 ∫

∞

−∞

dω
2π

Sλλ[ω]P(0)

−
1
4
D2

2 ∫
∞

−∞

dω
2π

∫
∞

−∞

dω′

2π
Sλλ[ω]Sλλ[ω′]|P(ω + ω′)|2

]
.

After the change of variables from ω′ to −ω′ (and using the evenness of Sλλ), we find this
to coincide with Eq. C.11 without the n > 2 terms. As such, we see that the Gaussian
approximation neglects all cyclic integrals higher than order two�e.g. the diagram in Fig.
C.1 is not considered.

Alternatively, we can change variables from ω to ω + ω′, in which case the above
expression takes the form

fφ(t) = exp
[
1
2
iD2 ∫

∞

−∞

dω
2π

Sλλ[ω]P(0)

−
1
4
D2

2 ∫
∞

−∞

dω
2π

|P(ω)|2 ∫
∞

−∞

dω′

2π
Sλλ[ω′]Sλλ[ω − ω′]

]
.

This is also obtained by applying the convolution theorem introduced in App. A to Eq.
C.19, since the last integral in the above is merely the convolution Sλλ ∗ Sλλ. Using the

Using the same method, we multiply this by its adjacent propagator to obtain

lim
t→∞

sin[(ωi − ωi−1)t/2]
(ωi − ωi−1)/2

tan
(ωi − ωi−1)t

2m
sin[(ωi+1 − ωi)t/2]
(ωi+1 − ωi)/2

tan
(ωi+1 − ωi)t

2m

= δ(ωi − ωi−1) lim
t→∞

∑

n odd

4
n

sin[(ωi+1 − ωi−1)t/2]
(ωi+1 − ωi−1)/2 − nmπ/2t

cot
(ωi+1 − ωi−1)t

2m

= −2πδ(ωi − ωi−1) lim
t→∞

sin[(ωi+1 − ωi−1)t/2]
(ωi+1 − ωi−1)/2

= −(2π)2δ(ωi − ωi−1)δ(ωi+1 − ωi−1),

which is the same as in the m = 2 case. Consequently, we have

Fhf
nm ≈ 2t∫

∞

1/t

dω
2π

(Sλλ[ω])nδnmod 2,0,

which leads to

f hf
φm(t) ≈ exp

[
−

1
2
t∫

∞

1/t

dω
2π

ln
{
1 + (D2Sλλ[ω])2

}]
, (C.16)

showing that a greater number of echo pulses does not reduce the sensitivity to high-frequency components of
the noise.



C.4. 1/f noise 109

propagators in Eqs. C.4�5, and taking the magnitude of the Ramsey envelope, we have7

| fφR(t)| = exp
[
−

1
4
D2

2 ∫
∞

−∞

dω
2π

(
sinωt/2
ω/2

)2

(Sλλ ∗ Sλλ)[ω]
]

fφE(t) = exp
[
−

1
4
D2

2 ∫
∞

−∞

dω
2π

(
sin2 ωt/4
ω/4

)2

(Sλλ ∗ Sλλ)[ω]
]
.

(C.21)

(C.22)

C.4 1/f noise

As explained in Sec. 7.1.2, when the noise channel has a regular spectral density at low
frequencies |ω| . 1/t, the expressions found above are approximately only dependent on
the value of the dc component of the spectral density Sλλ[0]. This was demonstrated in
Eq. 7.9. Unfortunately, in superconducting qubits this regularity is usually only associated
with photon shot noise. For other channels, whose origins are microscopic, the spectral
densities are observed to diverge at low frequencies [Schriefl et al. 2006, Shnirman et al.
2007]. The simplest empirical model for these types of noise is then to use the spectral
density Sλλ ∝ |ω|−p with p > 0, and this is called 1/f noise. Measurements have indicated
values of 0.5 . p . 1.5, and hereafter we use the value p = 1. Specifically, we write

Sλλ[ω] =
2πAλ
|ω|

(C.23)

for the spectral density in the relevant frequency range.
With any physical measurement, the noise at frequencies below an infrared cutoff ωir

should have no effect. This cutoff roughly corresponds to the inverse total measurement
time and its particular value is set by experimental details. Although ωir > 0 provides
convergence for certain integrals, its origin is physical. We will not take too seriously the
form of Sλλ below ωir or at very high frequencies. Instead, we will simply replace any
integrals that are logarithmically divergent at the origin by their value at ωir. Of some
interest is the convolution

(Sλλ ∗ Sλλ)[ω] = ∫
∞

−∞

dω′

2π
Sλλ[ω′]Sλλ[ω − ω′]

= 2πA2
λ

[
∫

∞

0
dω′ 1

ω′(ω′+ |ω|) +∫
|ω|

0
dω′ 1

ω′(|ω| − ω′) +∫
∞

|ω|

dω′ 1
ω′(ω′− |ω|)

]

=
2πA2

λ

|ω|

[
ln

ω′

ω′+ |ω|

������
∞

0
+ ln

ω′

|ω| − ω′

������
|ω|

0
− ln

ω′

ω′− |ω|

������
∞

|ω|

]
=

2πA2
λ

|ω|

[
− lim
ε→0+

ln
ε

|ω| + ε
+ lim

ε→0+
ln

|ω| − ε

ε
− lim

ε→0+
ln

ε

|ω| − ε
+ lim

ε→0+
ln

|ω| + ε

ε

]
=

8πA2
λ

|ω|
lim
ε→0+

ln
|ω|

ε
→

8πA2
λ

|ω|
ln

|ω|

ωir
, (C.24)

7 Generalized echo: Eq. C.6 gives

fφm(t) = exp
[
−

1
4
D2

2 ∫
∞

−∞

dω
2π

(
sinωt/2
ω/2

tan
ωt
2m

)2
(Sλλ ∗ Sλλ)[ω]

]
. (C.20)
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where in the last line we removed the logarithmic divergence using ωir. This expression
differs slightly from that obtained using a strict infrared cutoff; e.g. Sλλ = 2πAλ

|ω|
Θ(|ω|−ωir),

which leads to Sλλ ∗ Sλλ =
4πA2

λ

|ω|

[
ln |ω|+ωir

ωir
+Θ(|ω| − 2ωir) ln |ω|−ωir

ωir

]
; but only for |ω| ∼ ωir.

Such differences play no role in modeling the dephasing that is measured experimentally,
where ωirt � 1 because many averages must be performed. The remainder of this
subsection will be evaluating the integrals derived in Secs. C.2�3 for 1/f noise.

C.4.1 Linear coupling

For the Ramsey envelope, we can plug Eq. C.23 into Eq. C.8 to get

fφR(t) = exp
[
−4D2

1Aλ∫
∞

0

dω
ω3 sin2 ωt

2

]
,

which diverges at zero frequency. As in App. C.3, it proves useful to separate the above
integral into its low-frequency ω < 1/t and high-frequency ω > 1/t component. For the
former, we can safely use the small-angle approximation sinωt/2 ≈ ωt/2. For the latter,
we can replace the oscillating factor sin2 ωt/2 by its average value 1/2. This gives

fφR(t) ≈ exp
[
−t2D2

1Aλ
(
∫

1/t

0

dω
ω

+
2
t2
∫

∞

1/t

dω
ω3

)]
→ exp

[
−t2D2

1Aλ
(
ln

1
ωirt

+ 1
)]

(C.25)

upon removal of the logarithmic divergence.8 For the echo envelope, we plug Eq. C.23
into Eq. C.9 and obtain

fφE(t) = exp
[
−16D2

1Aλ∫
∞

0

dω
ω3 sin4 ωt

4

]
= exp

[
−t2D2

1Aλ ln 2
]

(C.26)

using ∫∞0 dx 1
x3 sin4 x = ln 2.9

8 Instead of using these approximations, we could simply observe that

lim
ε→0+

∫
∞

ε

dω
ω3 sin2 ωt

2
= lim

ε→0+
1

4ε2

(
1 − cos ε t + ε t sin ε t − ε2t2 Ci ε t

)
=

t2

4
lim
ε→0+

(
ln

1
ε t

+
3
2
− γ

)
→

t2

4

(
ln

1
ωirt

+
3
2
− γ

)
,

where Ci x = −∫∞x dt cos t
t is the cosine integral, which behaves like Ci x ∼ γ + ln x for x → 0+, and γ is the

Euler-Mascheroni constant. After replacing ε with ωir in the last expression, we see that it coincides with Eq.
C.25 up to small corrections (for ωirt � 1) because 3

2 − γ ∼ 1.
9 Generalized echo: Eq. C.7 gives

fφm(t) = exp
[
−4D2

1Aλ∫
∞

0

dω
ω3 sin2 ωt

2
tan2 ωt

2m

]
= exp

[
−t2D2

1AλBm
]
, (C.27)

where Bm = ∫∞0
du
u3 sin2 u tan2 u

m is numerical factor that scales like Bm ∼ 8
π2m for large m. To see this, we recall

our earlier use of the Nyquist-Shannon sampling theorem, which gave us

lim
m→∞

sin2 mx
x

= lim
m→∞

∞∑

n=−∞

2m
nπ

sin2(nπ/2) sin(2mx − nπ)
2mx − nπ

=
∞∑

n=−∞

1
n

sin2(nπ/2)δ(x − nπ/2m).



C.4. 1/f noise 111

C.4.2 Quadratic coupling

Plugging Eq. C.23 into Eq. C.14 yields the low-frequency contribution to the Ramsey
envelope magnitude

| f lfφR(t)| ≈
(
1 +

[
2tD2Aλ∫

1/t

0

dω
ω

]2)−1/4

→

[
1 +

(
2tD2Aλ ln

1
ωirt

)2]−1/4

, (C.28)

where we have truncated the logarithmic divergence with ωir. The analogous calculation
for the low-frequency contribution to the echo envelope10 using Eq. C.15 reveals

f lfφE(t) ≈
[
1 +

1
4
t4D2

2A
2
λ∫

1/t

0

dω
ω

∫
1/t

0
dωω

]−1/2

→

[
1 +

1
2

(
1
2
tD2Aλ

)2

ln
1
ωirt

]−1/2

. (C.30)

For the high-frequency contribution to the Ramsey envelope magnitude, we employ
Eq. C.17 and find

| f hfφR(t)| ≈ exp
[
−

1
4π

t∫
∞

1/t
dω ln

(
1 +

4π2D2
2A

2
λ

ω2

)]
= exp

[
−

1
2
t |D2 |Aλ

{
∫

∞

0
du ln

(
1 +

1
u2

)
− g(2πt |D2 |Aλ)

}]
= exp

[
−

1
2
t |D2 |Aλ

[
π − g(2πt |D2 |Aλ)

]]
, (C.31)

where we have introduced g(x) = ∫1/x
0 du ln(1 + 1

u2 ) = 2 arctan 1
x +

1
x ln(1 + x2) and used

∫∞0 dx ln(1 + 1
x2 ) = π. We note that g(x) ∼ 2

x ln(1 + ex) for x → ∞ and so it may be
considered a small correction for long times. From Eqs. C.17�18, we see that | f hf

φR | = f hf
φE

Changing variables to x = u/m, we arrive at

lim
m→∞

Bm =
4
π2

∞∑

n=1

1
n3 sin2(nπ/2) tan2(nπ/2m)

=
4
π2

[
lim
n→m

1
n3 sin2(nπ/2) tan2(nπ/2m) +

∑

n>0, odd

1
n3 sin2(nπ/2) tan2(nπ/2m)

]

≈
4
π2

[
1
m

+ 2
∑

k; j>0, odd

1
(km)3

(
2m
jπ

)2]
=

4
π2m

[
1 +

7
8
ζ(3)

]
≈

8
π2m

because the only nonvanishing even term is n = m and the odd terms obey n = km − j. There is no problem
introducing the second summation index because the resulting sums converge quickly.

10 Generalized echo: The low-frequency contribution using Eq. C.13 is

f lf
φm ≈

[
1 +

1
m2 t

4D2
2A

2
λ∫

1/t

0

dω
ω

∫
1/t

0
dωω

]−1/2
→

[
1 +

1
2

(
1
m
tD2Aλ

)2
ln

1
ωirt

]−1/2
. (C.29)
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and hence the high-frequency contribution to the echo envelope11 is identical. Namely,

f hfφE(t) ≈ exp
[
−

1
2
t |D2 |Aλ

[
π − g(2πt |D2 |Aλ)

]]
. (C.33)

These equations should be compared to the analogous ones from the Gaussian approxi-
mation. Plugging Eq. C.24 into Eq. C.21 yields the Ramsey envelope (magnitude)

| fφR(t)| = exp
[
−8D2

2A
2
λ∫

∞

0

dω
ω3 ln

ω

ωir
sin2 ωt

2

]
.

Following the same approach as in the linear case (using the small-angle approximation
for ω < 1/t and averaging the oscillatory factor for ω > 1/t), we get

| fφR(t)| ≈ exp
[
−2t2D2

2A
2
λ

(
∫

1/t

0

dω
ω

ln
ω

ωir
+

2
t2
∫

∞

1/t

dω
ω3 ln

ω

ωir

)]

= exp
[
−t2D2

2A
2
λ

(
lim
ε→0+

ln2 ω

ωir

������
1/t

ε

−
1 + 2 lnω/ωir

ω2t2

������
∞

1/t

)]

→ exp
[
−t2D2

2A
2
λ

(
ln

1
ωirt

+ 1
)2]

, (C.34)

since ∫ dx 1
x3 ln x = − 1

4x2 (1 + 2 ln x) + const.12 For the echo envelope,13 we plug Eq. C.24

11 Generalized echo: Eq. C.16 shows that this is still true,

f hf
φm(t) ≈ exp

[
−

1
2
t |D2 |Aλ

[
π − g(2πt |D2 |Aλ)

]]
. (C.32)

12 We could have avoided the approximations and arrived at

lim
ε→0+

∫
∞

ε

dω
ω3 ln

ω

ωir
sin2 ωt

2
=

t2

8
lim
ε→0+

[
3(1 − γ) + 1

2
+ γ2 −

π2

12
+ (3 − 2γ) ln

1
ωirt

+ ln ε t
(
ln ε t + 2 ln

ωir
ε

)]
→

t2

8

[(
ln

1
ωirt

+
3
2
− γ

)2
+

15 − π2

12

]
,

but this agrees with Eq. C.34 up to small corrections (for ωirt � 1) because 3
2 − γ ∼ 1 and 15−π2

12 . 1.
13 Generalized echo: Eq. C.20 gives us

fφm(t) = exp
[
−8D2

2A
2
λ∫

∞

0

dω
ω3 ln

ω

ωir
sin2 ωt

2
tan2 ωt

2m

]
= exp

[
−2t2D2

2A
2
λ

(
Bm ln

2m
ωirt

+ Cm

)]
, (C.35)

where Bm (defined in Eq. C.27) and Cm = ∫∞0
du
u3 ln u

m sin2 u tan2 u
m are numerical factors. In the same vein as

Bm ∼ 8
π2m was calculated for large m, we find Cm ∼ 8

π2m ln π
2 .
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into Eq. C.22 and obtain

fφE(t) = exp
[
−32D2

2A
2
λ∫

∞

0

dω
ω3 ln

ω

ωir
sin4 ωt

4

]
= exp

[
−2t2D2

2A
2
λ∫

∞

0

du
u3 ln

4u
ωirt

sin4 u
]

≈ exp
[
−t2D2

2A
2
λ ln 4

(
ln

1
ωirt

+ ln 4
)]

(C.36)

by neglecting the logarithmic term in the integrand14 and once more making use of
∫∞0 dx 1

x3 sin4 x = ln 2.

C.4.3 Summary

It is convenient to define the dimensionless time and (inverse) infrared cutoff

x = Γt η =
Γ

ωir
,

where Γ = |D1 |
√
Aλ for linear coupling and Γ = |D2 |Aλ for quadratic coupling. For

modern superconducting qubit experiments, Γ/2π ∼ 10 kHz�1MHz (corresponding to
pure dephasing times of order 1�100µs) and ωir/2π ∼ 1Hz (corresponding to many
thousands of averages). Therefore, η ∼ 104�106 and the bulk of dephasing occurs on the
timescale of 1/Γ. With these definitions, the envelopes and their approximate timescales
are listed in Tab. C.1 and plotted in Fig. C.2.

C.5 Charge noise

As discussed in Sec. 7.1.2, offset charge noise conventionally refers to the fluctuations of
Ng about a bias value Ng, which are approximately as rapid as the individual measurement
time�itself on the order of the qubit coherence time. These fluctuations are a form of 1/f
noise, and the treatment in Sec. C.4 is applicable when the bias value Ng is fixed. When
this bias value is not fixed, e.g. it drifts over time or exhibits infrequent but large jumps,
this treatment breaks down. In this section, we discuss the model in such a situation.

We consider the two-level Hamiltonian

H(t) = ħΩ(t)|e〉〈e| =
[
ħΩ0 + 1

2 ε cos(2πµNg)
]
|e〉〈e|,

where ε is the charge dispersion, Ng is the offset charge (in number of Cooper pairs),
and 2πµ is the period of the Hamiltonian in ϕ.15 For a Ramsey-type measurement of the
coherence, we have the envelope function

fφR(t) =
D
ei

ε
2ħ ∫

t
0 dt

′ cos[2πµNg(t′)]
E
.

14 The neglected term is readily observed to be small, ∫∞0
du
u3 ln u sin4 u = 1

2 ln 2(3 − 2γ − ln 8) � 1.
15 For the generalized cosmϕ circuit element in Sec. 9.2.1, we have m = 1/µ.



114 Appendix C. Dephasing theory

Coupling Gauss. Linked Envelope magnitude | fφ(t)| Approx. dephasing rate

R
am

se
y

Lin. X X exp
[
−x2

(
ln
η

x
+ 1

)] √
ln ηΓ

Quad. X � exp
[
−x2

(
ln
η

x
+ 1

)2]
ln ηΓ

Quad. � X
(
1 + 4x2 ln2 η

x

)−1/4

e−
1
2 x[π−g(2πx)]

(
π +

2
e2 ln η

)
Γ

Ec
ho

Lin. X X exp
[
−x2 ln 2

] √
ln 2Γ

Quad. X � exp
[
−x2 ln 4

(
ln
η

x
+ ln 4

)] √
ln 4 ln ηΓ

Quad. � X
(
1 +

1
8
x2 ln

η

x

)−1/2

e−
1
2 x[π−g(2πx)] 1

2

(
π +

1
p
2e

√
ln η

)
Γ

G
en
er
al
iz
ed

ec
ho Lin. X X exp

[
−x2Bm

] √
Bm Γ

Quad. X � exp
[
−2x2

(
Bm ln

2mη
x

+ Cm

)] √
2Bm ln ηΓ

Quad. � X
(
1 +

1
2m2 x

2 ln
η

x

)−1/2

e−
1
2 x[π−g(2πx)] 1

2

(
π +

1
me

√
2 ln η

)
Γ

Table C.1 Summary of coherence decay envelopes for linear and quadratic
coupling to the noise, assuming a 1/f noise spectral density and small fluctua-
tions. Formulas are listed for free induction decay (a Ramsey measurement),
a single spin-echo measurement, and a generalized echo-type measurement
(with m constituent decay intervals). Note that we use the notation where Bm =
∫∞0

du
u3 sin2 u tan2 u

m , Cm = ∫∞0
du
u3 ln u

m sin2 u tan2 u
m , and g(x) = ∫1/x

0 du ln(1 + 1
u2 ).

The approximate rate at which the decay envelope reaches the value 1/e is also
listed as the dephasing rate in the final column.
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x = t |D1 |√Aλ

0

1/e
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|f z|
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Echo
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0.0 0.5 1.0 1.5 2.0
x = t |D2 |Aλ
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|f z|
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(b)

Figure C.2 Dephasing envelopes for 1/f noise, as listed in Tab. C.1. Calcu-
lations employ η = 107 and m = 10 for the generalized echo case. (a) Linear
coupling, showing a Gaussian functional form. (b) Quadratic coupling, showing
the initial slow power law that reverts to an exponential decay. The Gaussian
approximation is plotted in dashed lines and yields similar relative dephasing
timescales to those in linear coupling.

When the average value Ng is fixed, the integrand may be expanded in powers of Ng − Ng

and the earlier results may be used. If Ng is not fixed, we can model Ng as taking a
constant (but randomly distributed) value in [0, 1] for each measurement. Averaging these
measurements together, we find

fφR(t) =
D
ei

ε t
2ħ cos(2πµNg)

E
= ∫

1

0
dNg ei

ε t
2ħ cos(2πµNg) = J0

(
1

2ħ ε t
)
,

for integer-valued µ, justifying Eq. 7.10. Notably, µ = 1 and µ = 2 correspond to the
transmon and cos 2ϕ qubit, respectively [J. Koch et al. 2007].16 For the echo case, the
statistical average must be performed over two offset charge values. We get

fφE(t) =
D
e−i

ε t
4 cos(2πµNg)+i ε t4 cos(2πµN′

g)
E
=

[
J0

(
1

4ħ ε t
)]2

,

which readily generalizes to fφm(t) =
[
J0

(
1

2mħ ε t
)]m

in the case of m − 1 echo pulses.

16 When µ = 1/m and m > 2, as in the case of the cosmϕ circuit element, this integral is complex and the
calculation is more involved.
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C.6 Shot noise

In Eq. 7.15, we stated the results of Gambetta et al. (2006) and Clerk and Utami (2007)
for the dephasing envelopes due to fluctuations in the occupancy of a harmonic oscillator
dispersively coupled to a two-level system. The two equations correspond to the coherent
(e.g. a cavity with an ac drive) and incoherent (e.g. a cavity at nonzero temperature) cases,
where the different photon statistics lead to slightly different forms for the phase decay.
Indeed, these spectral densities are Lorentzian and a prime example of noise that is not
1/f . In this final section, we provide a derivation of the result in the driven case in addition
to a few comments on the thermal case.

For the coherent case, we consider the Hamiltonian of the system

H(t) = ħω0a†a + ħΩ|e〉〈e| + ħχa†a|e〉〈e| + ħε cosωpt (a + a†),

where ω0 is the oscillator frequency, ωp is the drive frequency, χ is the dispersive shift, and
ε is the drive strength. We apply the unitary U = eiωpa†at, which transforms a → ae−iωpt,
and the Hamiltonian becomes

UHU† ≈ H′ = ħ∆a†a + ħΩ|e〉〈e| + ħχa†a|e〉〈e| + 1
2ħε(a + a†),

where the approximation neglects terms rotating at ±2ωp, and we have defined ∆ = ω0−ωp.
The Lindblad equation reads [Haroche and Raimond 2006]

ρ̇ = −
i
ħ
[H′, ρ] + κ

[
aρa† − 1

2
(a†aρ + ρa†a)] ,

where κ is the oscillator linewidth and the total density matrix may be written as ρ =
ρgg |g〉〈g| + ρge |g〉〈e| + ρeg |e〉〈g| + ρee |e〉〈e|. We then seek a solution for the off-diagonal
qubit component of the form ρge ∝ |αg〉〈αe |, with |αg〉 and |αe〉 being coherent states. We
therefore find the equation

ρ̇ge =
(
iΩ − 1

2 iεαg + 1
2 iεα

∗
e + καgα

∗
e

)
ρge

−
(
i∆αg + 1

2 iε +
1
2καg

)
a†ρge +

(
i∆α∗

e + iχα∗
e + 1

2 iε −
1
2κα

∗
e

)
ρgea.

The bottom line can be made to vanish, uncoupling the differential equation, by taking

αg = −
ε

2∆ − iκ
α∗
e = −

ε

2(∆ + χ) + iκ
,

which are consistent. The differential equation, using δ = ∆ + χ/2, then reads

ρ̇ge = i
[
Ω +

χε2

(2δ)2 − (χ + iκ)2
]
ρge.

From this, we can read off the Ramsey decay envelope to be

| fφR(t)| = exp
[
−t Im

χε2

(2δ)2 − (χ + iκ)2
]
= exp

[
−(n̄g + n̄e)κt

χ2

(2δ)2 + χ2 + κ2

]
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where the average photon occupancies are

n̄g = |αg |
2 =

ε2

(2δ − χ)2 + κ2 n̄e = |αe |
2 =

ε2

(2δ + χ)2 + κ2 .

For δ = 0, this simplifies to n̄g = n̄e (which we can reasonably call n̄) and

| fφR(t)| = exp
[
−2n̄κt

χ2

χ2 + κ2

]
,

which justifies the first line of Eq. 7.15. From this, we obtain the dc component of the
noise spectral density Snn[0] using Eq. 7.9 and the fact that the total qubit frequency is
Ω + χn. To reproduce the Lorentzian spectral density in the first line of Eq. 7.14, we then
need to consider the decay rate of the photon number autocorrelation function [Blais et al.
2004].

For the incoherent case, the treatment is more involved. We quote the result for the
Ramsey decay envelope [Clerk and Utami 2007]

| fφR(t)| = exp
[
−

1
2
κtRe

{√(1 + i χ
κ

)2 + 4inth χκ − 1
}]

,

where nth is the thermal occupation. If we now expand this about nth = 0, we arrive at

| fφR(t)| ≈
[
−nthκt

χ2

χ2 + κ2

]
,

justifying the second line of Eq. 7.15.



D

SUPERCONDUCTIVITY

In Sec. 2.2.2, we presented the two Josephson relations and used them to write the
Hamiltonian of a Josephson junction HJ = 4EC(N − Ng)2 − EJ cosϕ in terms of the phase
drop ϕ and the number of tunneled Cooper pairs N (see Eq. 2.2). This Hamiltonian, and in
particular the cosine term, was used extensively throughout this thesis without justification.
In this appendix, we explain the Josephson effect microscopically by modeling a junction
as a weak point contact between two superconductors. The material here draws on the
lecture notes on quantum many-body theory by Leonid Glazman in addition to some
classic textbooks on condensed matter physics [Schrieffer 1999, de Gennes 1999, Pines
1999, Tinkham 2004, Giuliani and Vignale 2005].

Superconductors are characterized by two length scales. There is the London pen-
etration depth λL to which an external magnetic field can enter a superconductor, and
there is the coherence length ξ0 that specifies the spatial extent of a Cooper pair. Type I
superconductors have ξ0 > λL while Type II superconductors have ξ0 < λL. We concen-
trate on conventional Type I superconductors, like aluminum, which are well-described by
Bardeen-Cooper-Schrieffer (BCS) theory. We describe the basic BCS Hamiltonian starting
from second quantization in Secs. D.1�3, some additional technical details in Secs. D.4�5,
and finally the Josephson effect in Sec. D.6.

D.1 Second quantization

We start with the first-quantized Hamiltonian for identical particles with pairwise interac-
tions in three dimensions

H =
∑

i

[ p2
i

2m
+
∑

j>i
V(xi, xj)

]
. (D.1)

Here, i and j index the individual particles and the sum over j is restricted to j > i because
we do not consider self-interactions and V is symmetric under particle interchange.

To get a feeling for second quantization, we consider the single-body operator in first
quantization,

A =
∑

i
A(i),

where A(i) = A(xi,pi) is a shorthand notation. Because of particle indistinguishability, the
position eigenstates |xi〉 are complete for any i. We can then multiply the above on both

118
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sides by ∫ d3x |x〉〈x| = 1 and get

A =
∑

i
∫ d3x ∫ d3x′ |x〉〈x|A(i)|x′〉〈x′| = ∫ d3x |x〉A〈x|

using
∑

i〈x|A(i)|x′〉 = A〈x|x′〉. This can then be expanded in the single-particle states |α〉,

A =
∑

α,α′
∫ d3x |α〉〈α|x〉A〈x|α′〉〈α′| = ∫ d3xψ†(x)Aψ(x),

where the last equality employs the representation |α〉〈α′| = a†αaα′. We have introduced the
field operators ψ(x) that annihilate one particle at position x with any momentum, given by

ψ(x) =
∑

α

ψα(x)aα,

where ψα(x) = 〈x|α〉. The analogous representation for a two-body operator is

B =
∑

i 6=j
B(i, j) = ∫ d3x ∫ d3x′ |xx′〉B〈xx′|

= ∫ d3x ∫ d3x′ψ†(x)ψ†(x′)Bψ(x′)ψ(x).

We are now prepared to write Eq. D.1 in second quantization as

H = −
ħ2

2m
∫ d3xψ†(x)∇2ψ(x)

+
1
2
∫ d3x ∫ d3x′ψ†(x)ψ†(x′)V(x, x′)ψ(x′)ψ(x). (D.2)

D.2 Fermi liquid theory

For fermions, we assign the index α to a wavevector k and a spin σ. The single-particle
wavefunctions are plane waves normalized over a volume V, given by ψk(x) = V−1/2eik·x,
and the spin-dependent field operators are

ψσ(x) =
∑

k
ψk(x)ckσ =

1
√
V

∑

k
eik·xckσ.

For the same reason that each x appears an even number of times in each term in Eq. D.2,
so too will each spin index σ. Using ∫ d3x eik·x = Vδk,0, the kinetic energy becomes

T = −
ħ2

2m
∑

σ

∫ d3xψ†
σ(x)∇2ψσ(x) = −

ħ2

2mV
∑

k,k′,σ
c†kσck′σ∫ d3x e−ik·x∇2eik

′·x

=
ħ2

2mV
∑

k,k′,σ
c†kσck′σ |k

′|2 ∫ d3x e−i(k−k
′)·x =

∑

k,σ

ħ2k2

2m
c†kσckσ.



120 Appendix D. Superconductivity

We must subtract the term
∑

k,σ εFc
†
kσckσ so that there are a finite number of particles at

zero temperature. This constant is the Fermi energy εF = ħ2k2
F

2m and εk = ħ2k2

2m − εF is the
single-particle dispersion relation.

For interactions of the form V(x, x′) = V(x − x′), the potential energy becomes

U =
1
2
∑

σ,σ′

∫ d3x ∫ d3x′ψ†
σ(x)ψ†

σ′(x′)V(x − x′)ψσ′(x′)ψσ(x)

=
1

2V2

∑

k,k′,q,q′,σ,σ′

c†kσc
†
qσ′cq′σ′ck′σ∫ d3x ∫ d3x′V(x − x′)e−i(k−k′)·xe−i(q−q′)·x′

=
1
2

∑

k,k′,q,q′,σ,σ′

[
1
V
∫ d3r V(r)e−i(k−k′)·r

]
c†kσc

†
qσ′cq′σ′ck′σδk−k′,q′−q

=
1
2

∑

k,k′,q,σ,σ′

Vk−k′c†kσc
†
q−kσ′cq−k′σ′ck′σ,

where r = x − x′ and we have identified the term in brackets as the Fourier transform of
the potential Vk−k′. For clarity, we write the result of this calculation

H =
∑

k,σ
εkc†kσckσ +

1
2

∑

k,k′,q,σ,σ′

Vk−k′c†kσc
†
q−kσ′cq−k′σ′ck′σ. (D.3)

This form lends itself to BCS theory in that Cooper pairing corresponds to the q = 0 term
(which also demands that σ 6= σ′). In other contexts, it is useful to define p = k − k′ and
q′ = q − k′ so that Eq. D.3 becomes

H =
∑

k,σ
εkc†kσckσ +

1
2

∑

k′,q′,p,σ,σ′

Vpc†k′+pσc
†
q′−pσ′cq′σ′ck′σ. (D.4)

D.3 BCS theory

We can model a conventional superconductor using Eq. D.3 if we pick out the q = 0 term
corresponding to interacting electron pairs with stationary centers-of-mass. The neglected
terms can be important, but that will be handled by Hartree-Fock theory (see Sec. D.4).
This gives the pairing Hamiltonian

HP =
∑

k,σ
εkc†kσckσ +

∑

k,k′
Vk−k′c†k↑c

†
−k↓c−k′↓ck′↑, (D.5)

since Pauli exclusion prohibits σ = σ′. The factor of 1
2 is removed because there are two

spin configurations for electrons and they are equivalent (and we take Vk−k′ to be real).
The mean-field approximation for an arbitrary coupling term reads

XF = (X − 〈X〉)(F − 〈F〉) + X〈F〉 + 〈X〉F − 〈X〉〈F〉 ≈ X〈F〉 + 〈X〉F − 〈X〉〈F〉.

The notion is that X−〈X〉 and F−〈F〉 are fluctuation terms, and their product is a quadratic
fluctuation term that is negligible for many particles. The pairing Hamiltonian in Eq. D.5
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becomes

HBCS =
∑

k,σ
εkc†kσckσ +

∑

k,k′
Vk−k′

[
c†k↑c

†
−k↓〈c−k′↓ck′↑〉

+ 〈c†k↑c
†
−k↓〉c−k′↓ck′↑ − 〈c†k↑c

†
−k↓〉〈c−k′↓ck′↑〉

]
=
∑

k,σ
εkc†kσckσ −

∑

k

[
∆kc†k↑c

†
−k↓ + ∆

∗
kc−k↓ck↑ − ∆

∗
k〈c−k↓ck↑〉

]
, (D.6)

where we have introduced

∆k = −
∑

k′
Vk−k′〈c−k′↓ck′↑〉.

These ∆k are the Fourier components of the pair potential. Crucially, the phonon-mediated
interaction between electrons in the superconductor can be attractive. In conventional
superconductors, this overcomes the repulsive Coulomb interaction for electrons near the
Fermi surface and the ground state corresponds to a solution ∆k 6= 0. This should be
contrasted with a normal metal, for which ∆k = 0 in the ground state.

We now invoke a Bogoliubov transformation, which in general is a linear transformation

bα =
∑

β

[
uαβaβ + vαβa†β

]
b†α =

∑

β

[
u∗αβa

†
β + v∗αβaβ

]
between creation/annihilation operators together with the requirement that the bα obey the
same commutation/anticommutation relations as the aα. This means that

uvT ± vuT = 0 uu† ± vv† = 1 (D.7)

as matrices, where the positive sign refers to fermions and the negative sign to bosons. For
the purpose to diagonalizing Eq. D.6, we take u and v to be block diagonal according to

 ck↑c−k↓

 = u∗k

1 0

0 1


 γk↑
γ−k↓

 + vk

 0 1

−1 0


 γ

†
k↑

γ†−k↓

 ⇔

 ck↑c†−k↓

 =
 u∗k vk

−v∗k uk


 γk↑γ†−k↓

 . (D.8)

This transformation satisfies Eq. D.7 when |uk |2 + |vk |2 = 1, which then means that the
γkσ are fermionic creation operators. The inverse transformation is γk↑ = ukck↑ − vkc†−k↓
and γ−k↓ = ukc−k↓ + vkc†k↑. The operator γk↑ reduces the wavevector by k and the spin
projection by ħ/2, while γ−k↓ increases the wavevector by k and the spin projection by
ħ/2.

We can rewrite Eq. D.6 in the form

HBCS =
∑

k

[(
c†k↑ c−k↓

)  εk −∆k

−∆∗
k −εk


 ck↑c†−k↓

 + εk + ∆
∗
k〈c−k↓ck↑〉

]

=
∑

k

[(
γ†k↑ γ−k↓

)
Hk

 γk↑γ†−k↓

 + εk + ∆
∗
k〈c−k↓ck↑〉

]
,



122 Appendix D. Superconductivity

where Hk is the matrix in the first line transformed by Eq. D.8. Explicitly,

Hk =

εk(|uk |2 − |vk |2) + ∆kukv∗k + ∆∗
ku

∗
kvk 2εkukvk − ∆ku2

k + ∆∗
kv

2
k

2εku∗kv
∗
k − ∆∗

ku
∗
k

2 + ∆kv∗k
2 εk(|vk |2 − |uk |2) − ∆∗

ku
∗
kvk − ∆kukv∗k

 .
This can be diagonalized by a proper choice of uk and vk (maintaining |uk |2 + |vk |2 = 1).
We set the off-diagonal elements to zero and find

∆k
uk
vk

= εk ±
√
ε2
k + |∆k |2 = εk + ξk, (D.9)

where ξk = ±
√
ε2
k + |∆k |2. For a canonical transformation, |uk |2 + |vk |2 = 1, and so

|uk |2 =
(εk + ξk)2

(εk + ξk)2 + |∆k |2
=

1
2

(
1 +

εk
ξk

)
|vk |2 =

1
2

(
1 −

εk
ξk

)
.

The resulting Hamiltonian, separated into operator and constant parts, is

HBCS =
∑

k,σ
ξkγ

†
kσγkσ +

∑

k

[
εk − ξk + ∆

∗
k〈c−k↓ck↑〉

]
. (D.10)

Comments The BCS Hamiltonian in Eq. D.10 and its diagonal form in Eq. D.10 describe
accurately the theory of conventional superconductivity and provide the foundation for the
Josephson effect. Before moving on, we offer a few comments.
(i) The ground state |ψ〉 is the vacuum state with respect to the γkσ. This means that it is

annihilated by all γk↑ and γ−k↓. It is not hard to see that |ψ〉 =
∏

k(uk+vkc
†
k↑c

†
−k↓)|0〉.

The overall phase does not matter, so we define ϕk to be the phase between uk and vk
so that |ψ〉 =

∏
k(|uk | + |vk |eiϕkc†k↑c

†
−k↓)|0〉. The ground state energy is the second

term in Eq. D.10.
(ii) From the diagonalization condition in Eq. D.9, we have ∆k = |∆k |eiϕk . The defi-

nition of ∆k then gives us |∆k |eiϕk = −
∑

k′ Vk−k′ |uk′vk′ |eiϕk′ , and hence also that∑
k′ Vk−k′ |uk′vk′ | sin(ϕk′−ϕk) = 0 since Vk−k′ is real. The kernel of the matrix whose

elements are Vk−k′ has dimension zero (by orthogonality of Fourier components), so
all ϕk must be equal to some ϕ.

(iii) In operator form, the total number of electrons is n =
∑

k,σ c
†
kσckσ and the total

number of Cooper pairs is N =
∑

k c
†
k↑c

†
−k↓c−k↓ck↑.

(iv) The average number of Cooper pairs is 〈N〉 =
∑

k |vk |2. This should vanish when
εk → ∞, so we choose the positive sign for ξk.

(v) The variance in the Cooper pair number is N2
zpf = 〈N2〉−〈N〉2. Using Wick’s theorem,

this is evaluated to be N2
zpf =

∑
k |ukvk |2.

(vi) The Cooper pair number operator applied to the ground state is N |ψ〉 = −i ∂
∂ϕ
|ψ〉,

and hence N and ϕ are conjugate variables in the sense that [ϕ,N] = i.
(vii) |ψ〉 depicts the form of the ground state for a precise ϕ�it is a phase eigenstate. This

form is useful provided that the quantum fluctuations of the phase are small�the
uncertainty principle then demands that the fluctuations of the Cooper pair number
be large. This is a good approximation for large isolated superconductors.
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(viii) The nonzero expectation values with respect to the ground state are 〈c−k↓ck↑〉 = u∗kvk
and 〈c†k↑ck↑〉 = |vk |2.

(ix) The normal ground state is
∏

|k|<kF c
†
k↑c

†
−k↓ |0〉 and it has an energy of

∑
|k|<kF 2εk.

(x) Excited states are obtained by adding quasiparticles via the action of γ†kσ on |ψ〉.
These operators change the overall electron number by one (impossible in an isolated
superconductor), so there should be an even number of quasiparticle excitations,
each pair costing an energy at least 2|∆k |.

(xi) Often times, ∆ = |∆k | is a material property independent of k. For example, 2∆ ≈
h × 80GHz in aluminum.

D.4 Hartree-Fock theory

We now return to the terms neglected in Eq. D.5. The full interaction in Eq. D.3 describes
two-electron scattering processes (k′,σ) (q − k′,σ′) → (k,σ) (q − k,σ′). For the lowest-
lying states, there are only three options for nonvanishing diagonal matrix elements:

1. k′ = k (Hartree),
2. k′ = q − k and σ′ = σ (Fock), and
3. q = 0 and σ′ = −σ (pairing).

The pairing interaction written in Eq. D.5 includes a Hartree term. Excluding this, we
obtain the residual Hartree interaction from Eq. D.4 as

UH =
1
2

∑

k′,q′,σ
V0

[
c†k′σc

†
q′σcq′σck′σ + (1 − δq′,−k′)c†k′σc

†
q′−σcq′−σck′σ

]
=

1
2

∑

k′,q′,σ,σ′

V0c†k′σck′σc
†
q′σ′cq′σ′ −

1
2
∑

k′,σ
V0c†k′σck′σ −

1
2
∑

k′,σ
V0c†k′σck′σc

†
−k′−σc−k′−σ.

The first two terms are the usual Hartree interaction and the last term corresponds to the
part already considered in the pairing Hamiltonian. Similarly, the Fock interaction can be
written as

UF =
1
2

∑

k′,q′,σ
Vq′−k′c†q′σc

†
k′σcq′σck′σ = −

1
2

∑

k′,q′,σ
Vq′−k′c†q′σcq′σc

†
k′σck′σ +

1
2
∑

k′,σ
V0c†k′σck′σ.

The last term in UF cancels the second in UH. Abandoning the primes and interchanging
the indices k and q in the Fock term, we find that

UH + UF =
1
2

∑

k,q,σ,σ′

V0c†kσckσc
†
qσ′cqσ′

−
1
2
∑

k,q,σ
Vk−qc†kσckσc

†
qσcqσ −

1
2
∑

k,σ
V0c†kσckσc

†
−k−σc−k−σ.
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Under the mean-field approximation, this becomes

Umf =
∑

k,q,σ,σ′

V0
[
〈c†qσ′cqσ′〉c†kσckσ − 1

2 〈c
†
kσckσ〉〈c

†
qσ′cqσ′〉

]
−
∑

k,q,σ
Vk−q

[
〈c†qσcqσ〉c

†
kσckσ − 1

2 〈c
†
kσckσ〉〈c

†
qσcqσ〉

]
−
∑

k,σ
V0

[
〈c†−k−σc−k−σ〉c

†
kσckσ − 1

2 〈c
†
kσckσ〉〈c

†
−k−σc−k−σ〉

]
,

where we have combined cross-terms by reindexing and we have taken Vk−q real as before.
Since 〈c†kσckσ〉 = 〈c†kck〉 are independent of spin and the direction of k, we can write

Umf =
∑

k,σ

[∑
q
(2V0 − Vk−q)〈c†qcq〉 − V0〈c†kck〉

] (
c†kσckσ − 1

2 〈c
†
kck〉

)
=
∑

k,σ

[∑
q6=k

(2V0 − Vk−q)〈c†qcq〉
] (
c†kσckσ − 1

2 〈c
†
kck〉

)
.

These terms can be added to HBCS as defined in Eq. D.6 so that the form is retained.
Specifically, we have

HBCS + Umf =
∑

k,σ
εkc†kσckσ −

∑

k

[
∆kc†k↑c

†
−k↓ + ∆

∗
kc−k↓ck↑ − ∆

∗
k〈c−k↓ck↑〉 + Uk〈c†kck〉

]
,

where we have defined the dispersion relation εk = εk + Uk, as for Landau quasiparticles
in the Fermi liquid. In a similar fashion to ∆k, we have introduced

Uk =
∑

q6=k
(2V0 − Vk−q)〈c†qcq〉.

D.5 Validity of the mean-field approximation

We have used two varieties of the mean-field approximation. First, we have supposed that
the fluctuations of c−k↓ck↑ are small in getting to Eq. D.6. Using Wick’s theorem, we see
that the expected value of the neglected term is

∑

k,k′
Vk−k′

[
〈c†k↑c

†
−k↓c−k′↓ck′↑〉 − 〈c†k↑c

†
−k↓〉〈c−k′↓ck′↑〉

]
=
∑

k
V0 |vk |4

= V0(〈N〉 − N2
zpf) ∼ V0〈N〉,

while that of the remaining term is

∑

k,k′
Vk−k′〈c†k↑c

†
−k↓〉〈c−k′↓ck′↑〉 =

∑

k,k′
Vk−k′ukv∗ku

∗
k′vk′ ∼ 4V0N4

zpf,

where we have noticed that the summand is only nonvanishing for k ∼ k′ near the Fermi
level (where it can be approximated by 4V0 |ukvkuk′vk′ |2).
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Our second approximation supposed that the fluctuations of c†kσckσ are small. For the
Hartree interaction, this meant neglecting the term whose expectation is

1
2

∑

k,k′,σ,σ′

V0
[
〈c†kσckσc

†
k′σ′ck′σ′〉 − 〈c†kσckσ〉〈c

†
k′σ′ck′σ′〉

]
=
∑

k
2V0 |vk |2 |uk |2 = 2V0N2

zpf,

again using Wick’s theorem. The residual term has the expected value

1
2

∑

k,k′,σ,σ′

V0〈c†kσckσ〉〈c
†
k′σ′ck′σ′〉 =

∑

k,k′
2V0 |vk |2 |vk′ |2 = 2V0〈N〉2.

Similarly, the discarded part of the Fock interaction has average

−
1
2
∑

k,k′,σ
Vk−k′

[
〈c†kσckσc

†
k′σck′σ〉 − 〈c†kσckσ〉〈c

†
k′σck′σ〉

]
= −

∑

k
V0 |vk |2 |uk |2 = −V0N2

zpf

and the remaining part has average

−
1
2
∑

k,k′,σ
Vk−k′〈c†kσckσ〉〈c

†
k′σck′σ〉 = −

∑

k,k′
Vk−k′ |vk |2 |vk′ |2 ∼ −V0〈N〉2.

On the grounds that the spatially oscillatory components will average to zero in the final
integral, we have taken Vk−k′ ∼ V0 in the sum above.1 Finally, the discarded part of the
pairing correction to the Hartree term has expectation

−
1
2
∑

k,σ
V0

[
〈c†kσckσc

†
−k−σc−k−σ〉 − 〈c†kσckσ〉〈c

†
−k−σc−k−σ〉

]
= −

∑

k
V0 |uk |2 |vk |2 = −V0N2

zpf

while that of the retained term is

−
1
2
∑

k,σ
V0〈c†kσckσ〉〈c

†
−k−σc−k−σ〉 = −

∑

k
V0 |vk |4 = −V0(〈N〉 − N2

zpf) ∼ −V0〈N〉.

In many cases, 〈N〉 ∼ 1022 while Nzpf ∼ 109. This justifies our use of 〈N〉 � N2
zpf

in the above and validates our mean-field approximations. At this point, we should be
convinced that the superconducting Hamiltonian in Eq. D.10 (optionally with Hartree-Fock
modifications) is a good approximation at temperatures below 2|∆k |.

1 To justify this, we notice that |vk |2 is suppressed for wavevectors beyond the Fermi level. Then, the sum can
be estimated as −

∑
|k|,|k′|.kF Vk−k′ = − 1

V ∫ d
3x V(x)|∑|k|.kF e

−ik·x |2. Replacing the sum by an integral, we get
V

(2π)3 ∫k<kF d
3k e−ik·x. Choosing the polar axis to be x, the integral is V

(2π)2 ∫
kF
0 dk k2 ∫π0 dθ sin θe−ikx cos θ . This is

evaluated by changing variables to u = cos θ, and we obtain V
2π2x3 (sin kFx − kFx cos kFx). This becomes V

2π2
1
3 k

3
F

when kFx � 1, which is also the result when e−ik·x is discarded altogether.
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D.6 Josephson effect

We start with the spinful version of Eq. D.2 in the presence of a single-body potential J(x)
and two-body potential V(x, x′) = V(x − x′),

H = −
ħ2

2m
∑

σ

∫ d3xψ†
σ(x)∇2ψσ(x)

+
1
2
∑

σ,σ′

∫ d3x ∫ d3x′ψ†
σ(x)ψ†

σ′(x′)V(x − x′)ψσ′(x′)ψσ(x)

+
∑

σ

∫ d3xψ†
σ(x)J(x)ψσ(x). (D.11)

The integration region spans both superconductors. The coupling is modeled by a single
point x0 of contact between otherwise disjoint regions, such that J(x) = J0

√
VLVRδ(x−x0)

(see Fig. D.1). The single particle states are indexed by a wavevector k and spin σ for each
superconductor. We have

ψσ(x) =
1

√
VL

Θ(x ∈ L)
∑

k
eik·xakσ +

1
√
VR

Θ(x ∈ R)
∑

k
eik·xckσ,

where the left superconductor corresponds to the region L of size VL and annihilation
operators akσ (and similarly for the right superconductor). A crucial subtlety is that
different values of k are allowed depending on the corresponding superconductor.

Plugging this into Eq. D.11, we find that

H =
∑

k,σ

ħ2k2

2m
a†kσakσ +

∑

k,σ

ħ2k2

2m
c†kσckσ

+
1
2

∑

k,k′,q,σ,σ′

Vk−k′a†kσa
†
q−kσ′aq−k′σ′ak′σ +

1
2

∑

k,k′,q,σ,σ′

Vk−k′c†kσc
†
q−kσ′cq−k′σ′ck′σ

+
∑

k,k′,q,q′,σ,σ′

a†kσc
†
qσ′cq′σ′ak′σ

1
VLVR

∫ d3xL ∫ d3xR V(xL − xR)e−i(k−k
′)·xLe−i(q−q

′)·xR

+ J0
∑

k,k′,σ

[
e−i(k−k

′)·x0a†kσck′σ + e−i(k
′−k)·x0c†k′σakσ

]
+ J0

√
VR

VL

∑

k,k′,σ
e−i(k−k

′)·x0a†kσak′σ + J0

√
VL

VR

∑

k,k′,σ
e−i(k−k

′)·x0c†kσck′σ.

The first two lines with their Fermi energies correspond to the independent Fermi liq-
uid Hamiltonians, each of the form in Eq. D.3. The third line corresponds to the bulk
interaction between the two superconductors. The fourth line describes tunneling between
the superconductors. The fifth describes back-scattering, and its only contributions to
first-order in perturbation theory are terms with k = k′. Therefore, we replace it by

J0

√
VR

VL

∑

k,σ
a†kσakσ + J0

√
VL

VR

∑

k,σ
c†kσckσ,
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x0
akσ

ckσ

L
R

J(x) ∝ δ(x − x0)

Figure D.1 Josephson effect modeled by a weak interaction J(x) =
J0
√
VLVRδ(x − x0) at the point of contact x0 between two superconductors.

The superconductors in regions L and R have fermionic annihilation operators
akσ and ckσ, respectively.

which only serves to renormalize the Fermi energies.2
If we include these chemical potentials and use the BCS approximations and transfor-

mations from Sec. D.3, we get

H ≈
∑

k,σ
ξkγ

†
kσγkσ +

∑

k,σ
ζkh†kσhkσ + HC + HT

by neglecting the constant terms. The first two terms describe uncoupled superconductors
and are the unperturbed Hamiltonian with ground state |ψLψR〉. The remaining Coulomb
and tunneling terms are perturbations. To first order in perturbation theory, only terms
with k = k′ and q = q′ in the Coulomb term contribute, and we get

HC ≈
∑

k,k′,σ,σ′

[
1

VLVR
∫ d3xL ∫ d3xR V(xL − xR)

]
a†kσakσc

†
k′σ′ck′σ′.

The interaction V(x) should mostly comprise electrostatic effects, and the term in brackets
becomes a geometrical constant G.

The tunneling term contributes no first-order corrections. To proceed with second-order
perturbation theory, we recall

a†k↑ck′↑ |ψLψR〉 = +ukṽk′γ†k↑h
†
−k′↓ |ψLψR〉

c†k′↑ak↑ |ψLψR〉 = −vkũk′γ†−k↓h
†
k′↑ |ψLψR〉

a†−k↓c−k′↓ |ψLψR〉 = −ukṽk′γ†−k↓h
†
k′↑ |ψLψR〉

c†−k′↓a−k↓ |ψLψR〉 = +vkũk′γ†k↑h
†
−k′↓ |ψLψR〉,

and so the matrix element between the ground state and an excited state is nonzero only
when both superconductors are excited. The second-order perturbative correction to the

2 Note that at zero voltage difference, the two superconductors have the same Fermi energy.
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ground state energy (see App. B) is

E(2)
T = −〈ψLψR |HT

[∑
m6=0

|m〉〈m|
Em

]
HT |ψLψR〉,

where HT =
∑

k,k′,σ(Jk−k′a
†
kσck′σ + J∗k−k′c

†
k′σakσ) and Jk−k′ = J0e−i(k−k

′)·x0 . The intermedi-
ate states |m〉 run over joint excited states. When applied to the ground state, HT assumes
the simple form

HT |ψLψR〉 =
∑

k,k′

[
Jk−k′a†k↑ck′↑ + J∗k−k′a

†
−k↓c−k′↓ + J∗k−k′c

†
k′↑ak↑ + Jk−k′c†−k′↓a−k↓

]
|ψLψR〉

=
∑

k,k′
(ukṽk′ + vkũk′)

[
Jk−k′γ†k↑h

†
−k′↓ − J∗k−k′γ

†
−k↓h

†
k′↑

]
|ψLψR〉.

Both of the terms in the summand have energy ξk + ζk′. Hence, we can write the effective
Hamiltonian as

HT ≈ −
∑

k,k′

J2
0

ξk + ζk′
|ukṽk′ + vkũk′ |2

(
h−k′↓γk↑γ†k↑h

†
−k′↓ + hk′↑γ−k↓γ†−k↓h

†
k′↑

)
→

∑

k,k′,σ,σ′

J2
0

ξk + ζk′
a†kσakσc

†
k′σ′ck′σ′ − 2

∑

k,k′

J2
0

ξk + ζk′

(
a†k↑a

†
−k↓c−k′↓ck′↑ + c†k′↑c

†
−k′↓a−k↓ak↑

)
,

where the final line was obtained by again analyzing the effect on the ground state.
The total perturbing Hamiltonian is then

HC + HT ≈
∑

k,k′,σ,σ′

[
G +

J2
0

ξk + ζk′

]
a†kσakσc

†
k′σ′ck′σ′

− 2
∑

k,k′

J2
0

ξk + ζk′

(
a†k↑a

†
−k↓c−k′↓ck′↑ + c†k′↑c

†
−k′↓a−k↓ak↑

)
.

Since the ground state only involves Cooper pairs, we can replace a†kσakσ by a†k↑a
†
−k↓a−k↓ak↑

(and similarly for c†k′σ′ck′σ′) in the first term. The energy denominators are minimized in
the vicinity of the Fermi surface, where they become ξk + ζk′ ≈ |∆k | + |∆k′ | ∼ 2∆ for
∆k = ∆0eiϕL and ∆k′ = ∆eiϕR . We can then discard the second term in brackets, and we get

HC + HT ≈ 4G
∑

k,k′
a†k↑a

†
−k↓a−k↓ak↑c

†
k′↑c

†
−k′↓c−k′↓ck′↑

−
J2

0
∆

∑

k,k′∼kF

(
a†k↑a

†
−k↓c−k′↓ck′↑ + c†k′↑c

†
−k′↓a−k↓ak↑

)
.

The second term tunnels a Cooper pair from one superconductor to the other (both
near the Fermi surface). This process changes the number N of tunneled Cooper pairs by
one and the energy of the first term. We conclude that

HC + HT ≈ 4GN2 −
J2

0
∆

∑

N

(
|N〉〈N + 1| + |N + 1〉〈N |

)
.
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Recalling the conjugacy relation [ϕ,N] = i (where ϕ = ϕL − ϕR), we can apply Eq. 2.5.
This gives us the perturbative Hamiltonian

HC + HT ≈ 4GN2 − 2
J2

0
∆

cosϕ,

which may well have excitation frequencies far below the gap ∆. These correspond to
excited states where the individual superconductors are frozen in their ground states and
Cooper pairs tunnel between them. Since the BCS ground state is not a number eigenstate,
this is not contradictory.

We identify

EC = G =
e2

4πε0
1

VLVL
∫ d3xL ∫ d3xR

1
|xL − xR |

EJ = 2
J2

0
∆
.

Notably, EC is readily observed to be the electrostatic energy if the left superconductor
has uniform charge +e and the right has uniform charge −e. This justifies Eq. 2.2. The
absolutely essential feature is the existence of excitations with energy on the order of√

8EJEJ, which can be much smaller than the quasiparticle excitation energy 2∆. They can
have any relation to the thermal energy kBT .

We can identify the perturbative Hamiltonian HC + HT, which we rewrite as

HJ = 4EC(N − 〈N〉)2 − EJ cosϕ,

as that for a Josephson junction in Figs. 2.1 and 2.2. Note that we have included the
equilibrium number of excess Cooper pairs 〈N〉, which is usually associated with the offset
charge Ng. The classical equation of motion corresponds to the constitutive relation of the
element, ħṄ = −EJ sinϕ and ħϕ̇ = 8EC(N − 〈N〉). Since the charge is Q = 2e(N − 〈N〉)
and the current is I = −Q̇, these become φ0I = EJ sinϕ and φ0ϕ̇ = Q/C. These are the
usual Josephson relations

I = I0 sinϕ V = φ0ϕ̇

since Q = CV is the constitutive relation for a capacitance.



E

RECTANGULAR WAVEGUIDE SAMPLE
HOLDER

This final appendix addresses the design of the three-dimensional waveguide sample
holder used in the fluxonium and double fluxonium experiments discussed in Chs. 4�6.
These waveguides, as opposed to their microwave cavity counterparts, allow for cryogenic
measurement without the additional resonant mode (this is also possibly with planar
geometries, but we do not consider those here).

Generally, waveguides are tube-like conductive structures that channel propagating
electromagnetic waves using constructive interference. The basic principle can be under-
stood using the two-dimensional model of two half-infinite conductive sheets separated
by a gap of width d and an ac source in the center. The conductivity and retardation
effects can be captured by an infinite number of image sources above and below the source,
each separated by d. Propagation will only occur if the fields produced by all the sources
constructively interfere, which selects out the radiative component with d sin θ = λ/2
for a wavelength λ and with θ measured relative to the direction of the gap. Below the
vacuum cutoff frequency c/2d, propagation of this type cannot occur�it must instead
be evanescent and hence exponentially attenuated. Generalizing to three dimensions, we
must include a second transverse dimension d′ such that d′ ≤ d without loss of generality.
For frequencies above c/2d′, at least two modes of propagation exist with different field
profiles, leading to certain practical challenges.1 Of course, other modes will arise, like
the second harmonic at c/d. This defines the passband of the waveguide as frequencies
from c/2d to the next mode frequency. The bandwidth is maximized for c/2d′ = c/d,
i.e. for d′ = d/2, which is why commercial rectangular waveguides have transverse inner
dimensions in a 2:1 ratio.

We used the WR-102 standard, which corresponds to dimensions d = 1.020 in. and
d′ = 0.510 in. and a passband of 5.786�11.57GHz (see Fig. E.1a). Our waveguides
were machined using electrical discharge techniques from Oxygen-Free High-Conductivity
(OFHC) copper. The crucial design feature was the OFHC copper 50Ω impedance-matched
coupler, which radiated a coaxially propagating signal into the waveguide. This was done
by extending the inner pin of the coaxial cable into the interior of the waveguide, where
it was soldered to an OFHC copper barrel. The full coupler assembly, consisting of the
coaxial cable, the barrel (Fig. E.1c), and the mounting flange (Fig. E.1b), were screwed to
the outside of the waveguide (Fig. E.1a) with an indium seal for electrical continuity.

1 In particular, these two modes are orthogonal transverse electric modes for the rectangular waveguide, and only
the lower-frequency one directly couples to the dipole antennas.
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Figure E.1 Rectangular waveguide sample holder operated in a transmission
configuration. (a) Image of the copper waveguide, showing two impedance-
matched transmission terminations. (b) Schematic of the impedance-matched
coupler housing for a 50Ω coaxial cable. (c) Schematic of the barrel for the
coupler. (d) Transmission through the waveguide, with data plotted in red and
theory (using a finite-element electromagnetic solver) in black.

In addition to the passband, an important specification of any waveguide is its insertion
loss, or the minimum fraction of electromagnetic amplitude that successfully passes
through the waveguide for frequencies within the band. In our design, we threaded two
nonmagnetic aluminum screws into the bottom of the waveguide to adjust the unavoidable
trade-off between the bandwidth and insertion loss. We ultimately narrowed the passband
to 6�8GHz, plus or minus 0.5GHz for different particular waveguides, to consistently
achieve an insertion loss of −0.3 dB (see Fig. E.1d). This corresponds to a transmission
coefficient of S21 = 93%, which may suitably be considered low-loss.

Additional features of our waveguide design include a through-hole for an auxiliary
coaxial line with plunging inner pin approximately 3mm away from the samples, used for
below-cutoff ac input drives, and a large recessed outer groove for winding a superconduct-
ing dc wire, used as a solenoid for generating a static magnetic field. Finally, we note that
waveguides were screwed to copper brackets, which were mounted to the mixing chamber
of the dilution refrigerator, and that all components of the waveguide assembly were made
out of nonmagnetic materials.

The experiments in this thesis made use of waveguides in two configurations: transmis-
sion and reflection. The transmission arrangement uses two waveguide-to-SMA adapters
(see Fig. E.1a) bolted to each other, while the reflection arrangement uses one waveguide-
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to-SMA adapter and one quarter-wavelength waveguide termination (see Fig. 5.1a), so that
the samples are placed at an electric field antinode. Device set A was measured using the
transmission setup and device sets S and M were measured using the reflection setup.
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