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Abstract

Hardware-E�cient Autonomous �antum Error Correction
Shantanu Mundhada

2020

�antum error correction (QEC) is a crucial area of research since the susceptibility of

quantum information to noise prevents the implementation of useful quantum algorithms.

Standard QEC protocols, however, come with an overwhelming hardware and so�ware

overhead. For superconducting quantum circuits, it is possible to minimize this over-

head by hardware-e�cient encoding which takes advantage of the in�nite dimensional

Hilbert spaces o�ered by high-Q harmonic oscillators. Error mitigation using autonomous

feedback further increases the hardware e�ciency. Such autonomous feedback requires

speci�c highly nonlinear interactions between various modes of a quantum system. How

does one engineer such interactions? In this thesis, we explore the Hamiltonian engineer-

ing techniques geared towards realizing the required interactions for a promising class of

hardware e�cient QEC codes, namely the Schrödinger cat codes.

In particular, we focus on the four-component Schrödinger cat code, which allows for

�rst-order protection against all error channels of a harmonic oscillator. Autonomously

stabilizing the decoherence free subspace for this code requires the harmonic oscillator

to gain and lose photons in sets of four, that is, a four-photon driven-dissipative process.

We propose a scheme for engineering such a process through a Raman-assisted cascading

of readily available four-wave mixing interactions, and experimentally demonstrate the

feasibility of this cascading. Furthermore, an improved four-wave mixing device that

cancels unwanted, always-on interactions is studied. We also propose an implementation

of a new error-correction code, the pair-cat code, which o�ers autonomous protection

against all the error channels using low-order parametric interactions.
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Chapter 0

�esis overview

�e goal of this chapter is to state and explain the central problem that we will be address-

ing in this thesis, and to provide a guide to how we further generalize as well as answer

this problem. We motivate and phrase the central question of the thesis in the next sec-

tion. �is is followed by a chapter wise outline of the thesis which indicates how all the

aspects of the question are addressed and answered.

0.1 Motivation and central question

We are witnessing, at the time of this writing, the realizations of noisy intermediate

scale quantum (NISQ) computers, with 20 to 100 noisy qubits. Although progress is be-

ing made with proof of principle demonstrations of quantum algorithms [Kandala et al.,

2017, Nam et al., 2019], quantum simulations [Wang et al., 2019], and so-called quantum

supremacy [Preskill, 2012, Arute et al., 2019], it is unclear whether NISQ devices will have

any practical applications [Preskill, 2018]. In fact, most quantum algorithms are expected

to provide li�le, or no quantum advantage, due to the errors plaguing these early im-

plementations. �erefore, in order to access the vast computational power a�orded by

1
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quantum information processing (QIP), it is imperative to protect the calculations against

these errors.

�e e�orts for addressing quantum errors, are focused on both preventive and correc-

tive strategies. Error prevention is accomplished by reducing the noise acting on a quan-

tum system or by reducing the susceptibility of the system to the noise. So far, especially in

the case of superconducting circuits, noise insensitive qubit designs have been the major

driving force behind the increase in qubit lifetimes. �e evolution of the transmon from

the Cooper pair box is a great example of this accomplishment [Koch et al., 2007]. Decou-

pling further from noisy elements by using 3D transmons [Paik et al., 2011] demonstrated

a major leap in coherence times. Improved qubit designs like �uxonium [Manucharyan

et al., 2009], heavy-�uxonium [Earnest et al., 2018], 0−π qubit [Brooks et al., 2013, Gyenis

et al., 2019] are a�empts at further increasing qubit coherence through particular circuit

design. However, such qubit designs o�en come with less controllability, and trade insen-

sitivity to one noise channel for a heightened sensitivity to another. Moreover, the error

prevention strategies do not account for imperfect quantum gates which themselves add

errors. �erefore, it is equally important to employ corrective strategies for combating

quantum errors. Hence, quantum error correction (QEC) has emerged as an essential

building block for robust fault-tolerant QIP.

A QEC protocol has three essential requirements: (i) redundant storage of information

in higher-dimensional Hilbert space, (ii) error detection, and (iii) error correction. �e ma-

jority of QEC protocols employ multiple �nite dimensional systems to store information,

and a measurement based classical feedback to detect and correct for the errors. Such a

strategy invariably leads to signi�cant hardware and so�ware overheads, thus limiting

the scalability of quantum computers. Furthermore, the permissible error threshold on

individual components used for these traditional protocols are typically very low, thus

making the implementation of fault-tolerant quantum computation a formidable engi-
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neering challenge.

It is possible to greatly reduce the hardware overhead associated with multiple quan-

tum systems, by encoding information in in�nite dimensional Hilbert spaces. �is is called

hardware e�cient encoding. In the case of superconducting circuits, such Hilbert spaces

are readily available through the use of high-Q cavities to engineer long-lived quantum

harmonic oscillators. Storing information with the help of these oscillators has multiple

advantages. Firstly, the lifetime of these high-Q cavities is typically an order of magni-

tude higher than the transmon qubits. Second, these cavities have a single dominant error

channel called amplitude-damping which causes the photons in the cavity to leak to the

environment. Furthermore, it is possible to store an entire logical qubit with the help of

a single cavity. Although, such hardware e�cient error correction also requires ancillary

nonlinear systems, like transmons, for control and error syndrome measurements, the

total hardware complexity is a mere fraction of the traditional QEC codes.

�e hardware overhead can be further mitigated by utilizing autonomous feed mecha-

nisms that do not require any real-time decision making. �ese feedback mechanisms con-

tinuously correct against errors on the system and only require ‘always-on’ continuous

wave (CW) tones which, once tuned, keep protecting the system from errors. Moreover,

these protocols are typically insensitive to the errors on the ancillary systems including

the state preparation and measurement (SPAM) errors. �erefore autonomous feedback

is a desirable component of a QEC system.

On the other hand, the interactions required for engineering autonomous feedback

mechanisms tend to be highly nonlinear and in general, are not available naturally. Is

it possible to engineer these interactions? More generally, is it possible to engi-

neer fully autonomous protection of a hardware e�cient logical qubit? �rough

the work in this thesis, we propose Hamiltonian engineering techniques for engineer-

ing such autonomous protection and experimentally demonstrate the realization of these
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techniques. We also engineer a novel superconducting circuit which suppresses the spu-

rious interactions in our Hamiltonian while preserving the useful terms. �e next section

consists of a chapter by chapter breakdown of how we further develop and address the

central goal of building an autonomous logical qubit.

0.2 Outline of the chapters to come

We begin our discussion in the next chapter (Ch. 1) by introducing some preliminary con-

cepts. �e �rst half of the chapter develops the notation for describing open quantum

systems with an emphasis on the density matrix representation, Lindblad master equa-

tion and Kraus maps. �e next half introduces two basic quantum systems, (i) the spin-1/2

qubits and (ii) the quantum harmonic oscillator. We put a special emphasis on the descrip-

tion of the errors such as, photon loss and dephasing errors, which a�ect these systems.

A reader, familiar with these concepts, should feel free to skip to the next chapters, while

keeping in mind to check back in case of an unfamiliar notation.

Ch. 2 provides a brief introduction to QEC with a special focus on the Knill-La�amme

conditions, the necessary and su�cient conditions for protection against a set of errors.

We also give examples of some traditional error correction schemes and describe fault

tolerance in this context. �is naturally leads into a discussion of hardware-e�cient and

autonomous QEC. We elaborate these concepts in some detail and leave the discussion of

the particular codes of interest, the cat-codes, to the following chapter.

Ch. 3 discusses the cat codes in detail. We �rst explain how information can be stored

and protected from photon loss errors with the help of these codes. Such protection has

been implemented elsewhere, using measurement-based feedback. We go beyond photon

loss errors and focus on the stabilization these codes against the dephasing-like error

channels using multi-photon driven-dissipative processes. Such protection is autonomous
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and continuous. �erefore, these multi-photon driven-dissipative processes are the main

focus of this thesis and the following three chapters are geared towards developing the

Hamiltonian engineering techniques for realizing these highly nonlinear processes. �e

continuous protection against photon loss, on the other hand, requires a more complicated

nonlinearity. We propose an alternate code to step around this issue in a later chapter.

Ch. 4 dives into the theoretical considerations behind implementation of the multi-

photon driven-dissipative processes in the realm of superconducting circuits. We be-

gin with an introduction to Josephson junctions and transmons which provide the much

needed nonlinearity for implementing the required interaction. �e Hamiltonian of the

joint transmon plus harmonic oscillator system, as well a modeling of o�-resonant drives

is also elaborated here. �is is followed by an explanation of how the four-wave mix-

ing property of the Josephson junctions has been utilized for implementing two-photon

driven-dissipative processes. However, for building the crucial four-photon driven-dissipative

process, the required higher-order nonlinearity turns out to be very weak. We propose a

scheme of cascading two four-wave mixing processes to obtain the required nonlinearity

and show how such a process could be used for implementing four-photon drive and dis-

sipation. �is concept of cascading is very general and can be used as a starting point for

generating many other useful nonlinear interactions.

In Ch. 5 we focus on the experimental demonstration of the cascading technique. �is

is achieved by inducing cascaded oscillations between the |f, 0〉 and |g, 4〉 states of the

joint transmon-cavity system. Here f is the second excited state and g is the ground

state of the transmon. �e chapter details experimental design, system tune up and to-

mographic characterization of the oscillations. We also emphasize the limitations of the

experimental system which prevent the stabilization of cat-states. Li�ing these limitations

is the goal of the next chapter.

Ch. 6 focuses on engineering a be�er four-wave mixing element. Typically, the four-
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wave mixing interaction comes with always-on cross-Kerr term between the transmon

and the cavity. Although useful in many cases, it creates havoc in the particular case of

four-wave mixing that we are interested in. We propose and demonstrate a novel cir-

cuit which cancels the cross-Kerr term, while preserving the other interesting four-wave

mixing interactions. �is circuit requires the presence of magnetic �eld for operation.

�erefore we also demonstrate a new simple way to introduce magnetic �eld in super-

conducting cavities.

In Ch. 7 we combine all the techniques learned in the previous chapters, to propose a

way to build fully autonomous and continuous �rst-order error correction against all er-

ror channels. We accomplish this goal by introducing a new hardware e�cient QEC code,

called the pair-cat code, which stores the encoded states in two entangled harmonic oscil-

lators. �e slight increase in the hardware complexity of the pair-cat code is completely

compensated by the reduction in the order of nonlinearity required to correct against pho-

ton loss errors in either of the modes. Moreover, the pair-cat code can tolerate multiple

photon losses as long as they only a�ect a single mode. �is is bene�cial for engineer-

ing the particular Raman-assisted multi-photon driven-dissipative process required for

protecting this code against dephasing-like errors.

We conclude the thesis in Ch. 8 with a summary of the work accomplished and the

future directions.



Chapter 1

Preliminary concepts

�is chapter builds up the preliminary knowledge required for understanding the material

in this thesis. We begin our discussion in Sec. 1.1 by introducing the general notation for

modeling open quantum systems and errors. With the help of this notation we describe

two basic quantum systems, spin-1/2 qubits and quantum harmonic oscillators, in Sec. 1.2

with a special emphasis on the errors that a�ect these systems.

1.1 Notation for describing quantum system

�e goal of this section is to introduce the notation used in this thesis for describing iso-

lated and open quantum systems. Moreover we also describe the Lindblad master equation

and the Kraus maps which model the time evolution of an open quantum system.

1.1.1 Isolated quantum systems

Let us assume that the Hilbert space H of a quantum system is spanned by a set of or-

thonormal state vectors S = {|α〉, |β〉, |γ〉, . . . }. It is helpful to write the identity on this

7
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Hilbert space as a sum of projectors given by

ÎH =
∑

|k〉∈S

P̂k. (1.1)

where P̂k = |k〉〈k|. �e quantum system can exist in superposition of two or more of

these states, for example |ψ〉 = cα|α〉 + cβ|β〉 where {cα, cβ} ∈ C and |cα|2 + |cβ|2 = 1.

Such superposition states are called pure states. When the system is isolated the time

evolution of the system is governed by the Schrödinger equation

i~
∂

∂t
|ψ〉 = Ĥ|ψ〉, (1.2)

where ~ is the reduced Plank’s constant, Ĥ is the Hamiltonian of the system, and ∂
∂t

is the

partial derivative with respect to time. From now on we will denote the time derivative,

even if partial, with a dot over the quantity of concern. �e evolution under Schrödinger’s

equation is reversible and leads to unitary dynamics of the system given by

|ψ〉(t) = Û |ψ(0)〉 = T e− i
~
∫ t
0 dt′Ĥ(t′)|ψ(0)〉. (1.3)

Here T indicates the time ordering operator [Sakurai and Napolitano, 2017]. For the cases

where
[
Ĥ(t1), Ĥ(t2)

]
= 0, such time ordering is not required and the integral turns into

the normal integration. One of the major tasks in QIP applications is to engineer the

desired unitary evolution, which allows for the execution of quantum algorithms.

�antum processors typically include multiple subsystems interacting with each other.

�e Hilbert space of the joint system is spanned by the inner products of the state vectors

of the individual systems. For example, the Hilbert space of system 1 and 2 is spanned by

Sjoint = S1 ⊗ S2 = {|α1, α2〉, |α1, β2〉, . . . , |β1, α2〉, |β1, β2〉, . . . } (1.4)
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As a consequence of quantum superposition in this higher dimensional Hilbert space, we

get entangled states which cannot be separated in terms of the products of the individual

states. A famous example of entangled states is

|Bell〉 =
|α1, α2〉+ |β1, β2〉√

2
. (1.5)

�antum entanglement acts as the major resource as well as causes errors in QIP as we

will see later.

1.1.2 Open quantum systems

Systems which couple to the environmental degrees of freedom are called “open” quan-

tum systems, by opposition to isolated quantum systems which are also called “closed”.

In order to describe our system in such a situation, we utilize the density matrix represen-

tation, which allows us to represent the e�ective state of the system when the environ-

mental degrees of freedom are ignored. �e density matrix of the system is obtained by

performing the so called partial trace on the environmental degrees of freedom. Let the

Hilbert spaceH⊗Henv of the system and its environment be spanned by S ⊗Senv where

Senv = {|αenv〉, |βenv〉, |γenv〉, . . . } is the set of state vectors describing environmental de-

grees of freedom. �e density matrix of the system and the environment is de�ned as

ρtot = |Ψtot〉〈Ψtot| (1.6)

where |Ψtot〉 is a pure superposition state of the system and the environment together.

�e density matrix of the system, a�er ignoring the environmental degrees of freedom, is
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then denoted by ρ and is obtained by

ρ = Trenv(ρtot) =
∑

|jenv〉∈Senv

(
ÎH ⊗ 〈jenv|

)
ρtot

(
ÎH ⊗ |jenv〉

)
. (1.7)

As a toy example, let us consider the two entangled systems considered in the previous

section with |Ψtot〉 = |Bell〉. If we consider system 1 as our system of interest and system

2 as the environment, then the density matrix of 1 is given by

ρ = |α〉〈α|+ |β〉〈β|. (1.8)

It is clear that the �rst system is no longer in a pure superposition of |α〉 and |β〉. Instead,

due to our lack of information about system 2, the �rst system is in either |α〉 or |β〉.

In general, the density matrix of a system is represented as

ρ =
∑

|i〉,|j〉∈S

cij|i〉〈j|. (1.9)

�e following points regarding the density matrix are useful for our discussions:

1. �e density matrix is positive semi-de�nite, i.e. 〈ψ|ρ|ψ〉 > 0 for every nonzero |ψ〉,

and Hermitian, i.e. ρ† = ρ.

2. �e trace of density matrix is always 1, i.e. Tr(ρ) =
∑
|j〉∈S〈j|ρ|j〉 = 1.

3. �e quantity Tr(ρ2) is 1 for pure states, and between 0 and 1 for mixed states. Hence

this quantity is de�ned as the purity of the system.

4. Expectation value of an observable k̂ is given by Tr(k̂ρ).

5. Action of a unitary Û on the density matrix is given by Ûρ Û †.
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6. In general, it is possible to trace out any subsystem from the density matrix. Such

a partial trace with respect to a subsystem k is given by

Trk(ρ) =
∑

|j〉∈Sk

(
ÎH−Hk ⊗ 〈j|

)
ρ
(
ÎH−Hk ⊗ |j〉

)
(1.10)

where ÎH−Hk is the identity operator over the remaining part of the system.

7. �e partial trace of a subsystem, entangled with the rest of the system, leads to a

mixed state for the rest of the system as we have already seen.

1.1.3 Time evolution in presence of decoherence

�e unavoidable interactions between the system and its environment results in entan-

glement with these spurious degrees of freedom. However, since we do not observe or

control the environmental degrees of freedom, the evolution of the system is given by

taking a partial trace with respect to those degrees of freedom. �is leads to decoherence

and dissipation in the system. Typically, such dissipation is harmful for QIP since it leads

to errors. We model the dynamics of a system in presence of dissipation with the help of

a di�erential equation called the Lindblad master equation [Haroche and Raimond, 2006,

Gardiner and Zoller, 2015]. It is given by

ρ̇ = − i
~

[Ĥ, ρ] +
∑

i6=0

D[L̂i]ρ. (1.11)

Here, the �rst term [Ĥ, ρ] describes the Hamiltonian dynamics of the system, with the

square brackets denoting commutation [k̂1, k̂2] = k̂1k̂2− k̂2k̂1. �e second term describes
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various dissipation channels on the system, with

D[L̂i]ρ = L̂iρL̂
†
i −

1

2
{L̂iL̂†i , ρ}, (1.12)

where the curly brackets denote anti-commutation {k̂1, k̂2} = k̂1k̂2 + k̂2k̂1. �e operators

L̂i are called the Lindblad jump operators associated with the dissipation channels.

It is also possible to write down the time evolution of the density matrix under the

action of dissipation in an integrated form with the help of the so called Kraus sum

representation. In this representation, the density matrix a�er a time step τ is given by

ρ(t+ τ) =M(ρ(t)) =
∑

µ

M̂µ(τ)ρ(t)M̂ †
µ(τ). (1.13)

HereM is known as a Kraus map which should preserve the positivity, Hermiticity and

trace of the density matrix. �e operators M̂µ are called Kraus operators. For a time-step

τ much less than the characteristic time of the system evolution, the Kraus operators are

given by

M̂0(τ) = Î − iĤ
~
τ − τ

2

∑

i

L̂†i L̂i,

M̂µ=i =
√
τL̂i, (1.14)

where Li are the Lindblad jump operators. Knowing the Kraus operators that describe an

error on the system is very helpful since the QEC codes that we develop will correct for

the actions of a certain set of these operators.

Having built a general notational framework for describing open quantum systems,

we now proceed to study this notation in the speci�c cases of spin-1/2 qubits and quantum

harmonic oscillators.
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Z

|ψ〉
|0〉

|1〉

Figure 1.1: Bloch sphere representation. An arbitrary pure state |ψ〉 of a qubit is repre-
sented as a point on the surface of a unit sphere, called the Bloch sphere. Such a state can
be represented as a superposition of the eigenstates of σ̂z , i.e. |0〉 and |1〉, by utilizing the
polar angle θ and azimuthal angle φ as parameters (see Eq. 1.19).

1.2 Basic quantum systems

Here we discuss two basic quantum systems that are important for understanding the

material in this thesis. First qubits are described along with some of the useful quan-

tum gates, followed by the common error channels for the qubits. We then describe the

quantum harmonic oscillators and introduce the Wigner function representation for visu-

alizing the density matrix of a harmonic oscillator. �e dominant error channels for this

quantum system are also discussed.

1.2.1 Spin-1/2 �bits

In this section we brush up on some of the important quantum gates and study quantum

errors in the context of spin-1/2 qubits. �e dynamics of such a qubit is governed by Pauli
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operators

σ̂x =




0 1

1 0


 , σ̂y =




0 i

−i 0


 , and σ̂z =




1 0

0 −1


 , (1.15)

and the identity operator

Î =




1 0

0 1


 . (1.16)

As an example, the Hamiltonian of the system is given by

Ĥ = −~ωq
2
σ̂z, (1.17)

whereωq is the transition frequency between the two energy eigenstates, that is the eigen-

states of the σ̂z operator. �e lower energy state (eigenvalue +1) is denoted as |0〉 and

sometimes called the ground state. �e higher energy state is called the excited state and

we denote it by |1〉. �ese states are described in matrix format as

|0〉 =




1

0


 and |1〉 =




0

1


 . (1.18)

Arbitrary pure states of a qubit are expressed in terms of S = {|0〉, |1〉} by the following

expression:

|ψ〉 = cos

(
θ

2

)
|0〉+ eiφ sin

(
θ

2

)
|1〉, (1.19)

where θ ∈ [0, π] and φ ∈ [0, 2π]. It is helpful to visualize this superposition as a point on

the surface of a unit sphere, called the Bloch sphere, with θ and φ as polar and azimuthal

angles of the Bloch vector as shown in Fig. 1.1. Under the action of the qubit Hamiltonian,

the Bloch vector will continuously precess around the Z-axis. However, here onwards we
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(a) Single-qubit rotations (b) Hadamard gate

(c) CNOT gate (d) Toffoli / CCNOT gate 

|c〉

|t〉
|t〉

|c1〉

|c2〉

Input Output
|0, 0〉 |0, 0〉
|0, 1〉 |0, 1〉
|1, 0〉 |1, 1〉
|1, 1〉 |1, 0〉

Input Output
|0, 0, 0〉 |0, 0, 0〉
|0, 0, 1〉 |0, 0, 1〉
|0, 1, 0〉 |0, 1, 0〉
|0, 1, 1〉 |0, 1, 1〉
|1, 0, 0〉 |1, 0, 0〉
|1, 0, 1〉 |1, 0, 1〉
|1, 1, 0〉 |1, 1, 1〉
|1, 1, 1〉 |1, 1, 0〉

cos (ϕ)Î + i sin (ϕ)σ̂x cos (ϕ)Î + i sin (ϕ)σ̂y cos (ϕ)Î + i sin (ϕ)σ̂z

(σ̂x + σ̂z)√
2

(
Î − σ̂z

)
c1

2

(
Î − σ̂z

)
c2

2
σ̂x,t

(
Î − σ̂z

)
c

2
σ̂x,t

π
4

H

Figure 1.2: (a) Arbitrary single-qubit rotations (Xϕ, Yϕ and Zϕ). �e Bloch spheres indi-
cate the axis and arc of rotations (red arrows), generic initial states (blue arrows), and the
resultant �nal states (purple arrows). (b) �e Hadamard gate (H). �is gate is a rotation
by π around an axis in the XZ-plane, making an angle of π/4 with the X-axis as shown.
(c) Controlled-NOT (CNOT) gate. �is is a two qubit gate with one qubit acting as the con-
trol (blue) and the other acting as the target (red). �e target qubit is �ipped if and only if
the control is in |1〉, as shown in the truth table. �e arbitrary single qubit rotations along
with the CNOT gates form a universal gate set. (d) To�oli or Controlled-Controlled-NOT
(CCNOT) gate. �e target qubit (red) is �ipped, if and only if the two control qubits (blue)
are both in respective |1〉 state as shown in the truth table. �e unitary corresponding to
each gate is speci�ed at the bo�om of the respective panels.

will work in a frame rotating in the same direction around the Z-axis with the same rate

of precession. �is will allow us to focus on the more interesting parts of qubit dynamics.

Important quantum gates

Figure 1.2 shows some of the important quantum gates that we will encounter over the

course of this thesis. In case of the transmon, as we will discuss in a la�er chapter, all the
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single qubit rotations are possible. �is allows for universal control of single qubits, i.e.

we can construct arbitrary unitary operations on the qubits. Another important single

qubit gate, the Hadamard, is shown in panel b of Fig. 1.2. �is gate is essentially a com-

bination of a rotation by π around the Z-axis followed by a rotation through π/2 around

the Y-axis. Hadamard plays an important role in the discussion of error correction in

the next section. In order to perform QIP and QEC, one requires the ability to control a

multi-qubit system. �is is achieved by engineering controlled interactions between two

or more qubits. Two qubit gates like CNOT, CPHASE, SWAP and
√
iSWAP have been

demonstrated with increasing �delity [Krantz et al., 2019, Barends et al., 2019, Hong et al.,

2019]. Panels c and d of Fig. 1.2 show the actions of Controlled-NOT (CNOT) and To�oli

gates. �ese multi-qubit gates are important for our discussion of QEC. Experimentally,

we only require single qubit rotations for the purpose of this thesis.

Errors on qubits

Having discussed the unitary operations, let us turn our a�ention to studying qubits in

presence of decoherence. An arbitrary density matrix of a single qubit is represented as

ρ =
1

2

(
Î + rxσ̂x + ryσ̂y + rzσ̂z

)
. (1.20)

Note that the trace of the density matrix is automatically preserved to 1. �e constants

rx,y,z ∈ [0, 1] and

|rx|2 + |ry|2 + |rz|2 = Tr(ρ2) ≤ 1. (1.21)

�ese constants can be thought of as coordinates of the Bloch vector corresponding to

the qubit. For pure states Tr(ρ2) = 1 and as expected, the state lies on the surface of the

Bloch sphere. For mixed states, however, Tr(ρ2) < 1 and hence these states lie in the

interior of the Bloch sphere. Moreover, this implies that the Bloch sphere contains the
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(a) Amplitude damping (c) Pure dephasing
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M̂0 =|0〉〈0|+
√
1− p|1〉〈1|

M̂1 =
√
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M̂0 =
√
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√
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√
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(b) Heating
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√
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Figure 1.3: (a) Amplitude damping error occurs due to the excitation of the qubit leaking
to the environment. �is results in all the Bloch-vectors of the qubit shrinking towards the
|0〉 state. (b) �e opposite of amplitude damping is the heating error which incoherently
adds an excitation from the environment to the qubit. (c) Dephasing error is introduced by
random rotation of Bloch vectors around the Z-axis. Such an error results in all the Bloch
vectors shrinking towards the Z-axis, except for the eigenstates of σ̂z , i.e. |0〉 and |1〉.
(d) Bit-�ip error is de�ned as the random rotation of the Bloch-vector around the X-axis.
Such an error results in all the Bloch-vectors shrinking towards theX-axis, except for the
eigenstates of σ̂x, i.e. |+〉 = (|0〉 + |1〉)/

√
2 and |−〉 = (|0〉 − |1〉)/

√
2, which remain

unchanged. �e random rotations around y-axis (not shown) are trivial since they can be
thought as a combination of bit-�ip and pure dephasing errors. Each panel speci�es the
Kraus operators for the respective error channels, where p indicates the probability of the
error in a given time-step τ , and Γ1,φ,flip are the rates of the respective errors on a qubit.

same information as the density matrix of a single qubit. We utilize this knowledge to

illustrate some of the common error channels for a qubit in Fig. 1.3.

Panel a of Fig. 1.3 describes amplitude damping error. �e e�ect of this error chan-

nel is to destroy qubit excitation by leaking it to the environment. As a result, all the
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Bloch-vectors of the qubit shrink towards the lower energy state |0〉 as shown in Fig. 1.3a.

Amplitude damping is modeled byD[
√

Γ↓σ̂−], where Γ↓ is the rate of amplitude damping

and σ̂− = σ̂x + iσ̂y is the destruction operator for the qubit excitation. �is operator de-

stroys a single excitation on the qubit, thus taking |1〉 to |0〉. �e conjugate of this error,

where the qubit receives incoherent excitation from the environment, is known as the

heating of the qubit (Fig. 1.3b). Heating is modeled by D[
√

Γ↑σ̂+] where Γ↑ is the rate of

heating for the qubit and σ̂+ = σ̂†− is the creation operator. Typically, for a well cooled

superconducting qubit Γ↑ is around two orders of magnitude smaller than Γ↓. Panel c and

d of Fig. 1.3 represent, respectively, the pure dephasing and bit-�ip error channels for a

qubit. Pure dephasing is random rotations of qubit Bloch-vector around Z-axis, modeled

by D[
√

Γφσ̂z], whereas the bit-�ip error is random rotations around the X-axis, modeled

by D[
√

Γflipσ̂x]. Here Γφ and Γflip are the rates of the respective errors. �e �gure also

shows the Kraus operators, previously discussed in section 1.1.3, for the respective errors

acting in isolation. It is important to note that all Kraus operators describing the errors

on the qubits can be expressed as linear combinations of Î , σ̂x, σ̂y and σ̂z . While build-

ing a QEC code, it will su�ce to correct for the errors described by the identity and the

Pauli-operators for complete protection against single-qubit errors. Amplitude damping,

heating and dephasing form the major sources of errors in case of superconducting trans-

mon qubits. �e decoherence rates of a qubit are usually reported as the rate of relaxation

Γ1 = Γ↓ + Γ↑, and the rate of total dephasing Γ2 = Γ1/2 + Γφ.

An observant reader will note that the sources of errors on the qubit are not indepen-

dent. For example, Kraus operators for the amplitude damping error can be expressed as

a combination Î , σ̂x, σ̂y and σ̂z operators. �e total dephasing error Γ2 = Γ1/2 + Γφ, is

essentially a combination of relaxation and dephasing. In general, the error channels of

the spin-1/2 qubit can be broken in terms of the set of Pauli-operators and the identity

operator. �is leads to an important simpli�cation for QEC as we will see in the next
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ââ†

Φ

En
er

gy

Figure 1.4: (a) Electrical LC circuit as an example of a quantum harmonic oscillator. �e
operator Q̂ indicates the charge on the capacitor C and the operator Φ̂ indicates the �ux
through the inductor L. (b) Parabolic potential and energy eigenstates, that is Fock states,
of a quantum harmonic oscillator. �e energy eigenstates are equally spaced with the
energy di�erence ~ω0 between successive states. �e green arrows represent the action
of the creation operator â† and red arrows represent the action of the destruction â on
each of the states. �e widths of the arrows are increased up the ladder to signify the
increasing strength of the respective matrix elements.

chapter (Ch. 2).

1.2.2 �antum harmonic oscillators

�e quantum harmonic oscillator is another important quantum system for the purpose

of this thesis. An example of a harmonic oscillator is an LC circuit which is a funda-

mental building block for superconducting circuits. A circuit diagram of an LC circuit is

represented in Fig. 1.4a. �e Hamiltonian of this system is given by

Ĥ =
Q̂2

2C
+

Φ̂2

2L
, (1.22)

where Q̂ is an operator describing the charge on the capacitor C , and Φ̂ is an operator

describing the magnetic �ux through the inductor L as shown in Fig. 1.4a. By convention,

Φ̂ is the position coordinate of the oscillator and Q̂ is the conjugate momentum satisfying
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the canonical commutation relation [Φ̂, Q̂] = i~. It is helpful rede�ne Φ̂ and Q̂ in terms

of ladder operators â† and â as

Φ̂ = ΦZPF

(
â† + â

)

Q̂ = iQZPF

(
â† − â

)
. (1.23)

�e operators â† and â satisfy [â†, â] = 1 in order to ful�ll the canonical commutation

relation. �e constants ΦZPF and QZPF are given by

ΦZPF =

√
~Z0

2

QZPF =

√
~

2Z0

(1.24)

where Z0 is the characteristic impedance of the oscillator de�ned as Z0 =
√
L/C . In

terms of the ladder operators the Hamiltonian of the oscillator is now given by

Ĥ = ~ω0

(
â†â+

1

2

)
= ~ω0

(
n̂a +

1

2

)
(1.25)

where ω0 is the resonant frequency of the harmonic oscillator given by ω0 = 1/
√
LC

and n̂a = â†â is called the number operator. �e energy eigenstates of this Hamiltonian

are the eigenstates of the number operator called the Fock states, and are denoted by |n〉

where n ∈ N. �e e�ect of the ladder operators on the Fock states is given by

â†|n〉 =
√
n+ 1|n+ 1〉,

â|n〉 =
√
n|n− 1〉, (1.26)
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Figure 1.5: �e population fractions |〈α|n〉|2 of various Fock states |n〉 in a coherent state
|α = 2〉, as a function of Fock state number n. �e population fractions have a Poissonion
distribution.

i.e. â† creates an excitation in the harmonic oscillator and â destroys an excitation. It is

clear from the above relations that Fock states are indeed energy eigenstates since

n̂|n〉 = â†â|n〉 = n|n〉 ⇒ En = ~ω0

(
n+

1

2

)
. (1.27)

HereEn denotes the energy of the nth Fock state. �ere are two important properties that

one should emphasize at this point: (i) �e Hilbert space of a harmonic oscillator is in�nite

dimensional since n is an integer ≥ 0 and (ii) the harmonic oscillator is a linear system

with a constant energy di�erence of ∆En,n+1 = ~ω0 between the successive levels. �ese

properties and the action of the ladder operators are represented as a cartoon in Fig. 1.4b.

Another important class of states for harmonic oscillators are known as the coherent

states denoted as |α〉where α ∈ C. �ese are eigenstates of the destruction operator, that

is

â|α〉 = α|α〉 (1.28)

and are represented in the Fock state basis as

|α〉 = e−
|α|2

2

∞∑

n=0

αn√
n!
|n〉. (1.29)
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�e population fraction |〈n|α〉|2 of individual Fock-states n are shown in Fig. 1.5 for the

particular case of α = 2. �ey have a Poisson distribution. Note that the coherent states

are pure superposition of Fock states, that is coherent states are themselves pure states.

Moreover, the coherent state |α = 0〉 is nothing but the 0th Fock state |0〉.

Wigner function representation

Just as in the case of qubits, it will be helpful to have a pictorial representation of the

harmonic oscillator states and density matrices. In this thesis we will be using the Wigner

function for the purpose of such visualization. In order to provide a useful de�nition of the

Wigner function, we �rst introduce two important operations on the harmonic oscillator,

(i) displacement and (ii) the photon number parity. �e displacement operator D̂(α), is

de�ned as

D̂(α) = eαâ
†−α∗â (1.30)

where α ∈ C. �e properties of this operator are summarized through the following

equations:

D̂(α)|0〉 = |α〉, (1.31a)

D̂†(α) = D̂(−α)⇒ D̂†(α)D̂(α) = Î , (1.31b)

∀β ∈ C, D̂(α)D̂(β) = e(αβ∗−α∗β)D̂(α + β)⇒ D̂(α)|β〉 = e(αβ∗−α∗β)|α + β〉, (1.31c)

D̂†(α)âD̂(α) = â+ α. (1.31d)

From these properties, we understand that the displacement operator is unitary and in-

duces a translation in the phase space of the harmonic oscillator. �e photon number

parity operator Π̂ is de�ned as

Π̂ = eiπâ
†â. (1.32)
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Figure 1.6: Examples of Wigner functions. Panels (a), (b) and (c) show the Wigner func-
tions of Fock states |0〉, |1〉 and |2〉 respectively. Note that these Wigner functions are
radially symmetric. Moreover, the value of Wigner function at the origin β = 0 indicates
the parity of the state. Panel (d) shows the Wigner function of coherent state |α = 2〉.
�e coherent state looks like a displaced ground state as one would expect.

It is easy to see that the parity operator is Hermitian, i.e. Π̂† = Π̂, and the Fock states are

eigenstates of this operator with

Π̂|n〉 = −1n|n〉. (1.33)

In words, the parity is +1 for even Fock states and −1 for odd Fock states.

In terms of the displacement and parity operators, the Wigner function W (β) is de-

�ned as

W (β) =
2

π
Tr
(

Π̂D̂(−β)ρD̂(β)
)
, (1.34)

where ρ is the density matrix of the harmonic oscillator. �erefore, the Wigner function

is proportional to the expectation value of the parity operator calculated on the displaced

density matrix. It is possible to show that the Wigner functions contain the same amount

of information as the density matrices (see [Haroche and Raimond, 2006, Appendix A.2]

for proof). We provide Wigner functions of Fock states |0〉, |1〉, |2〉 and the coherent state

|α = 2〉 in Fig. 1.6, for the purpose of illustration. �e Wigner functions of the Fock states

are azimuthally symmetric. �e coherent state, on the other hand, looks like a displaced
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version of |0〉. �is is to be expected since the coherent states are indeed obtained by

acting the displacement operator on |0〉 (Eq. 1.31a). Furthermore, the value of a Wigner

function at β = 0 is simply the expectation value of Π̂. �is realization is useful for

inferring the parity of harmonic oscillator states from this visual representation. Finally,

in the lab frame, the coherent state will rotate around the origin due to time evolution

under the action of the Hamiltonian of the oscillator. However, as in the case of qubits,

we will work in a rotating frame in order to eliminate this trivial rotation.

Errors on harmonic oscillators

Having established a visualization scheme for the density matrix, let us now turn our

a�ention to the errors that a�ect harmonic oscillators. �e dominant error channel for

this system is typically the amplitude damping error. �is error channel is modeled by

the dissipation of the form D[
√
κ1phâ], where we have used κ1ph to denote the rate of

dissipation. �e subscript ‘1ph’ in this notation refers to the power of â in the jump

operator. �e Kraus operators (see Sec. 1.1.3) for describing the evolution of density matrix

in presence of this error is given by

M̂k =

√
(1− e−κ1phτ )k

k!
e−

1
2
κ1phτ â

†ââk, (1.35)

where k ∈ N. �e e− 1
2
κ1phτ â

†â part of the Kraus operators is due to the back-action of the

environment when no photon-loss events are detected. Such lack of photons reduces the

relative probability of higher Fock states being occupied (as suggested by the e− 1
2
κ1phτ â

†â

operator). We sometimes use the term energy relaxation error to describe this no pho-

ton jump evolution. �e Kraus operators with k > 0 describe the consequence of the

environment detecting k photon jump events. We call such jumps as photon loss errors.

�is division of the amplitude damping error channel into energy relaxation errors and
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Figure 1.7: (a) Amplitude damping error channel for harmonic oscillator. We divide this
error into two separate e�ects. Sub-panel (i) describes the stochastic photon-loss e�ect.
�is error is induced when the environment detects a leaked photon, thus causing a jump
from |n〉 to |n−1〉 as indicated by the decaying wavy arrows. �e widths of these arrows
are increased as we climb the ladder to indicate the increasing probability of decay for
higher Fock states. Sub-panel (ii) describes the energy relaxation e�ect. �is determin-
istic evolution is induced by the back action of the environment when it does not detect
any leaking photons. Pure Fock states are una�ected by energy relaxation while coherent
states are pulled towards the ground state as shown. (b) Dephasing error channel for har-
monic oscillator. �is error induces random rotations in the phase space of the harmonic
oscillator. Sub-panel (i) shows that individual Fock states are immune to this error since
they are eigenstates of â†â. Only superposition of Fock states are a�ected. For example,
panel (ii) shows how this error distorts the shape of a coherent state. �e resulting banana
shaped state is no longer a pure state.

photon-loss errors will prove useful while discussing QEC. We illustrate the separate ef-

fects of photon-loss and energy relaxation in Fig. 1.7a. Sub-panel (i) of the �gure shows

the result of a single photon loss on Fock states with the help of decaying wavy arrows.
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�e width of the arrows are increased as we climb up the ladder to depict the higher prob-

ability of decay. Sub-panel (ii) illustrates the e�ect of energy relaxation by showing the

evolution of a coherent state under the action of amplitude damping error. �e coherent

states, being eigenstates of the destruction operator, are essentially immune to the pho-

ton losses up to a global phase. However, under the action of e− 1
2
κ1phτ â

†â operator, the

coherent states are pulled towards the center of the phase space, i.e. towards the ground

state |0〉, as shown in the �gure.

�e conjugate of amplitude damping is heating described by D[
√
κ↑â

†] where κ↑ is

the rate of heating. Typically, κ↑ � κ1ph. �erefore, we will not consider heating error in

this thesis. On the other hand, a harmonic oscillator might inherit frequency �uctuations

due to its coupling to other noisy systems. �ese �uctuations generate random rotations

around the origin in Wigner function representation. �e resulting error channel is called

the dephasing error and it is described by a dissipator of the formD[
√
κφâ

†â] where κφ is

the rate of dephasing for the harmonic oscillators. �e Kraus operators for this error are

given by

M̂l,dephasing =

√
(κφt)l

l!
e−

1
2
κφτn̂

2

n̂l for l ∈ N. (1.36)

where l ∈ N. �e e�ect of dephasing is illustrated in Fig. 1.7b. As shown, individual

Fock-states are immune to this error since they are eigenstates of â†â and have radially

symmetric Wigner functions. Only superpositions of Fock states are a�ected. As an ex-

ample, this error distorts the shape of coherent states as shown in Fig. 1.7b sub-panel

(ii).
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1.3 Summary and prelude to the next chapter

In this chapter we have developed the basic notation required for understanding the rest

of this thesis. �e important takeaway points from this chapter are as follows:

(i) �e density matrix can be used for describing arbitrary states of a quantum system

including pure and the mixed states.

(ii) �e Lindblad master equation describes the time evolution of the density matrix in

the di�erential form. An integral representation of the time evolution of the density

matrix for a given time-step τ is given by the Karus maps. �e operators describing

the Kraus maps depend on time step τ . �e Kraus map representation is extremely

useful for describing errors on the quantum systems.

(iii) �e Bloch sphere can be used as a visualization tool for the density matrices of the

qubit. In case of harmonic oscillators, the Wigner function is the tool of choice in

our case.

(iv) �e major sources of errors on the qubits are amplitude damping and pure dephas-

ing. We also introduced the bit-�ip error on the qubit which replaces amplitude

damping as the dominant source of error in certain cases.

(v) In the case of harmonic oscillator, amplitude damping is the dominant error channel.

For sake of convenience, we divide amplitude damping in photon loss errors and

energy relaxation. Photon loss corresponds to the cases where the environment

detects leaked photons and the energy relaxation arises due the back-action of the

environment when no photon loss events are detected.

(vi) Another source of error in the harmonic oscillator is dephasing. �is error can be
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signi�cant when frequency �uctuations are induced in the oscillators due to cou-

pling with other nonlinear systems.

Having introduced these basic quantum systems and the errors which a�ect them, we

are now ready to discuss how to correct them. We provide a brief introduction to QEC in

the next chapter.



Chapter 2

Introduction to quantum error

correction

In this chapter we turn our a�ention to some of the important concepts behind quantum

error correction. �e following section (Sec. 2.1) introduces the basic principles. �is task

is accomplished by �rst introducing the necessary and su�cient conditions for an encod-

ing to protect against a given set of errors and giving an explicit construction for detection

and recovery from these errors. We then discuss, in some depth, a few well known exam-

ples of QEC codes. �ese examples provide us opportunities to demonstrate QEC in action

and also to discuss the limitations of QEC. It becomes clear that the hardware overhead in

traditional QEC makes the task of error correction quite challenging. As a solution to re-

ducing the overhead involved we discuss we introduce the concepts of hardware e�cient

QEC and cite a few examples of the same in Sec. 2.2. A more detailed discussion of a spe-

ci�c hardware e�cient encoding, the “cat code”, is included in the next chapter. Although

hardware-e�cient QEC reduces the overhead associated with quantum systems, there is

still a signi�cant ‘so�ware overhead’ resulting from making real-time decisions during

the error correction protocol. In Sec. 2.3 we show that every QEC code can be converted

29
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to instead operate in a fully autonomous manner such that no real-time decision making

is required. �e discussion in this chapter is not a comprehensive review. It is rather a list

of concepts that will be useful later in the rest of the thesis. We refer the interested reader

to the seminal book by Nielsen and Chuang [2011] for further insights.

2.1 Basic principles

�e idea of error correction, by itself, is not new. From ancient pendulum clocks to mod-

ern telecommunication, there are multiple examples of error correction in the classical

domain. As a speci�c example, let us consider the protection of a single classical bit. We

add some redundancy to the encoding of the bit by employing three bits with 0L → 000

and 1L → 111. Here subscript L indicates logical 0 or logical 1. Let us consider what

happens when errors occur on the individual bits. Suppose, a�er sending the informa-

tion through a noisy channel, we receive an output of 001. In this case, the most likely

input of the channel was 0L = 000 corresponding to an error on a single bit. Hence, by

considering a majority vote on these bits, we recover the initial information.

�e picture does not appear to be so straightforward in the case of quantum systems.

To begin with, the no cloning theorem prevents the duplication of a qubit. Moreover,

QIP requires superposition of quantum states. �erefore, straightforward measurement

of qubits is not permissible since that will destroy the superposition. Finally, quantum

errors are continuous. As an example, it is possible to partially rotate a qubit around say

X-axis, resulting in an erroneous superposition of the form cg|g〉 + ce|e〉. �is makes

the task of QEC seem insurmountable. However, it turns out, these di�culties do not

make QEC impossible. In fact, it is possible to utilize the notion of redundant encoding

in quantum systems as well. �e schemes for encoding quantum information in error

resilient manner are called QEC codes. In this section we provide a brief introduction to
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the theory of QEC codes along with some examples and pitfalls associated with QEC.

2.1.1 �e Knill-La�amme conditions

We start our discussion by introducing the general conditions under which QEC is pos-

sible. �e material presented here is simpli�ed for the purpose of this thesis. A more

detailed discussion is available in [Nielsen and Chuang, 2011].

Formally, a QEC code is de�ned as a subspace C0 of a larger Hilbert space H. For

simplicity we will assume that C0 has a dimension of 2 and is spanned by orthonormal

code words |0L〉, |1L〉, the 0 and 1 of our ‘logical qubit’. A compact notation for denoting

this is given by

C0 = Span{|0L〉, |1L〉} (2.1)

We also de�ne the errors acting on the whole system described by H as a set of error

operators E = {Ê0 = Î , Ê1, Ê2, . . . , Êm}. Under the action of these errors, a state |ψ〉 ∈

H evolves as Êk|ψ〉 and the evolution of the system density matrix is given by ÊkρÊ†k.

Note that, since we are describing errors, Êk do not have to be unitary operators.

What are the conditions for recovering the information stored in our ‘logical qubit’ in

spite of these errors? �e necessary and su�cient conditions on C0 for recovering from a

given set of errors E are known as the Knill-La�amme conditions. �ese are given by

〈uL|Ê†kÊl|vL〉 = αl,kδuv, (2.2)

for every Êk, Êl ∈ E and u, v ∈ {0, 1}. Here αl,k are entries of a Hermitian matrix α and

are independent of the state vectors in C0. δuv is the Kronecker-delta function. Intuitively,

the Knill-La�amme conditions convey the following:

1. Orthogonal state vectors in C0 should remain orthogonal under the action of all the
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errors in a correctable error-set E . �is is enforced by the Kronecker-delta function.

2. �e superpositions in C0 should not be distorted under the action of the correctable

errors. �is is enforced by the condition that αl,k is independent of the state vectors.

In addition, it is easy to verify that any linear combination of the correctable errors also

satis�es the Knill-La�amme conditions and therefore, is a correctable error. On the other

hand, products of two operators in E may not satisfy the above conditions. �erefore,

if two correctable errors occur simultaneously, or one a�er the other such that the �rst

error is not corrected before the second error occurs, then the system may develop an

uncorrectable error.

We now outline an explicit construction for recovering from the errors. First, by tak-

ing a linear combinations of the operators in E , we construct a set of operators {F̂0 =

Î , F̂1, F̂2, . . . , F̂M}which diagonalize the Hermitian matrixα. In terms of the orthogonal

error operators F̂k the Knill-La�amme conditions are now stated as

〈uL|F̂ †k F̂l|vL〉 = dk,kδlkδuv, (2.3)

where dk,k are the eigenvalues of α. �is implies that each error operator F̂k acting on

the code space C0 takes the code space to an orthogonal subspace Ck when k 6= 0. We call

Ck 6=0 as error spaces. A short hand notation for representing this is given by

F̂kC0 = Ck = Span

{
F̂k√
dkk
|0L〉,

F̂k√
dkk
|1L〉

}
= Span{|0kL〉, |1kL〉}. (2.4)

Here
√
dkk is used in the denominator to make sure that the |0kL〉, |1kL〉 are normalized. We

also construct construct unitary operators that map the code space to the error spaces.
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�ese are given by

Ûk = |0kL〉〈0L|+ |1kL〉〈1L|+ |0L〉〈0kL|+ |1L〉〈1kL|+ ÎH−C0−C1 , (2.5)

where a projector on the rest of the Hilbert space is added to make sure that Ûk is a

unitary operator on the full Hilbert space H. Now, error detection and correction can be

accomplished in the following manner. First, perform a set of syndrome measurements

which measure the projectors on Ck given by

P̂Ck = |0kL〉〈0kL|+ |1kL〉〈1kL|. (2.6)

Note that the projectors are Hermitian operators and hence can be used as observables.

�is will tell us which of the errors, say F̂K , has occurred and the system will be le�

in the corresponding error space CK without destroying the underlying superpositions,

therefore keeping the information intact. �e original state of system can be recovered

by the application of the unitary Û †K thus recovering from the error.

A critical reader might object at this point that decoherence is described by a ‘con-

tinuous’ Kraus map given byM(ρ) =
∑

k M̂kρM̂
†
k as we discussed in Sec. 1.1.3 and not

by a ‘discrete’ set of operators as we have considered in this section. For simplicity, let

us assume that the Kraus operators satisfy the Knill-La�amme conditions in the form de-

scribed in Eq. 2.3, i.e. M̂k = F̂k. Under the action of these operators ρ → ∑
k F̂kρF̂

†
k .

A�er we perform the syndrome measurement, however, the map will still be projected

on one of the error spaces, say FKC0 = CK . In other words, measurement of the error

syndrome e�ectively discretizes the errors. Hence, a continuous error on the system can

be corrected by accounting for a discrete set of error operators.

As a word of caution, although the construction presented here works, it is not very
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Figure 2.1: �ree qubit bit �ip code. Before passing through a noisy channel, the initial
state |ψ〉 = c0|0〉+c1|1〉 of a qubit is redundantly encoded, with the help of two additional
qubits and CNOT gates, to get |Ψ〉 = c0|0, 0, 0〉+ c1|1, 1, 1〉. �e error channel �ips each
bit with a probability p. Assuming at most one bit-�ip, the goal is to detect which qubit
has �ipped without measuring the individual qubits. �is is accomplished by adding two
ancillary qubits and applying appropriate CNOT gates to map the error syndrome σ̂z,1σ̂z,2
on the �rst ancillary qubit and σ̂z,1σ̂z,2 on the second ancillary qubit. �e measurement
outcomes e1, e2 reveal which qubit has �ipped (see table 2.1). �e bit �ip error is corrected
by processing the measurement record classically and applying an Xπ rotation on the
qubits, conditioned on e1 and e2. We depict the classical decision making by employing
e1, e2, ē1 and ē2 as powers of the Xπ rotations.

e�cient to implement. Typically, while constructing QEC codes, one needs to take ad-

vantage of some clever underlying structure of the code to identify and correct for the

errors more e�ciently. Moreover, especially in in�nite dimensional systems, some of the

errors only approximately satisfy the Knill-La�amme conditions. Care has to be taken

while constructing recovery operations for such errors.

Armed with this general framework, we now consider some examples of quantum

error correction codes.

2.1.2 Examples of QEC codes

One of the easiest examples of QEC is the three-qubit bit-�ip code. �is code is essentially

the quantum counterpart of the classical 3-bit majority vote code that we discussed in the
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beginning of this section. Suppose our initial qubit is in a state given by

|ψ〉 = c0|0〉+ c1|1〉. (2.7)

We encode this information with the help of two additional qubits into an entangled state

given by

|Ψ〉 = c0|0, 0, 0〉+ c1|1, 1, 1〉. (2.8)

Note that this encoding cleverly sidesteps the no-cloning theorem by using entanglement.

Such a state can be created with the help of two CNOT gates as shown in Fig. 2.1 under

the title of redundant encoding. More formally, the code space C0 for the bit-�ip code is

de�ned as

C0 = Span{|0L〉 = |0, 0, 0〉, |1L〉 = |1, 1, 1〉} (2.9)

Now let us study the e�ects of single qubit bit-�ip errors on this code-space. �e e�ect of

the bit-�ip σx,k on C0 is given by

σx,1C0 = C1 = Span{|1, 0, 0〉, |0, 1, 1〉},

σx,2C0 = C2 = Span{|0, 1, 0〉, |1, 0, 1〉},

σx,3C0 = C3 = Span{|0, 0, 1〉, |1, 1, 0〉}. (2.10)

It is easy to verify that all the basis states of C0, C1, C2, C3 are orthogonal to each other. As a

result, the bit-�ip code satis�es the Knill-La�amme conditions for E = {Î , σ̂x,1, σ̂x,2, σ̂x,3}

with αl,k = δlk. In other words, all the single qubit bit-�ip errors are a correctable and

orthogonal set of errors for this code.

Now the question becomes, how do we detect which error has occurred and how do

we correct that error? As we discussed in the last section, this could be accompliished by
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Subspace Subspace basis Eigenvalue of σ̂z,1σ̂z,2 Eigenvalue of σ̂z,2σ̂z,3 e1 e2

C0 |0, 0, 0〉, |1, 1, 1〉 +1 +1 0 0
C1 |1, 0, 0〉, |0, 1, 1〉 −1 +1 1 0
C2 |0, 1, 0〉, |1, 0, 1〉 −1 −1 1 1
C3 |0, 0, 1〉, |1, 1, 0〉 +1 −1 0 1

Table 2.1: Outcome of the error syndrome measurements for the bit-�ip code.

measuring the projectors P̂Ck on Ck. However, there is a more e�cient way of accomplish-

ing the same thing. �e syndromes that we utilize for detecting the errors are given by

σ̂z,1σ̂z,2 and σ̂z,2σ̂z,3. �e states in each of the subspaces mentioned earlier are eigenstates

of the syndrome operators with di�erent combinations of eigenvalues as summarized in

table 2.1. �us, performing a measurement of the syndrome operators indicates which of

the three bits has �ipped, if any. A quantum circuit in terms of CNOT gates and two an-

cillary qubits is shown in error detection part of Fig. 2.1. �e �rst ancillary qubit is �ipped

if the eigenvalue for σ̂z,1σ̂z,2 is −1, otherwise the qubit remains in the initial state |0〉. By

measuring the state of this qubit, a classical entity can infer the eigenvalue to be +1 if

the measurement outcome e1 is 0 and−1 if the measurement outcome is 1. Similarly, the

measurement outcome e2 for the second qubit indicates the eigenvalue for σ̂z,2σ̂z,3. Note

that these measurements do not destroy the superpositions since both the basis states in

any of the subspaces lead to the same measurement outcome. In other words, the mea-

surements do not distinguish between 0 and 1 of our logical qubit thus preserving the

superpositions. Finally the correction is accomplished by classical processing of the mea-

surement record and applying a Xπ rotation on the appropriate qubit thus accomplishing

the error correction.

It is instructive to elaborate some important concepts with the help of this example.

Firstly, as we discussed in Sec. 1.2.1, the bit �ip error channel introduces random rotations

around the X-axis. Let us assume, for the purpose of illustration, the �rst bit undergoes

a random rotation through Xϕ,1 = cos(ϕ/2)Î + i sin(ϕ/2)σ̂x,1. Under the action of such
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a rotation, the encoded state |Ψ〉 evolves as

Xϕ,1|Ψ〉 = cos
(ϕ

2

)
|Ψ〉+ i sin

(ϕ
2

)
|Ψ1〉, (2.11)

where |Ψ1〉 = c0|1, 0, 0〉 + c1|0, 1, 1〉 ∈ C1. A�er the application of CNOT gates between

the encoding qubits and the �rst ancilla qubits, the combined state of the system is given

by cos(ϕ)|Ψ, 0〉 + i sin(ϕ)|Ψ1, 1〉. �e measurement of this qubit then projects the en-

coding qubits in |Ψ〉 if e1 = 0 and |Ψ1〉 if e1 = 1. �us, a seemingly continuous error

is projected to either no error or a bit-�ip on the �rst qubit. �is is called discretization

of quantum errors and reduces the seemingly intractable problem of QEC to correcting

for a discrete set of errors. Moreover, this is consistent with our discussion about Knill-

La�amme conditions in the last sub-section. Xϕ,1 is nothing but a linear combination of

Î and σ̂x,1 error and is therefore correctable for the three-qubit bit-�ip code.

Next, let us consider products of two correctable errors. Of course, the products given

by σ̂x,kÎ or σ̂2
x,k = Î are still correctable. However, what happens when there are bit-�ip

errors on two qubits? Let us suppose there are simultaneous bit-�ip errors on qubit 1 and

2 described by σ̂x,1σ̂x,2. Under the action of the these errors, the code space C0 evolves as

σ̂x,1σ̂x,2 C0 = Span{|0, 0, 1〉, |1, 1, 0〉} = C3. (2.12)

�is implies that the error syndrome measurement will detect e1 = 0 and e2 = 1. As a

result the correction will �ip the third qubit as well. �is causes complete loss of informa-

tion since |0L〉 maps to |1L〉 and vice versa, a ‘logical bit-�ip’. In the case where there are

bit-�ip errors on all the qubits, the error syndrome is same as that in the case of no errors

and therefore results in a complete loss of information. Hence, bit-�ip errors on multiple

qubits are not correctable with the three-qubit bit-�ip code. Of course, one only needs to
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check the Knill-La�amme conditions to assert this. In order to gain an insight into when

it is bene�cial to use the bit �ip code in spite of the possibility of multi-qubit errors, let

us perform a crude calculation. Let p be the probability of bit �ip for every qubit. �en,

an un-encoded qubit returns the correct information with the probability (1− p). In case

of the bit-�ip code, the information is conveyed correctly when there are no errors, or

only single qubit errors. Hence the probability of faithful information recovery is given

by (1 − p)3 + 3p(1 − p)2. Comparing the two probabilities, it turns out the bit-�ip code

is advantageous as long as p < 1/2. Keep in mind this calculation assumes perfect gates,

state preparation and measurement. We will consider the e�ect of imperfect components

in the next sub-section.

More advanced codes have been constructed for protecting against multiple bit-�ips

and other kinds of errors. Accomplishing this requires larger Hilbert space. It is possible

to address all the single qubit error channels with the help of the nine-qubit Shor code

or seven-qubit Steane code or a �ve qubit code which is the minimum required size of

the Hilbert space. As an example, we present the error detection and correction steps for

the seven-qubit Steane code in Fig. 2.2. �e code requires seven encoding qubits and six

ancillary qubits for error syndrome measurement. �e code space of the Steane code is

spanned by

|0L〉 =
1√
8

(|0000000〉+ |1010101〉+ |0110011〉+ |1100110〉

+|0001111〉+ |1011010〉+ |0111100〉+ |1101001〉)

and

|1L〉 =
1√
8

(|1111111〉+ |0101010〉+ |1001100〉+ |0011001〉
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Figure 2.2: Error detection and correction for the Steane code. One logical qubit is en-
coded by utilizing seven physical qubits. In order to measure the error syndromes for this
code, one requires six ancillary qubits, and multiple CNOT gates as shown. �is adds to
the overhead associated with the code. �e �rst three ancillary qubits measure the error
syndrome associated with the bit-�ip error while the next three qubits measure the error
syndrome for the phase-�ip error. In addition, a random rotation of a qubit around the
Y -axis can be expressed as a product of bit-�ip and phase-�ip errors on the same qubit.
�e Steane code also protects against such a product. �erefore, any arbitrary error is
corrected, as long as it a�ects only one qubit.

+|1110000〉+ |0100101〉+ |1000011〉+ |0010110〉) .

�e set of correctable errors is given by

E = {Î , σ̂x,k, σ̂y,k, σ̂z,k|k ∈ {1, 2, 3, 4, 5, 6, 7}}. (2.13)

It is time consuming to verify the Knill-La�amme conditions for such a code. However,

it is clear from this set that all the single-qubit errors are correctable since they can be

expressed as linear combination of the operators in E . �e �rst three ancillary qubits in
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Fig. 2.2 measure the error syndrome for the bit-�ip error on any of the qubits. Due to the

clever structure of the Steane code, the location of the bit-�ip can be inferred by treating

e3, e2, e1 as a binary number. For example an error syndrome of e3 = 1, e2 = 0, e1 = 1 is

a bit-�ip error on the 5th qubit. Similarly, the next three ancillary qubits measure the error

syndrome for the pure-dephasing error on the qubits. Here the location of the error is read

by treating e6, e5, e4 as a binary number. Since the error syndromes for bit-�ip and phase-

�ip are independent, in this special case, the product of the two errors σ̂z,kσ̂x,k = iσ̂y,k is

also a correctable error.

�e two codes presented here along with the Shor code and the �ve-qubit code men-

tioned above are examples of a broad class of QEC codes called the Stabilizer codes. �e

Stabilizer formalism provides a tractable way to deal with Knill-La�amme conditions, er-

ror syndromes and even gates on the logical qubits in a compact notation. However, in

this brief introduction, we will not delve into a discussion of this formalism. Instead, we

move on to some of the pitfalls associated with QEC codes.

2.1.3 Failure modes of QEC and fault tolerance

�is sub-section is dedicated to the discussion of the failure modes associated with QEC

codes. We study these issues with the example of the Steane code in mind. As stated

in the last sub-section, the Steane code requires seven encoding qubits and six ancillary

qubits, i.e. a total of 13 qubits, for realizing a single logical qubit. �e state of the art

programmable quantum processors, as of writing of this thesis, have a maximum of 53

qubits [Arute et al., 2019]. Moreover, as shown in Fig. 2.3, there are multiple sources of

errors that the code cannot address. For example, especially in superconducting circuits,

it is very common to have spurious interactions between various qubits of a quantum pro-

cessor. �is would lead to uncorrectable two-qubit errors. Additionally, since qubits are
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Figure 2.3: Zoomed in portion of Fig. 2.2 with di�erent failure modes marked in red. �ese
failure modes a�ect any QEC code in general and get worse with increasing hardware
overhead. For example, having more encoding qubits leads to a higher probability of
failure modes 1, 2 and 3. More ancillary qubits lead to higher probability of failure modes 4,
5 and 6. Moreover, entanglement between the encoding qubits and an ancillary qubit may
result in errors on the ancillary qubit converting to added errors on the encoding qubit.
�is is called error propagation (failure mode 7). �ese failure modes need to be carefully
considered before a�empting to implement QEC. Figure inspired from [Petrenko, 2016].

typically implemented as two-level approximation of a multi-level system e.g. transmon,

there is some probability associated with the qubits leaking out of the |0〉, |1〉 manifold.

Moreover state preparation and measurement (SPAM) errors and erroneous gates also

degrade the �delity of real-world implementations. Apart from these errors a�ecting in-

dividual qubits, one also has to be careful about error propagation. An error on a single

qubit is copied over to other qubits when we apply multi-qubit gates. �ese issues are

listed pictorially in Fig. 2.3.

In presence of these issues, how does one ensure reliable storage and processing for
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quantum information? �e answer to this question is explored through the concept of

fault-tolerant quantum computation (FTQC). �e �rst step behind FTQC is to perform

computation directly on the error corrected logical qubits with the help of the, so called,

fault-tolerant operations. �ese operations are designed to limit the spread of the errors

through the system. As a simpli�ed de�nition, an operation is called fault-tolerant if fail-

ure of a single component of the operation leads to only a correctable error on the system.

For a broad class of codes which correct all the errors on a single qubit, this essentially

means that the failure of single component should cause an error on at-most one qubit.

With such fault-tolerant operations, the probability of lowest order uncorrectable error,

i.e. an error on two-qubits, is given by cp2 where p is the probability of failure for each

component and c is essentially the number of pairs of points where failure may occur.

�e next step for FTQC is to use these error-corrected logical qubits and operations, as

individual components for another level of error correction. �is is called concatenation

of the QEC codes. Concatenation is bene�cial only if the probability of uncorrectable

errors cp2 in the �rst layer is less than the probability p of faults in non error corrected

components, i.e. p < pthreshold = 1/c. Under such conditions, the successive levels of

concatenation allow one to perform a given computation with be�er and be�er accuracy

i.e. in a fault-tolerant manner.

As a particular example, the error threshold for the Steane code is typically estimated

to be pthreshold ≈ 10−4 [Nielsen and Chuang, 2011], i.e. every component of the code

should have at least 99.99% accuracy. Considering today’s noisy implementation this

seems far fetched. �e main reason for such a low threshold is the high number of points

where the implementation could go wrong. Be�er codes have been constructed, for exam-

ple the Surface code [Kitaev, 2003], which execute FTQC without the need of additional

concatenation. For superconducting qubits, the error threshold for the Surface code is still

around 10−2, i.e. 99% �delity for every component [Fowler et al., 2012].
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In the next section we will study a completely di�erent approach to QEC which min-

imizes the required hardware, thus reducing the number of points where things could go

wrong.

2.2 Hardware e�cient encoding

As we discussed in the previous sub-section, the hardware overhead associated with tradi-

tional QEC adds many potential failure points, thus leading to very low error thresholds.

Moreover, manipulating such a high number of qubits simultaneously is extremely hard

in practice. In this section we brie�y discuss a few examples of hardware e�cient QEC. A

more detailed study of one of these codes, the cat code, is undertaken in the next chapter

along with the considerations for autonomous error correction.

�e immediate goal of hardware e�cient QEC is to minimize the hardware required

for information encoding as well as error detection and correction. How could we obtain

the large Hilbert spaces required for redundant encoding with the minimum hardware?

�e answer lies with the use of in�nite dimensional systems. Many examples of such

systems are available. For example, a rigid quantum rotor, a particle in a box, a harmonic

oscillator, all have in�nitely many energy-eigenstates. In the case of superconducting

circuits, the most easily available in�nite Hilbert space is that of the harmonic oscillators.

Moreover, these oscillators can be engineered with very low error rates in the domain

of superconducting circuits. �erefore, here we will focus on QEC codes called bosonic

codes which encode information in the Hilbert space of a harmonic oscillators.

Coming from the perspective of traditional QEC, the binomial codes are perhaps the

most straight forward class of Bosonic codes [Michael et al., 2016]. �ese codes encode

information in superpositions of Fock states. �e most basic example is a code spanned
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by

|0L〉 =
|0〉+ |4〉√

2
and |1L〉 = |2〉. (2.14)

It corrects a set of errors given by E = {Î , â} thus protecting against stochastic photon

loss events. More generalized binomial codes can be constructed by utilizing higher Fock

states which correct for up to P photon-losses, Q photon gains and dephasing errors to

the Rth order, an error set given by

E = {Î , â, â2, . . . , âP , â†, â†2, . . . , â†Q, n̂a, n̂
2
a, . . . , n̂

R}. (2.15)

Moreover, such higher order codes do not require additional harmonic oscillators. �is is

the power of in�nite dimensional Hilbert space. On the other hand, with this encoding,

each of the errors in E requires its own error syndrome measurement. Moreover, utilizing

higher and higher Fock states to correct more errors brings with it the higher error rates

associated with occupying these Fock states, since the rate of amplitude damping for the

nth Fock state is n times higher. �is increase in error probability is the overhead asso-

ciated with these harmonic oscillator. In addition, the operators in E are not the Kraus

operators describing the amplitude-damping error channel which also includes the energy

relaxation given by e−κ1phτ â
†â. �e Binomial codes approximately protect against this en-

ergy relaxation error up to the same order in κ1phτ as the number of stochastic-photon

jumps. However, a unitary operation required for countering the e�ects of this additional

evolution is hard to realize using a Hamiltonian with low-powers of â (i.e. lower order in

nonlinearity).

Another major class of bosonic codes is the cat codes [Mirrahimi et al., 2014]. Here,

information is stored in the superpositions of coherent states distributed symmetrically

around the origin of the phase space. For example, a four-component cat code utilizes
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| ± α〉 and | ± iα〉. In order to protect against P photon losses and Q photon gains,

one requires a basis of 2(P + Q + 1) coherent states. �us the four-component cat code

protects against a single photon loss. �e more interesting feature of this code emerges

when one considers energy relaxation and dephasing. It turns out, cat codes exponen-

tially suppress these errors as the amplitude |α| of the coherent states increases. It is this

property of exponential suppression which makes cat-codes very interesting. �e next

chapter discusses these codes in much more detail, since they are the central focus of this

thesis. In addition, we also develop a two-cavity cousin of the cat codes, called the pair-cat

codes. Although these codes increase the hardware complexity slightly, they have some

signi�cant advantages over the cat codes.

�e �nal class of bosonic codes that we mention are the Go�esman-Kitaev-Preskill

(GKP) codes. �ese codes are optimized for protection against small displacements in po-

sition and momentum of a harmonic oscillator. �e information is stored using a periodic

la�ice formed by the eigenstates of the position operator. �e spacing is cleverly chosen

such that taking the Fourier transform results in a periodic la�ice of momentum eigen-

states with the same spacing. Any error that can be expressed as combination of displace-

ments is protected in the case of GKP codes. However, we will not go in further details of

these codes in this thesis. An interested reader should refer to the original article [Go�es-

man et al., 2001] for a detailed introduction. �ese codes have been recently implemented

with ion-trap [Flühmann et al., 2019] and superconducting circuit [Campagne-Ibarcq et al.,

2019] architectures.

2.3 Autonomous�antum Error Correction (AQEC)

Apart from the overhead associated with using multiple quantum systems, measurement

based QEC also requires real-time decision making in order to record and process the
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measurement outcomes, as well as to apply appropriate feedback on the quantum sys-

tems. Moreover, the duty cycle of such a feedback needs to be much shorter than the

lifetimes of the quantum systems for the error correction to be e�ective. As an example,

for superconducting quantum systems, this translates to a duty cycle of a few micro-

seconds. Accomplishing such a feat entails a signi�cant overhead in terms of specialized

room temperature hardware. �e question naturally arises, can this overhead be elim-

inated? Could the quantum systems correct errors autonomously without the need of

real-time decision making? �is is the topic of concern for the current section, and, as we

mentioned previously, for this whole thesis.

Before discussing AQEC, let us �rst look at some simple examples of autonomous

feedback in the classical domain. Figure 2.4a depicts a �nite state machine used for regu-

lating the temperature in a water heater. �e action here is similar to the general notion

of error correction that we have studied. �e controller actively measures temperature,

decides on a course of action i.e. to turn the heater on or not, and then feeds back on

the system. �ere is a �nite duty cycle associated with such feedback which is set by the

wait time in the controller. We call this ‘discrete feedback’. On the other hand, the cen-

trifugal governor shown in Fig.Fig. 2.4b autonomously regulates the speed of an engine

under variable load. When the speed of the engine is increased, the rotating spherical

weights move outward, raising a movable sleeve with them. �e movement of the sleeve

feeds-back on the engine by closing the fuel supply valve, resulting in decreased speed. If

the speed is decreased below the set value then all weights move inwards which lowers

the sleeve, and, as a result, the fuel supply and thus the engine speed is increased. We

call such a real-time feedback as the ‘continuous feedback’. �e example of the centrifu-

gal governor also illustrates one of essential requirements behind continuous feedback.

If there is very li�le friction in the system, then the weights tend to oscillate resulting

in unstable feedback. �erefore, friction, in many examples, holds a key to continuous
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Figure 2.4: Examples of autonomous feedback in classical systems. (a) Stabilization of wa-
ter temperature with a �nite state machine. A sensor records the temperature of the water,
a controller processes this data by comparing it with Tset ± δT . If T < Tset (T > Tset)
then the heater is turned ON (OFF) for a speci�c amount of time before measuring the
temperature again. Such a feedback, where measurement, data processing and correction
are implemented through separate mechanisms, is called a discrete feedback. (b) Regula-
tion of engine speed in presence of variable load using a centrifugal governor. �e two
spherical weights rotate with the engine sha�. When the engine speed is increased, the
spheres move outward, which moves the a�ached sleeve upwards. As a result of the sleeve
movement, the fuel supply valve is automatically closed, resulting in lesser fuel supply to
the engine. �e drop in fuel supply results in lower speed of the engine thus resulting
regulation of the speed. In case the speed of the engine is lower than the set value, then
the whole chain of event reverses, resulting in higher fuel supply, and hence increase in
speed. �erefore, the centrifugal governor autonomously controls the engine speed. An
additional requirement for this autonomous feedback to work properly is the presence
of su�cient friction in the system. In absence of friction, the massive spheres will start
oscillating when the engine speed is changed, resulting in an unstable feedback.

feedback mechanisms.

Taking inspiration from these classical feedback mechanisms, let us turn our a�ention

to building such discrete and continuous autonomous feedback for QEC.



2.3. Autonomous�antum Error Correction (AQEC) 48

|ψ〉

|0〉

|0〉

Error detection Autonomous feedback

Xπ Xπ

Xπ
|0〉

|0〉

Error detection Autonomous feedback

Xπ Xπ

Xπ

Figure 2.5: Discrete autonomous feedback for the bit-�ip code. �e error syndrome is
mapped on to the ancilla using the same protocol as previously presented in Fig. 2.1. How-
ever, instead of measuring the ancillary qubits, the feedback is executed in an autonomous
fashion, by applying ancilla rotations and the To�oli gates. Following the feedback, the
ancillary qubits are discarded.

Discrete AQEC

We �rst give a simpli�ed picture for building discrete AQEC. In Sec. 2.1.1 we provided an

explicit construction of a two-step error detection and recovery mechanism for a set of

errors E on a QEC code C0. �is was accomplished by measuring the projectors P̂Ck on

the orthogonal error spaces Ck as error syndromes, followed by a unitary operation Û †K

which corrects for the detected Kth error. However, it is possible to accomplish the error

correction without �rst knowing the outcome of the measurement. Imagine an ancillary

system with Hilbert space HA such that dim(HA) ≥ the number of error operators F̂k.

Now the error correction can be accomplished in the following manner. Step 1: Apply a

unitary operation Ûmap to map the errors on the ancillary system

Ûmap =
∑

k

P̂Ck ⊗


|k〉〈0|+ |0〉〈k|+

∑

l 6={0,k}

|l〉〈l|


+ ÎH−

∑
k Ck ⊗ ÎHA (2.16)

which will entangle the kth excited state |k〉 of the ancillary system with the kth error

space Ck. In a measurement based feedback scheme, one would measure the state of the
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system at this point to project on to a single error K and then apply the feedback unitary

Û †K . However, here we will take a di�erent route. Step 2: Apply a feedback unitary of the

form

Ûfeedback =
∑

k

U †k ⊗ |k〉〈k|, (2.17)

without performing any measurement. Under the action of this unitary, the states in error

spaces Ck will revert back to the original code space C0. Additionally the principal sys-

tem will disentangle from the ancillary system leaving it in a random superposition state

depending on which errors occurred. �erefore, in order to begin another round of error

correction, we undertake Step 3: Reset the ancillary system to its ground state i.e. dump

the entropy created in the ancilla. �is approach detects and corrects the errors on the

system without having the necessity of real-time classical feedback. Of-course one might

object that rese�ing the ancillary system still needs measurement and feedback. How-

ever, it is possible to reset the ancillary system with the help of an engineered dissipation

instead as we see later. Moreover, step 1 and 2 need not be separate. A single unitary

given by ÛfeedbackÛmap is enough. An example of discrete autonomous feedback in case of

the bit-�ip code is presented in Fig. 2.5. �e error detection step is the same as the one we

studied previously. However, the correction is implemented with the help of a feedback

unitary in an autonomous fashion as shown. A�er the feedback is �nished the entropy of

the ancillary qubits is dumped as shown by the dustbin symbol.

Continuous AQEC

Next, we discuss how to build continuous feedback mechanisms for AQEC. �is discus-

sion is a simpli�ed version of a formal construction by Lihm et al. [2018]. �e task of

continuous protection is accomplished by engineering additional dissipation on the sys-

tem. At �rst glance, adding dissipation to the system seems counter intuitive since that
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might increase the errors on the system. However, such dissipation, if appropriately engi-

neered, can e�ectively suppress errors on the system. �e Lindblad jump operators L̂k,eng

for such engineered dissipation are given by

L̂k,eng =
√

Γk,eng

(
|0L〉〈0kL|+ |1L〉〈1kL|

)
, (2.18)

where Γk,eng is the rate of the kth engineered dissipation. �e express purpose of this

operator is to dissipate all the error spaces Ck to the original code space C0 in a coherent

manner. �e complete Lindblad master equation of the system in presence of the engi-

neered dissipation is then given by

ρ̇ = − i
~

[Ĥ + Ĥeng, ρ] +
∑

j

D[L̂j]ρ+
∑

k

D[L̂k,eng]ρ. (2.19)

HereH is the intrinsic Hamiltonian and L̂j are the Lindblad jump operators corresponding

to the intrinsic dissipation. We have also added an engineered Hamiltonian Ĥeng in order

to cancel the e�ect of any spurious evolution under the intrinsic Hamiltonian. If the

Kraus operators describing the evolution under the intrinsic dissipation satisfy the Knill-

La�amme for our QEC code and all the rates of intrinsic dissipation Γ � Γeng, the rates

of engineered dissipation, then it is possible to show that the errors on the system are

e�ectively suppressed. We refer the interested reader to [Lihm et al., 2018] for a more

formal discussion and a proof.

In many cases, the Kraus operators describing the density matrix evolution only ap-

proximately satisfy the Knill-La�amme conditions. �is is especially true for the bosonic

codes like the binomial codes and the cat codes. In those cases additional dissipation op-

erators are needed in order to make sure that the system does not leak to the rest of the

Hilbert space, i.e. toH−∑k Ck. Lihm et al. also indicate how to construct these additional
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dissipation operators. In this thesis, however, we will not go in the details of this general

construction. Instead, we focus on the particular example of the cat codes and the pair-cat

codes.

Being able to �nd out the dissipation operators, required for protecting against the

errors a�ecting a system, is very encouraging towards our goal of realizing the error

protected logical qubit. At the same time, writing such operators is just the �rst step. �e

more challenging part is to engineer the required dissipation operators from using the

set of interactions that are naturally available in a system. For example, the dissipation

operators needed for the bit-�ip code are given by

L̂1,eng =
√

Γ1,eng (|0, 0, 0〉〈1, 0, 0|+ |1, 1, 1〉〈0, 1, 1|) (2.20)

L̂2,eng =
√

Γ2,eng (|0, 0, 0〉〈0, 1, 0|+ |1, 1, 1〉〈1, 0, 1|) (2.21)

L̂3,eng =
√

Γ3,eng (|0, 0, 0〉〈0, 0, 1|+ |1, 1, 1〉〈1, 1, 0|) . (2.22)

A scheme for implementing the bit-�ip code dissipation operators shown above is pre-

sented in [Cohen and Mirrahimi, 2014]. It requires three transmon qubit modes, one

low-Q oscillator mode and four o�-resonant pumps. In addition, careful tuning of the

parameters is required for the scheme to not introduce any additional dephasing errors

on the system since those errors are not corrected by the code. �is highlights some of the

di�culties encountered while implementing continuous AQEC. �e Steane code required

for correcting all the single-qubit errors, requires even more engineered dissipation op-

erators to account for all the error spaces. As a result, it is immediately clear that the

hardware e�cient QEC codes are be�er suited for continuous error correction. However,

even such codes o�en require highly nonlinear interactions for implementing the cor-

rective dissipation. �erefore, our a�empts to implement the continuous codes focus on

two aspects: (i) obtaining higher-order nonlinear interaction from easily available lower-
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order interactions and (ii) proposal for a new code, the pair-cat code, which allows us

to implement the required dissipation operators using the technology developed in this

thesis.

2.4 Summary and prelude to the next chapter

�is chapter has provided an introduction to QEC along with a discussion about FTQC,

hardware e�cient encoding and most importantly, autonomous QEC. Some of the key

concepts from this chapter are as follows:

(i) �e Knill-La�amme conditions state that, an error on an encoding is correctable,

if and only if, the error maps the code space to itself or an orthogonal sub-space

without any distortions. Moreover, if a code space satis�es the Knill-La�amme con-

ditions for a given set of error operators, then an explicit recovery mechanism can

be constructed. �at Knill-La�amme conditions are neccessary and su�cient for

QEC.

(ii) If a set of error operators are correctable, then all the superpositions of those oper-

ators are correctable. As a result, quantum errors, in many cases, can be treated as

discrete.

(iii) Redundantly encoding information using multiple qubits results in a signi�cant

hardware overhead. �is hardware overhead can be minimized by utilizing in�-

nite dimensional Hilbert space of the harmonic oscillators to encode information

with the help of bosonic QEC codes.

(iv) Every measurement based quantum error correction process can be converted to

discrete AQEC given the availability of necessary unitary operations and the reset

of the ancillary qubits.
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(v) Errors can be suppressed in a continuous fashion by engineering speci�c dissipation

operators that map the error spaces back to the code space and prevent the leakage

to the rest of the Hilbert space. Such continuous error correction can be especially

powerful since only always-on continuous wave tones are required for protecting

against errors. �is is expected to result in many hardware simpli�cations.

With our goal of autonomous error correction in mind, the next chapter (Ch. 3) presents

an introduction to the hardware e�cient cat codes, with a special emphasis on the au-

tonomous protection of these states against energy relaxation and dephasing errors. Chap-

ters 4 to 6 cover the requisite Hamiltonian engineering techniques for this autonomous

correction. �e pair-cat code, which is our candidate for implementing the fully au-

tonomous correction against all the errors to the �rst order, is introduced in the �nal

chapter (Ch. 7). Building on the Hamiltonian engineering techniques developed in the

rest of the thesis, we provide an explicit experimental proposal for implementation of this

code.



Chapter 3

Cat codes: Hardware e�ciency and

autonomous error correction

�e last chapter explained the basic principles of QEC along with some examples of QEC

codes and their limitations. As a result, it emerged that hardware-e�cient encoding and

autonomous error correction present signi�cant bene�ts over traditional QEC codes. In

this chapter, we study a family of codes, called the cat codes, which store information in

the Hilbert space of a harmonic oscillator and allow for protection against photon loss

errors (Sec. 3.1). �rough our discussion, it becomes clear that the protection of this code

against other errors, e.g. the energy relaxation and dephasing, will greatly bene�t from

an autonomous driven-dissipative stabilization approach. A detailed explanation of such

driven-dissipative stabilization is provided in Sec. 3.2. �is is followed by Sec. 3.3 which

brie�y considers some recent developments that show where the cat codes �t into the big

picture of FTQC. Finally Sec. 3.4 provides a summary of this chapter and a prelude to the

next chapter.

54
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3.1 �e cat codes

�e cat codes store information in the superpositions of the coherent states of a single

harmonic oscillator. As we discussed in Sec. 1.2.2, the coherent states are eigenstates

of the destruction operator with â|α〉 = α|α〉 where α ∈ C is the complex amplitude

characterizing the coherent state. In the Fock basis, these states are represented as

|α〉 = e−
|α|2

2

∞∑

n=0

αn√
n!
|n〉. (3.1)

In order to store information with these states we �rst need to check if they are orthogonal

to each other. �e overlap of two coherent states can be obtained using the Fock-basis

representation, and is given by

〈β|α〉 = e−
1
2(|α|2+|β|2−2β∗α) ⇒ |〈β|α〉|2 = e−|α−β|

2

. (3.2)

It is clear that two coherent states are never orthogonal to each other. However, as |α−β|

increases, the overlap between the coherent states exponentially decreases. As an exam-

ple, for |α − β| = 3, the overlap is |〈β|α〉|2 is around 0.012%. �erefore, it should be

possible to utilize well-separated coherent states for storing quantum information. �e

cat-code in particular utilizes coherent states that are placed in a circle around the origin

of the phase space. In the next sub-section we study the two-component cat states which

store one-bit worth of information. �is is followed by a discussion of four-component

cat states and the protection against the photon loss errors in a hardware e�cient manner

using such states. We also discuss the e�ect of energy relaxation and dephasing errors on

these states.
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Figure 3.1: Panels (a) and (b) show the Fock state population distribution and the ideal
Wigner function of the two-component cat state |C(0 mod 2)

α=2 〉. �e bars in panel (a) are col-
ored red to indicate that only even states participate in a (0 mod 2) cat state. �e distri-
butions are centered around the average photon-number n̄ = |α|2 = 4 which essentially
the size of constituent coherent states. Panels (c) and (d) show the Fock state population
distribution and the ideal Wigner function of the two-component cat state |C(1 mod 2)

α=2 〉. �e
bars in panel (c) are colored blue to indicate that only odd states participate in a (1 mod 2)
cat state. �e photon-number parity of the respective states is also inferred from the value
of the Wigner function at β = 0.

3.1.1 Two-component cats

Two-component cat states store information in the superpositions of two coherent states

| ± α〉. We de�ne the even and odd superpositions of these coherent states as

|C(0 mod 2)
α 〉 = N (0 mod 2)

α (|α〉+ | − α〉) ,

|C(1 mod 2)
α 〉 = N (1 mod 2)

α (|α〉 − | − α〉) , (3.3)

respectively with the le�er C in this notation indicating a cat-state. �e signi�cance of

(0 mod 2) and (1 mod 2) will be clear once we expand these states in terms of the con-
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tributing Fock states. �e normalization constants N (pmod 2)
α are given by

N (pmod 2)
α =

1√
2 (1 + (−1)p × e−2|α|2)

. (3.4)

�e ±2e−2|α|2 term in the denominator is the consequence of the nonzero overlap of the

coherent states, and, for a reasonably large |α|, N (pmod 2)
α ≈ 1/

√
2. Now, let us represent

these two-component cat states in terms of the contributing Fock states. We obtain

|C(0 mod 2)
α 〉 = 2N (0 mod 2)

α e−
|α|2

2

∞∑

n=0

α2n

√
(2n)!

|2n〉 (3.5)

|C(1 mod 2)
α 〉 = 2N (1 mod 2)

α e−
|α|2

2

∞∑

n=0

α2n+1

√
(2n+ 1)!

|2n+ 1〉. (3.6)

�erefore, |C(0 mod 2)
α 〉 is a superposition of the even Fock states and |C(1 mod 2)

α 〉 is a super-

position of the odd Fock states. �e notation (kmod 2) implies that only the Fock states

corresponding to the kth residual class of 2 contribute. Finally, it should be noted that

these cat states are the eigenstates of the parity operator Π̂ = eiπâ
†â with

Π̂|C(0 mod 2)
α 〉 = + 1|C(0 mod 2)

α 〉,

Π̂|C(1 mod 2)
α 〉 =− 1|C(1 mod 2)

α 〉. (3.7)

We have provided a pictorial representation of the Fock-state populations and Wigner

functions of these states in Fig. 3.1 assuming α = 2. �e Fock-state distributions have

an average photon-number (center of the distribution) of n̄ = |α|2 = 4. �e parameter

n̄ = |α|2 is o�en regarded as the size of the coherent states and, by extension, the cat

states, for this reason.

It is possible to store information in the manifold spanned by the two-component cat

states. We declare our logical 0 and logical 1 as |0L〉 = |C(0 mod 2)
α 〉 and |1L〉 = |C(1 mod 2)

α 〉.
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Figure 3.2: Information encoding and the e�ect of a photon loss for two-component cat
states. (a) |C(0 mod 2)

α 〉 is taken to be |0L〉 and |C(1 mod 2)
α 〉 is taken as |1L〉 for the purpose

of encoding. �e eigenstates of the logical σ̂x operator for this encoding are simply the
individual coherent states with |±L〉 = | + α〉. �e eigenstates of the logical σ̂y are the
parity less Yurke-Stoler cats, here denoted by |Y (0±i1 mod 2)

α 〉. (b) �e e�ect of a single
photon loss on the encoding presented in panel (a). As shown, the eigenstates of σ̂z and
σ̂y of the logical qubit are �ipped, however, the eigenstates of σ̂x remain una�ected since
coherent states are immune to photon loss. As a result, photon loss events create a logical
bit-�ip which is random 180◦ rotation around the x-axis of the Bloch sphere. A photon
loss error also leads some distortion of the cat state manifold. However, such distortion is
suppressed for a large enough |α| (see text).

Note that choosing such a basis has an advantage of making the two logical states com-

pletely orthogonal to each other. �is logical encoding is represented in panel (a) of

Fig. 3.2. As shown in the �gure, the eigenstates of the logical σ̂x operator are

|±L〉 =
|C(0 mod 2)
α 〉 ± |C(1 mod 2)

α 〉√
2

≈ | ± α〉 for e−2|α|2 � 1. (3.8)

Similarly, the eigenstates of the logical σ̂y operator are the so called Yurke-Stoler cats [Yurke

and Stoler, 1986] which we here denote as |Y (0±i1 mod 2)
α 〉. �e notation (0± i1 mod 2) im-

plies a superposition of a (0 mod 2) and ±i times the (1 mod 2) cat, i.e.

|Y (0±i1 mod 2)
α 〉 =

|C(0 mod 2)
α 〉 ± i|C(1 mod 2)

α 〉√
2

≈ |α〉 ∓ i| − α〉√
2

for e−2|α|2 � 1. (3.9)
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Here we have ignored a global phase while representing in terms of | ±α〉. An expansion

of the |Y (0±i1 mod 2)
α 〉 cats in terms of the contributing Fock states shows that both even and

odd Fock states contribute. �erefore, these are not the eigenstates of the parity operator.

As a result, these states are sometimes termed as the parity-less cats.

Figure 3.2b shows the e�ect of loosing a single-photon on our code space. We model

this error by acting the destruction operator â on the states in the code space. As one

would expect a single photon loss takes an even state into an odd state and vice versa.

�at is

â|C(0 mod 2)
α 〉 =

αN
(0 mod 2)
α

N
(1 mod 2)
α

|C(1 mod 2)
α 〉

and â|C(1 mod 2)
α 〉 =

αN
(1 mod 2)
α

N
(0 mod 2)
α

|C(0 mod 2)
α 〉. (3.10)

�e photon loss also �ips the eigenstates of logical σ̂y operator as shown in the �gure.

Only the coherent states, which are approximately the eigenstates of the logical σ̂x op-

erator (â† + â) for a large enough α, remain unchanged. �erefore, the loss of a single

photon is essentially a logical bit-�ip error in the code space of the two-component cat

states, and we are not protected from such error. In addition, there is a slight distortion

of the code-space since the constants αN
(0 mod 2)
α

N
(1 mod 2)
α

and αN
(1 mod 2)
α

N
(0 mod 2)
α

are not equal to each other.

For large cat sizes, the di�erence is exponentially suppressed and, thus, we ignore such

distortion. Moreover, the rate of this bit-�ip error is ampli�ed since the occupation of

higher Fock states results in faster photon losses. Formally, the bit �ip rate is given by

ΓL−flip =
∣∣〈C(0 mod 2)

α |√κ1phâ|C(1 mod 2)
α 〉

∣∣2 +
∣∣〈C(1 mod 2)

α |√κ1phâ|C(0 mod 2)
α 〉

∣∣2

≈ 2|α|2κ1ph for e−2|α|2 � 1. (3.11)

Here we have used ΓL−flip to denote the rate of logical bit-�ip error and κ1ph is the rate
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Figure 3.3: Fock state population fractions and ideal Wigner functions of four-component
cat states. Panels (a), (b) correspond to the |C(0 mod 4)

α=2 〉 where only (4n)th Fock states are
occupied. Panels (c), (d) correspond to |C(1 mod 4)

α=2 〉 cat states with (4n + 1)th Fock states
occupied. Similarly, panels (e), (f) and (g), (h) correspond to |C(2 mod 4)

α=2 〉 and |C(3 mod 4)
α=2 〉 cat

states respectively, with (4n + 2)th and (4n + 3)th Fock states occupied. �e Fock state
distributions are again centered around average photon-number n̄ = 4.

of photon loss for the harmonic oscillator. �erefore, the rate of bit-�ips increases with

the increasing size (|α|2) of the cat-states. In the next sub-section, we discuss the four-

component cat states which o�er protection against the photon loss error as well.

3.1.2 Four-component cats and protection against photon loss

�e four-component cat states are equal superpositions of four-coherent states |±α〉 and

| ± iα〉 given by

|C(kmod 4)
α 〉 = N (kmod 4)

α

[
|α〉+ (−1)k| − α〉+ (−i)k|iα〉+ (i)k| − iα〉

]
, (3.12)
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where k ∈ W. Note that there are four such states since (kmod 4) ∈ {0, 1, 2, 3}. �e

normalization constants N (kmod 4) are

N (kmod 4)
α =

1

2
√

1 + (−1)ke−2|α|2 + 2e−|α|2Re (ike−i|α|2)
≈ 1

2
for e−2|α|2 � 1. (3.13)

In order to keep our expressions simple, we will repeatedly make use of the N (kmod 4)
α ≈

1/2 approximation. �e expansion of four-component cat states in terms of the Fock

states is

|C(kmod 4)
α 〉 = 4N (kmod 4)

α e−
|α|2

2

∞∑

n=0

α4n+k

√
(4n+ k)!

|4n+ k〉. (3.14)

It is clear from these expressions that only the (4n + k)th Fock states participate in a

(kmod 4) cat state. �e Fock state population distribution and the Wigner functions of

the four-component cat states are plo�ed in Fig. 3.3 assuming α = 2. Along with the

photon-number parity Π̂, these states are also the eigenstates of the, so-called, super-

parity
√

Π̂ = eiπâ
†â/2 with

√
Π̂|C(kmod 4)

α 〉 = ik|C(kmod 4)
α 〉. Note that there are four distinct

eigenvalues of the super-parity operator.

�e availability of two even-parity and two odd-parity states allows us to engineer

protection against the photon loss errors. Let us �rst discuss the e�ect of loosing a single

photon on the four-component cat states. We again utilize the destruction operator â to

model the loss. Action of â on the cat state |C(kmod 4)
α 〉 is given by

â|C(kmod 4)
α 〉 = α

N
(kmod 4)
α

N
(k−1 mod 4)
α

|C(k−1 mod 4)
α 〉 ≈ α|C(k−1 mod 4)

α 〉. (3.15)

�is implies that the cat states are connected to each other in a cycle with

(3 mod 4)→ (2 mod 4)→ (1 mod 4)→ (0 mod 4)→ (−1 mod 4) = (3 mod 4)
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â

â
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|C(0mod 2)
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iα 〉

Figure 3.4: Four-component cat state encoding and e�ect of photon loss. (a) Encoding in
an even manifold with the six cardinal states and their ideal Wigner functions as shown.
(b) E�ect of a photon loss on the encoding manifold. �e systems shi�s to an orthogonal
odd-manifold. (c) E�ect of a second photon loss. �e system reverts back to an even mani-
fold, however, undergoes an e�ective Bit-�ip compared to the original encoding manifold.
(d) A third photon loss results in an odd manifold. �e encoding here has undergone a bit-
�ip when compared to the encoding in panel (b). A further photon loss brings the system
back to the original manifold. It is possible to retrieve the stored information as long as
each of the photon-jumps are tracked. Missing a photon-jump, i.e. loss of two-photons,
results in a bit-�ip error. Every photon loss event also leads to an additional distortion of
the code space which is suppressed for large enough |α| (see Sec. 3.1.3).
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under the action of successive photon losses. �erefore, if we encode the information

in the even manifold, spanned by |C(0 mod 4)
α 〉 and |C(2 mod 4)

α 〉, then loss of a single photon

results in the system going to a completely orthogonal manifold, spanned by |C(3 mod 4)
α 〉

and |C(1 mod 4)
α 〉, leading to a correctable error. In the language of the last chapter (Ch. 2),

the code-space

Ceven
α = Span{|0L〉 = |C(0 mod 4)

α 〉, |1L〉 = |C(2 mod 4)
α 〉} (3.16)

satis�es the Knill-La�amme conditions in the diagonal form for the set of error operators

E = {F̂0 = Î , F̂1 = â}1. We denote the error space âCeven
α as Codd

α . �e Bloch-sphere

corresponding to Ceven
α and Codd

α are depicted in Fig. 3.4, panel a and b respectively. �e

Bloch spheres in those panels are given red and blue colors in order to associate them

with the parity of the respective sub-spaces. In addition, the �gure shows the eigenstates

of logical σ̂x and σ̂y operators. �e |±L〉 states are two-component cat states which are

rotated by π/2 with respect to each other. �e eigenstates of logical σ̂y are denoted as

|Y (p+iqmod 4)
α 〉 where

|Y (p+iqmod 4)
α 〉 =

1√
2

(
|C(pmod 4)
α 〉+ i|C(qmod 4)

α 〉
)
. (3.17)

�e e�ects of two and three photon loss events are also depicted in the �gure. Two-

photon losses, i.e. â2Ceven
α , results in a transition to the even parity space, however, the

de�nition of the logical 0 and 1 states is �ipped as shown in Fig. 3.4c. �is implies that the

loss of two consecutive photons from the code-space is a logical bit-�ip error. Moreover,

such an error cannot be detected, since the error space â2Ceven
α overlaps with original code-

1�ere is a caveat here. Due to slightly di�erent normalization factors, 〈C(0mod 4)
α |â†â|C(0mod 4)

α 〉 and
〈C(2mod 4)
α |â†â|C(2mod 4)

α 〉 are di�erent from each other by O(|α|2e−2|α|2). �is leads to a distortion of the
of the cat state manifold. See Sec. 3.1.3 for further details.
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space. Similarly, loosing three consecutive photons gives the encoding shown in Fig. 3.4d.

�is sub-space overlaps with the single photon loss subspace Codd
α . A further photon loss

results in the system going back to the original code-space. Since every photon loss event

causes a jump in the parity of the system, it is possible to track exactly which manifold

the system ends up in, as long as all the parity-jumps can be observed. Since the Kraus

operator describing l photon jumps in a time interval τ is given by

M̂l,photon−loss =

√
(1− e−κ1phτ )l

l!
âl, (3.18)

the probability of l photon jumps from a cat state with coherent state amplitude α is given

by

pl−jumps =
|α|2l(1− e−κ1phτ )l

l!
≈ (|α|2κ1phτ)l

l!
for τ � κ1ph. (3.19)

�erefore, if the time interval between two parity measurements is much smaller than

1/(|α|2κ1ph), only a single photon jump occurs with the highest probability. Hence, by

measuring the photon-number parity Π̂ in quick succession, the four-component cat code

can be protected against the photon loss error to the �rst order.

One possible pulse-sequence for monitoring photon-number parity is depicted in Fig. 3.5.

�e idea is to map the parity on an ancillary qubit with unitary gate of the form

Ûmap = (Π̂ + 1)σ̂x/2 (3.20)

on the joint oscillator-qubit system. Such a gate is typically engineered by utilizing the

readily available dispersive interaction of the form

Ĥdispersive = −χaqn̂|e〉〈e| (3.21)
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(a)

Yπ/2 Yπ/2
t = π/χaq

X Y

Z

X Y

Z

X Y

Z
(c)

t = 0 t < π/χaq t = π/χaq

(b)
|ψ〉

|0〉

|ψ〉

|0〉

Π e−iχaqtn̂|e〉〈e|

Figure 3.5: (a) Symbol of the Ûmap = (Π̂ + 1)σ̂x/2 gate which maps the photon-number
parity of the harmonic oscillator to the state of the qubit. (b) Pulse sequence for imple-
menting the Ûmap gate with the help of the dispersive Hamiltonian Ĥdispersive = −χaqn̂σ̂z .
�e qubit is �rst put in the |+〉 state with the help of aYπ/2 rotation. �e system is allowed
to evolve under the dispersive interaction for t = π/χaq. Finally another Yπ/2 rotation is
applied. Both Yπ/2 rotations are required to be successful irrespective of the state of the
oscillator. (c) �e evolution of the oscillator-qubit system under the action of the disper-
sive interaction. �e �rst Yπ/2 rotation initiate the qubit in |+〉 state irrespective of the
state of the oscillator. �e dispersive interaction entangles the qubit with the oscillator,
since the Bloch-vector of the qubit rotates at the rate of nχaq when the oscillator is in nth

Fock state. At time t = π/χaq all the Bloch vectors corresponding to even Fock states
converge to |+〉 (red arrows) and those corresponding to the odd Fock states converge to
|−〉 (blue arrows). �e following Yπ/2 rotation then maps the even states to |1〉 of the
qubit and the odd states to |0〉.

between the oscillator and the qubit (see Sec. 4.1.2). Panels (b) and (c) of Fig. 3.5 illustrate

how the dispersive interaction is converted to the required Ûmap gate. �e parity of the

oscillator is then inferred by measuring the state of the qubit. A seminal experiment by

N. Ofek and A. Petrenko et al. [Ofek et al., 2016] has demonstrated the use of such parity

measurement to track the photon jumps thus protecting the cat code from the photon loss

error to the �rst order. In their case, a break-even with the single-photon life-time 1/κ1ph

was achieved, in spite of the utilized cat size of |α|2 = 3. �is is one of the �rst examples

of a QEC code achieving break-even.

It is also possible to correct for the loss of a single photon instead of simply monitoring
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the photon-jumps. Such a correction process is proposed in [Leghtas et al., 2013b]. It

involves converting the dispersive interaction to a correction unitary of the form

Ûcorrection = |C(0 mod 4)
α 〉〈C(3 mod 4)

α |+ |C(2 mod 4)
α 〉〈C(1 mod 4)

α |+ Ûrest (3.22)

once a photon-jump is detected. Here Ûrest is added to make sure that Ûcorrection is a uni-

tary on the joint Hilbert-space of the oscillator-qubit system. It is essentially and identity

on the rest of the Hilbert space of the harmonic oscillator. Moreover, the dispersive inter-

action can also be utilized for building a discrete-autonomous feedback that we considered

in Sec. 2.3. Instead of measuring the ancillary qubit a�er the Ûmap gate, a unitary of the

form

Uauto−correction =
(
|C(0 mod 4)
α 〉〈C(3 mod 4)

α |+ |C(2 mod 4)
α 〉〈C(1 mod 4)

α |+ Ûrest

)
⊗|0〉〈0|+Îa⊗|1〉〈1|

(3.23)

applies the correction to the oscillator without the need of knowing the qubit state. Here

we have used ‘⊗’ to avoid confusion between the oscillator states and the qubit states. Post

correction, the qubit needs to be reset by any means available before repeating the same

sequence. �e continuous-autonomous correction against photon loss errors requires an

always-on dissipator of the form

κcorrectionD
[(
|C(0 mod 4)
α 〉〈C(3 mod 4)

α |+ |C(2 mod 4)
α 〉〈C(1 mod 4)

α |
)]
. (3.24)

However, to the best of our knowledge, such a dissipator cannot be built using the disper-

sive interaction. Instead an element which includes an interaction of the form Π̂⊗ σ̂z in

the Hamiltonian is needed. Such an element, in the realm of superconducting circuits, is

proposed by [Cohen et al., 2017].
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As we have seen earlier, the photon losses are not the only errors that a�ect harmonic

oscillators. We also have to deal with the energy relaxation and the dephasing errors. �e

e�ect of these errors is discussed in the next section.

3.1.3 E�ect of energy relaxation and dephasing

In this sub-section we study the e�ect of energy relaxation and dephasing errors on the

cat code encoding. As we discussed in Sec. 1.2.2, the Kraus operator describing the energy

relaxation in a time step τ is

M̂relaxation = e−
1
2
κ1phτn̂. (3.25)

�e Kraus operators describing the dephasing error channel are given by

M̂l,dephasing =

√
(κφt)l

l!
e−

1
2
κφτn̂

2

n̂l for l ∈ N. (3.26)

�erefore, the combined e�ect of one photon loss event, the energy relaxation error and

the dephasing error can be modeled by extending our set of error operators to

E = {Î , â} ∪
{
n̂l
}∞
l=1

(3.27)

However, since the operators n̂l can be normal ordered to linear combinations of â†lâl, it

is equivalent to use

E = {Î , â} ∪
{
â†lâl

}∞
l=1

(3.28)

We further extend this set to include operators of the form â†lâl+1 which, for l > 0,

combine he e�ect of energy relaxation and dephasing with a single photon loss. �us, the
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complete error set that we would like to analyze is

E = {Î , â} ∪
{
â†lâl, â†lâl+1

}∞
l=1

(3.29)

Now, �rst note that any operator of the form â†lâl does not change the parity Π̂ or the

super-parity
√

Π̂ of the cat states. It is, therefore, straightforward to verify that

〈C(kmod 4)
α |â†lâl|C(mmod 4)

α 〉 = 0 for k 6= m. (3.30)

Moreover the code-space and the error-spaces for the four-component cat code satisfy

〈C(kmod 4)
α |â†lâl+1|C(kmod 4)

α 〉 = 〈C(kmod 4)
α |â†lâl+1|C(k−2 mod 4)

α 〉 = 0. (3.31)

�erefore, all the o� diagonal elements and many of the diagonal elements in the Knill-

La�amme conditions are zero. �e issue arises when we have a closer look at the non-

zero diagonal elements. As we discussed in Sec. 2.1.1, for the superpositions in the code-

space to remain un-distorted, the value of these elements should be independent of the

individual states. However, for l 6= 0

〈C(kmod 4)
α |â†lâl|C(kmod 4)

α 〉 − 〈C(k−2 mod 4)
α |â†lâl|C(k−2 mod 4)

α 〉 = O(|α|2le−2|α|2), (3.32)

owing to the di�erence in normalization constants N (kmod 4) for the di�erent cat states.

�is discrepancy results in continuous distortion of the code space over the period of

time. As an example, Fig. 3.6c shows the e�ect of energy relaxation acting in isolation

for t = 1/2κ1ph. Due to this error the constituent coherent states are e�ectively pulled

towards the center of the phase-space, as the coherent state amplitudes change from α to

αe−
1
2
κ1pht. Similarly, Fig. 3.6d shows the e�ect of dephasing error acting in isolation for
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t = 1/2κφ. �e states here are a mixture of multiple mutually rotated cat states. Note that

although the parity of the depicted states remains unchanged, the errors lead to increase

in overlap for the states on the equator thus decreasing their information content. In

general, the energy relaxation and dephasing errors cause the logical Bloch vectors to

shrink towards the Z-axis of the sphere thus causing a logical dephasing error. Moreover,

the photon loss events also give rise to such distortion along with changing the parity,

since the diagonal elements of the Knill-La�amme conditions for this error are given by

l = 1 in Eq. (3.32).

Now the question naturally arises, is it possible to protect against these errors? Up-

front, they don’t satisfy the Knill-La�amme conditions. On the other hand, the discrep-

ancy in Eq. (3.32) is highly suppressed when 2l � |α|2. Moreover, as indicated by

equations (3.30) and (3.31), the distortion induced by these errors leads to leakage out

of the space spanned by the |C(kmod 4)
α 〉 cat states. As a result, it turns out, protecting

against these errors is indeed possible. One way to accomplish this correction is illustrated

in [Leghtas et al., 2013b]. �e underlying principle behind that scheme is to repeatedly

decode the information stored in the cat-qubit on to an ancilla qubit and then re-encode

in the original cat basis. If such a process is repeated faster than the rate of logical de-

phasing, which is suppressed exponentially in cat size, then the accumulation of errors is

prevented, thus protecting the cat qubit. At the same time, since the ancillary qubit holds

the information for some stretches of time, the scheme is sensitive to the decoherence

rate of the ancillary qubit as well. Instead, there exists a more elegant continuous and

autonomous procedure to protect against these and any other errors that are polynomial

in â†â. We discuss such autonomous stabilization in the next section.
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Figure 3.6: (a) Wigner functions of the logical |+L〉 = |C(0 mod 2)
α 〉 and |−L〉 = |C(0 mod 2)

α 〉
for a four-component cat-state encoding. (b) E�ect of loosing a single photon. �e parity
of the states changes from even to odd as we have already discussed earlier. (c) E�ect of
energy relaxation on |±L〉. Under the action of this error the constituent coherent states
shrink towards the ground state, thus making smaller cats as shown. Although the parity
of the cats is unchanged, their orthogonality decreases resulting in eventual loss of infor-
mation. (d) E�ect of dephasing error on |±L〉. Again, the parity of the states is unchanged.
However, due to random rotations in the phase space, the constituent coherent states have
increased overlap with each other, resulting in loss of information. Both energy relaxation
and dephasing errors cause an e�ective dephasing error in the logical qubit.

3.2 Autonomously stabilizing coherent statemanifolds

�e last section illustrated the use of coherent state superpositions for storing information.

From our discussion about energy relaxation and dephasing errors, it emerged that such
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(b) (a) (c) ε1phâ
† + ε∗1phâ

√
κ1phâ

Figure 3.7: (a) An LC circuit coupled to a transmission line. �e transmission line can be
utilized to drive the circuit by sending tones down the line. At the same time, coupling
with the transmission line also leads to amplitude damping since the signal leaked to the
line is irreversibly lost. (b) Cartoon representing a single-photon drive and dissipation
on harmonic oscillator. �e drive connects the nearest neighbor levels in a reversible
manner as indicated by the double-arrows. �e width of the double arrows is increased to
indicate that the matrix elements of the drive get stronger up the ladder. �e dissipation is
indicated by the wavy decaying arrows connecting nearest levels. �e width of the arrows
increase going up the ladder. (c) �e a�ractive potential created by the driven-dissipative
process pulls all the states in the phase-space towards the stabilized coherent state.

errors result in a leakage out of the manifold spanned by the utilized coherent states.

Here we focus on the stabilization of the coherent state manifolds against these leakages

by employing autonomous feedback in the form of driven-dissipative processes on the

harmonic oscillators. It is also possible to stabilize single coherent states and a manifold

of two-component cat states by utilizing clever Hamiltonian terms only [Puri et al., 2017,

Grimm et al., 2019]. However, such scheme for four-component cat states is extremely

hard to implement. �erefore, we solely focus on the driven-dissipative stabilization. Let

us start our discussion with driven-dissipative stabilization of a single coherent state.
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3.2.1 Single-photon driven-dissipative process

Let us consider a harmonic oscillator with a Hamiltonian given by

Ĥ

~
= ωaâ

†â+ cos (ωat+ φ)
(
ε1phâ

† + ε∗1phâ
)

(3.33)

where the �rst term describes the energy levels of the harmonic oscillator and the second

term is a drive. �e frequency of the drive is ωa which is the resonant frequency of the

oscillator and εa accounts for the strength and phase of the drive. We work in an inter-

action picture with respect to Ĥ0 = ~ωaâ†â in order to eliminate the fast rotations in the

phase space of the harmonic oscillator. In this rotating frame the Hamiltonian is given by

Ĥ1ph

~
= ε1phâ

† + ε∗1phâ. (3.34)

Here we have also performed the rotating wave approximation (RWA) to drop the fast

rotating terms of the form e2iωatε1phâ
† + e−2iωatε∗1phâ. In addition to this Hamiltonian we

also consider a single-photon dissipation on the harmonic oscillator given by the Lindblad

term D[
√
κ1phâ]. In practice such single-photon drive and dissipation can be engineered

by hooking up the harmonic oscillator to a transmission line as shown in Fig. 3.7a. �e

drive is applied by sending a tone at the frequency of the oscillator down the transmission

line. �e transmission line also causes dissipation since the signal leaked through the

transmission line to the environment is irreversibly lost. Another cartoon depicting the

single-photon drive and dissipation with the help of harmonic oscillator energy levels is

shown in Fig. 3.7b.

�e master equation for modeling the dynamics of the harmonic oscillator in the pres-
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ence of this drive and dissipation is given by

ρ̇ = − i
~

[
Ĥ1ph, ρ

]
+D[

√
κ1phâ]ρ. (3.35)

So far, we have only studied the deleterious e�ects of the single photon dissipation which

leads to photon loss and energy relaxation errors. However, in presence of the drive, the

steady state of the system turns out to be the coherent state. In order to prove this, let us

perform a li�le bit of algebra on our master-equation as follows:

ρ̇ = − i
~

[
Ĥ1ph, ρ

]
+D[

√
κ1phâ]ρ

= −i
[(
ε1phâ

† + ε∗1phâ
)
, ρ
]

+ κ1phâρâ
† − κ1ph

2

{
â†â, ρ

}

= κ1ph

(
â+

2iε1ph

κ1ph

)
ρ

(
â+

2iε1ph

κ1ph

)†
− κ1ph

2

{(
â+

2iε1ph

κ1ph

)†(
â+

2iε1ph

κ1ph

)
, ρ

}

= κ1phD
[
â+

2iε1ph

κ1ph

]
ρ

= κ1phD [â− α] ρ. (3.36)

Here we have used α = −2iε1ph

κ1ph
in the last step. Now, if ρ = |α〉〈α| then

ρ̇ = κ1phD [â− α] |α〉〈α| = 0, (3.37)

since |α〉 has an eigenstate of â − α with an eigenvalue of 0. In other words |α〉 is in

the Kernel of the â − α operator. Hence, the coherent state |α〉, which is a pure state, is

stabilized by the single-photon driven-dissipative process.

It is clear that the drive in the single photon-driven-dissipative process constantly

provides energy to counter the e�ect of energy relaxation error. However, the driven-

dissipative process also protects against the e�ect of dephasing error when κ1ph � κφ.
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�e dephasing error results into random rotation of coherent state |α〉 to |αeiφ〉. However,

the driven-dissipative process results in a ‘well’ that a�racts all the other coherent states

in the phase space towards the stabilized coherent state |α〉 as shown in Fig. 3.7c. �is

well prevents the coherent state from leaking to any other states in the phase space as

long as κ1ph is much stronger than the rate of the errors. Moreover, such protection is

autonomous since no real time decision making is required. Instead a strong dissipation

and an always on drive are su�cient to protect against errors. Hence, it is interesting to

see if this trick of driven-dissipative processes could be utilized for stabilizing multiple

coherent states and all of their superpositions simultaneously.

3.2.2 Multi-photon driven-dissipative processes

�e last sub-section showed that a single-photon driven-dissipative process stabilizes a

coherent state. However, in order to store information with the help of cat codes, we need

to stabilize a manifold spanned by multiple coherent states and all their superpositions.

In this sub-section we discuss the multi-photon driven-dissipative processes required for

such manifold stabilization. �e focus here is on the error correction properties of these

processes. �e question of how to implemented such highly nonlinear interactions is the

topic of the next chapter (Ch. 4).

An N -photon drive is expressed in the rotating frame of H0 = ~ωaâ†â, as

ĤNph

~
= εNphâ

†N + εNphâ
†N . (3.38)

Similarly, the required N -photon dissipation is modeled by D[âN ] which results in the

master equation

ρ̇ = − i
~

[
ĤNph, ρ

]
+ κNphD[âN ]ρ. (3.39)
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With the help of some algebra, the master equation can again be expressed in a compact

form given by

ρ̇ = κNphD[âN − αN ]ρ. (3.40)

where

α =

(
−2iεNph

κNph

) 1
N

. (3.41)

Note that this equation has multiple solutions. If we take α0 to be one such solution then

α0e
imπ
N is also a solution form ∈ Z. In total there areN unique solutions. As a result, any

coherent state |α0e
imπ
N 〉 for m ∈ [0, N) is in the Kernel of the âN − αN operator and is

stabilized by the N -photon driven-dissipative process. Moreover, any superpositions of

these coherent states given by

|ψ〉 =
N∑

m=0

cm|α0e
imπ
N 〉 (3.42)

are also in the Kernel of the âN − αN and, hence, are also stabilized. �erefore, the N -

photon driven-dissipative process stabilizes the entire manifold spanned by these states.

�e speci�c examples of two- and four-photon driven-dissipative processes are illus-

trated in Fig. 3.8. �e cartoons in panel (a) and (c) of the �gure show that the two-photon

driven-dissipative process connects alternate levels and four-photon driven-dissipative

process connects n, n ± 4 levels with each other. �is serves to illustrate that both the

processes conserve the parity of the system and the four-photon driven-dissipative pro-

cess conserves the super-parity as well. Formally, this can be veri�ed by checking

[Π̂, â2] = [Π̂, â4] = [
√

Π̂, â4] = 0. (3.43)

�us parity (and super-parity) are good quantum numbers for two-photon (four-photon)
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| ± α〉

| ± α〉, | ± iα〉

ε2phâ
†2 + ε∗2phâ

2 √
κ2phâ
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ε4phâ
†4 + ε∗4phâ

4 √
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4
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Figure 3.8: (a) Cartoon representing two-photon drive (double-sided arrows) and dissipa-
tion (decaying wavy arrows). �e drive and dissipation connect the alternate states with
each other and are color coded so that the red-arrows only connect the even states while
blue-arrows only connect the odd states. (b) �e potential created by the two-photon
driven-dissipative process a�racts the coherent states towards one of the two steady states
| ± α〉 as shown. (c) Cartoon representing four-photon drive (double-sided arrows) and
dissipation (decaying wavy arrows). �e arrows connect the nth Fock state to (n ± 4)th

Fock states and the dissipation connects the nth Fock state with the (n− 4)th Fock state.
(d) All the coherent states are a�racted towards the four steady states | ± α〉 and | ± iα〉.

driven-dissipative processes.

�e coherent states stabilized by the two-photon driven-dissipative process are | ±α〉

and that by the four-photon driven-dissipative process are | ± α〉 as well as | ± iα〉. Un-

der the action of the driven-dissipative processes, all the other states in the phase space

are a�racted towards these coherent states as shown in panels (b) and (d) of Fig. 3.8. �is

restoration towards the constituent coherent states allows autonomous correction against

any error that can be modeled as a small displacement in the phase space. Especially, the
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energy relaxation and dephasing errors are suppressed exponentially due to such a cor-

rection. Similar to the case of single-photon driven-dissipative process, the multi-photon

drive continuously provides energy to the system thus the energy relaxation error is not an

issue. In the case of the dephasing error, as long as the rate of stabilization is much greater

than the rate of the dephasing error, i.e. κNph � κφ, the distortion of the individual coher-

ent states is suppressed. Moreover, since making the coherent states further apart leads

to less overlap in spite of the distortions, the rate of logical-dephasing is exponentially

suppressed as the size of coherent states |α|2 is increased. In the case of four-component

cat states, the e�ective rate of dephasing error for e−2|α|2 � 1 can be approximated by

Γφ,cat−qubit =2|〈+L|
√
κφâ

†â|−L〉|2

=
∣∣∣〈C(0 mod 2)

α |√κφâ†â|C(0 mod 2)
iα 〉

∣∣∣
2

=κφ|α|2
∣∣∣〈C(1 mod 2)

α |C(1 mod 2)
iα 〉

∣∣∣
2

≈4|α|2e−2|α|2 sin2(|α|2)κφ. (3.44)

�is exponential protection against the dephasing error is a very useful feature of the cat-

code. Also note that there is some interesting value of |α| where the dephasing is further

suppressed.

In addition to autonomous protection against errors, the con�nement to the cat state

manifold also allows us to simplify the operations on the cat state. When a process acting

on the harmonic oscillator is slower than the ‘rate of con�nement’ given by κNph|α|2N ,

the process can be projected on to the cat manifold to analyze its e�ect. As an example,

the unitary required for introducing a change in the parity could be implemented by a

Hamiltonian of the form (εâ† + ε∗â) as long the rate |ε| � κNph. Such a Hamiltonian

term has been utilized for performing the logical Xϕ rotation in the two-component cat-
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space [Touzard et al., 2018]. Similarly, the dissipator for autonomously correcting photon

loss errors that we discussed in Eq. (3.24) can be simpli�ed to D[
√
κcorrectiona

†(Π̂− 1)] in

presence of a strong four-photon driven-dissipative process.

On the �ip side, the con�nement to the cat state manifold implies that the discrete

parity measurement using dispersive readout does not work in the presence of the driven-

dissipative stabilization. �e evolution of the oscillator-qubit system under the dispersive

interaction can be seen as the di�erent Fock states gaining di�erent phases as function of

time if the qubit is in |1〉. However, the driven-dissipative process will oppose such phase

gain. �erefore, if the rate of con�nement |α|4κ4ph is stronger than the strength of the

dispersive interaction χaq, then the parity measurement will not work. On the other hand

a strong χaq implies that any spurious excitation of the qubit leads to complete dephasing

of the oscillator. To put this more succinctly, since the eiφâ†â operator does not commute

with â4 − α4 at arbitrary values of φ, the discrete parity measurement is not compatible

with the driven-dissipative process. Hence, the stabilization needs to be turned o� in

order to measure the parity as outlined. Of course, if the device for continuous parity

measurement outlined by [Cohen et al., 2017] is implemented then the stabilization and

the parity measurement are compatible, since Π̂ = eiπâ
†â commutes with â4−α4. In Ch. 7

we study another code which simpli�es the photon loss monitoring considerably, thus

allowing stabilization and photon loss error correction simultaneously without needing

the added complication of continuous parity measurement.

3.3 Fault tolerance and cat codes

Let us brie�y discuss the bigger picture of fault tolerance in regards to the cat codes. As

mentioned in Sec. 2.1, along with error correction, one requires the ability to perform

fault-tolerant operations on the logical qubits. Such fault-tolerant operations in the case
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of stabilized two-component cat codes have been proposed recently by [Guillaud and Mir-

rahimi, 2019] and [Puri et al., 2019]. In these proposals, the stabilized two-component cat

qubits are termed as ‘biased noise qubits’, since all except the bit-�ip error channel are

exponentially suppressed. In such a scenario, one requires a universal set of gates which

preserve the bias of the logical qubit in order to perform FTQC. �e two quoted refer-

ences develop bias-preserving CNOT gate between two-component cat qubits. Such a

CNOT gate is made possible by the ability to continuously and adiabatically distort the

cat states by slowly changing α of the constituent coherent states. In other words, the

bias preserving CNOT gate is facilitated by the in�nite dimensional Hilbert space of the

harmonic oscillator. Moreover, the references show that, by concatenating multiple cat

qubits, a completely error protected universal FTQC can be performed. In addition, the

bias of the noise processes gives rise to higher error thresholds on individual components

compared to that needed for QEC codes on unbiased qubits. Such universal set of fault-

tolerant gates have not been developed in the case of four-component cat states as yet.

Since the four-component cat states o�er intrinsic protection against stochastic photon

loss errors, it might be exceptionally bene�cial to develop such operations.

All of these considerations are valid only when we have access to continuous sta-

bilization of the cat code. �erefore, in this thesis we concern ourselves with the im-

plementation of the required driven-dissipative processes, and the possibility of building

continuous and autonomous error correction stochastic photon loss.

3.4 Summary and prelude to the next chapter

We summarize some of the important points that are central to the understanding of the

rest of this thesis:

(i) Four-component cat states can be utilized for encoding a logical qubit which is pro-
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tected from errors on the harmonic oscillator to the �rst order.

(ii) �e photon loss error is monitored by repeatedly measuring the parity of the har-

monic oscillator. As long as the parity jumps are not missed, the stored information

remains intact.

(iii) Discrete monitoring of the parity is accomplished by a utilizing an ancillary qubit

which is dispersively coupled to the oscillator.

(iv) Implementing protection against photon loss in continuous and autonomous man-

ner requires a specially built circuit which measures the parity directly as proposed

in [Cohen et al., 2017].

(v) �e protection against the energy relaxation and dephasing errors in the case of

four-component cat states is best accomplished by a four-photon driven-dissipative

process of the form D[â4 − α4]

As mentioned, the protection against the photon loss error by discrete parity mon-

itoring has already been accomplished [Ofek et al., 2016]. �e continuous parity mea-

surement, autonomous protection against photon loss and the implementation of four-

photon driven-dissipative process are still open challenges. In this thesis, we focus on

how to engineer the highly nonlinear four-photon driven-dissipative process required for

autonomous stabilization of four-component cat states. Moreover, in the �nal chapter of

this thesis, we propose a new code, namely the pair-cat code, which simpli�es the de-

tection of photon loss error. �is simpli�cation brings the continuous and autonomous

protection against photon loss errors, while simultaneously stabilizing the encoding man-

ifold, within the realm of currently available cQED technology.



Chapter 4

Engineering nonlinear

driven-dissipative processes

�e multi-photon driven-dissipative processes that we studied in the last chapter play

an important role of stabilizing the cat state manifolds. �e question naturally arises,

how does one realize these processes in practice? �e current chapter is aimed at an-

swering this question. As we mentioned in Sec. 3.2.1 it is possible to implement a single-

photon driven-dissipative process by coupling the harmonic oscillator to a transmission

line which acts as an environment to which the oscillator dissipates as well as allows

driving of the oscillator. However, the nonlinear drives and dissipation required for im-

plementing multi-photon driven-dissipative processes are not possible with the help of

this limited toolbox. Instead, we need to introduce some form of nonlinearity in the sys-

tem. �e following section (Sec. 4.1) focuses on the Josephson junction transmons, the

nonlinear elements of choice in the domain of superconducting circuits. We also discuss

the coupling of transmons to the harmonic oscillator modes here. Sec. 4.2 illustrates the

realization of two-photon driven-dissipative process with the help of this nonlinearity. In

Sec. 4.3 we move on to the implementation of four-photon driven-dissipative processes.

81
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First, the underlying di�culties behind implementing this higher-order nonlinear process

is discussed. In order to overcome this challenge, we propose and analyze a scheme for

obtaining the required nonlinearity by cascading readily available lower-order nonlinear

processes.

4.1 Nonlinearity in cQED

�e nonlinearity in cQED is provided by the Josephson junctions. In this section we pro-

vide the Hamiltonian for this circuit element and discuss the transmon qubit which will be

the qubit of choice in our case. We also describe the Hamiltonian of a coupled transmon-

oscillator systems and learn how to model the o�-resonant drives on this system which

play an important role in implementing multi-photon driven-dissipative processes.

4.1.1 Josephson junction and transmon

Josephson-junctions are superconducting-insulator-superconducting junctions. �e im-

plementations considered in this thesis, utilize aluminum as the superconductor and alu-

minum oxide as the insulating layer. A cartoon and circuit symbol of a Josephson junction

is shown in Fig. 4.1a. �e Cooper pairs in the superconducting region tunneling across

the insulating layer in a Josephson junction give rise to a potential of the form

U = −EJ cos

(
Φ̂

φ0

)
= −EJ cos (ϕ̂) (4.1)

whereEJ is the Josephson tunneling energy and Φ̂ is the branch �ux through the junction.

We also de�ne ϕ̂ = Φ̂/φ0 to be the superconducting phase across the junction where

φ0 = ~/2e is the reduced magnetic �ux quantum. Here e is the charge of an electron.

Another quantity that is used to characterize Josephson junction is the Josephson inductor
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Figure 4.1: (a) Cartoon and symbol of a Josephson junction. A Josephson junction is
a superconducting-insulator-superconducting (SIS) junction. In cQED implementation
aluminum is used as the superconductor and aluminum-oxide is used as the insulating
layer as shown. �e circuit symbol of a Josephson junction is shown to the right of the
cartoon. �e Josephson energy EJ or the inductance LJ is used for characterizing the
junction. (b) Circuit of a transmon which is essentially a Josephson junction shunted by a
large capacitance. (c) Cartoon of a typical implementation of a transmon. �e two big pads
are made out of aluminum or niobium and they provide the shunting capacitance. �ese
pads also act like antennas which facilitate capacitive coupling with the transmon mode.
(d) �e nonlinear potential and energy-levels of a transmon. Due to the nonlinearity
o�ered by the Josephson junction, the energy eigenstates of the transmon are unequally
spaced. Here ω̃b denotes the renormalized frequency of the b mode and χbb denotes the
anharmonicity of the transmon.

LJ = φ2
0/EJ where φ0 = Φ0/2π is the reduced �ux quantum.

With the Josephson junction as the source of nonlinearity, many circuits that take on

the role of qubits, ampli�ers, frequency-converters etc., have been designed. A recent

review and further references on such circuits can be found in [Krantz et al., 2019, Vool,

2017]. Here, we utilize the transmon circuit, originally proposed by [Koch et al., 2007,

Schreier et al., 2008], as our qubit as well as source of nonlinearity. �e circuit diagram of a

transmon, in its simplest form, is shown in Fig. 4.1b. It consists of a single junction shunted
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by a capacitance. Let the Josephson inductance of the junction be LJ and the capacitance

of the capacitor be C as shown in the �gure. We also de�ne the charging energy of the

capacitor as EC = e2/2C where e is again the charge of an electron. In case of transmon

the ratio of the Josephson energy to the charging energy of the capacitor EJ/EC should

be greater than 50. �is suppresses the sensitivity of the energy eigenstates of transmon

to the charge �uctuations on the capacitor. Under such circumstances, the Hamiltonian

of the transmon is expressed as

Ĥ = 4ECN̂
2 − EJ cos (ϕ̂) =

Q̂2

2C
− EJ cos (ϕ̂) (4.2)

where EC = e2/2C is the charging energy of the capacitor, N̂ is the Cooper pair number

operator and Q̂ = 2eN̂ is the charge operator on the capacitor. In case of the low energy

eigenstates of this Hamiltonian (energy� EJ ), the potential can be expanded around the

minimum at ϕmin = 0 to give

Ĥ =
Q̂2

2C
− EJ + EJ

ϕ̂2

2!
− EJ

ϕ̂4

4!
+ . . . (4.3)

Note that we ignore the constant term −EJ while expanding the cosine. It is simply an

energy o�set. Substituting ϕ̂ = Φ̂/φ0 in the quadratic-term, we get

Ĥ =
Q̂2

2C
+

Φ̂2

2LJ
− EJ −

EJ
4!
ϕ̂4 + . . . (4.4)

�e �rst two terms here look like the Hamiltonian of the harmonic oscillator. Indeed, it is

useful to express this Hamiltonian in terms of the creation and destruction operators as

in the case of the harmonic oscillators. We use

Q̂ = iQZPF(b̂† − b̂)
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ϕ̂ =
Φ̂

φ0

=
ΦZPF

φ0

(b̂† + b̂) = ϕZPF(b̂† + b̂) (4.5)

where b̂† and b̂ are the creation and destruction operator of the transmon mode and

ΦZPF =

√
~ZJ

2

QZPF =

√
~

2ZJ
. (4.6)

with ZJ =
√

LJ
C

. In terms of these b̂† and b̂ the Hamiltonian of the transmon is given by

Ĥ = ~ωb
(
b̂†b̂+

1

2

)
− EJ −

EJ
4!

(
ϕZPF(b̂+ b̂†)

)4

+ . . .

= ~ωb
(
b̂†b̂+

1

2

)
− EJ

[
cos
(
ϕZPF(b̂+ b̂†)

)
+
ϕ2

ZPF

2
(b̂+ b̂†)2

]
(4.7)

with ωb = 1/
√
LJC . In the second row, we have taken the full cosine into account with an

added quadratic term which compensates for the absorption of the quadratic part of the

cosine in ~ωbb̂†b̂. Going forward we ignore the zero point energy ωb/2 and the constant

term −EJ in the cosine expansion since they do not contribute to the energy di�erence

between any two eigenstates.

In order understand the energy levels of the transmon it is helpful to collect the energy

conserving diagonal terms from the fourth-order expansion of the cosine to get

Ĥb,diag

~
= ω̃bb̂

†b̂− χbb
2
b̂†2b̂2 (4.8)

where χbb = EJ
2~ ϕ

4
ZPF = EC

~ is called the anharmonicity and ω̃b = ωb− χbb is the e�ective

resonant frequency of the transmon. Note that this procedure of collecting the diagonal

terms is equivalent to quoting the Hamiltonian up to the �rst order in perturbation theory.

�e energy-eigenstates of the transmon are shown as a cartoon in Fig. 4.1d. Due to the
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anharmonicity term, the energy eigenstates are no longer equally spaced as is clear from

the �gure. In order to avoid confusing the transmon eigenstates with the Fock states of a

harmonic oscillator, hereon we name the lowest four states, |0〉 to |3〉, of the transmon as

|g〉, |e〉, |f〉 and |h〉 respectively. Typically for the transmons that we utilize in this thesis,

Josephson energy EJ/h = 15 to 100 GHz, charging energy EC/h ≈ the anharmonicity

α/2π = 50 to 250 MHz, the frequency ωb/2π = 4 to 9 GHz and ϕZPF = 0.15 to 0.45.

�e transmons constitute the most widely used qubits in cQED. Since the energy levels

are un-equally spaced, the transitions between two levels of the transmon can be selec-

tively addressed. Speci�cally, the ground |g〉 and the �rst excited state |e〉 of the transmon

are used as the |0〉 and |1〉 state of the qubit. In the g − e manifold of the transmons the

correspondence between the transmon operators and the Pauli-operators is as follows:

σ̂− ↔ b̂

σ̂+ ↔ b̂†

σ̂x ↔ (b̂+ b̂†)

σ̂y ↔ i(b̂− b̂†)
(σ̂z + 1)

2
↔ b̂†b̂ (4.9)

�e Xϕ and Yϕ rotations on the transmon qubit are implemented by activating a drive

term of them form

Ĥdrive = ~ε(t) cos(ωdt+ φ)
(
b̂+ b̂†

)
. (4.10)

Here ωd is the frequency of the drive and, for the rotations on the g − e transition, it

is taken to be ωd = ω̃b. �e phase φ decides the axis of rotation. �e Zϕ rotations are

implemented in so�ware by updating the phase φ for all of the following pulses. ε(t) is a
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slowly varying envelope which is typically selected to be a truncated Gaussian given by

ε(t) = A rect

(
t− t0
T

)
e−

(t−t0)2

2σ2 (4.11)

whereA is the amplitude, T ≥ 4σ is total duration, t0 is the center of the pulse and σ is the

standard deviation of the Gaussian. In order to rotate by angleϕwe select
∫ t0+T/2

t0−T/2 dtε(t) =

ϕ. Since the transmon is a multi-level system, one has to be careful while performing these

rotations so that the leakage to the |f〉 or higher states does not occur. If the frequency

spread of the pulse given by 1/σ is much less than the anharmonicity α then, to the �rst

order, leakage to higher excited state is suppressed. More sophisticated pulse shapes have

been developed to further suppress such leakage. We refer an interested reader to [Motzoi

et al., 2009, Reed, 2013] for understanding those techniques and experimental tuning of

the single-qubit rotations. We will assume the availability of these pulses in our future

theoretical as well as experimental discussion. Similarly, the multi-qubit gates between

transmon qubits has also been an area of intense research. �is thesis does not require

such gates and as a result we do not venture into that discussion. �e review article

by [Krantz et al., 2019] is an excellent place for �nding further references on those topics.

Finally, the errors that a�ect transmons are similar to those discussed in the 1.2.1. �e

amplitude damping for a transmon is given byD[
√

Γ↓b̂], heating is given byD[
√

Γ↑b̂
†] and

dephasing is given by D[
√

Γφb̂
†b̂]. We typically quote the error rates on the transmon as

the rate of relaxation given by Γ1 = Γ↑+Γ↓ and the rate of total dephasing Γ2 = Γφ+Γ1/2.

4.1.2 Transmon-cavity system

In this sub-section we focus on coupling the transmon to a harmonic oscillator. Since

our discussions come from the perspective of storing information on harmonic oscillator

and using the transmon as an ancilla for realizing engineered dissipation, we assume that



4.1. Nonlinearity in cQED 88

(a) 

LJLa
Ca Cb

Cc

|g〉
|e〉

|f〉
|0〉

|1〉

|2〉

|3〉

|0〉
|1〉
|2〉
|3〉

(c) 

(b) 

Φ̂a Φ̂b

ω̃b

ω̃b − χbb
ω̃a − χab

ω̃a − 2χab

ω̃a

ω̃
a −

χ
a
b

ω̃
a −

2χ
a
b

ω̃
a

ω̃
b −

χ
a
b

ω̃
b −

2χ
a
b

ω̃
b

ω̃
b −

χ
b
b

(d) 

Cavity

Figure 4.2: (a) Circuit diagram of a transmon (green) coupled to a harmonic oscillator
(purple). For our purposes the harmonic oscillator is taken to be high-Q (Q ≈ 107) and
denoted by le�er a in subscripts. �e transmon is denoted by the le�er b and is taken
to be relatively lower-Q (Q ≈ 104 − 106) as indicated by coupling to transmission line.
�e transmission line also serves the purpose of driving the transmon. In most of the
application a second low-Q harmonic oscillator (Q ≈ 103) is connected is coupled to the
transmon which serves as readout resonator r (Not shown). (b) Cartoon representing the
transmon-oscillator system. �e harmonic oscillator is implemented as a simple metallic
enclosure, i.e. a cavity, which is here represented as an empty box. �e transmon is rep-
resented by two antenna pads and a Josephson junction as discussed previously. (c) �e
energy-level diagram of the joint transmon-oscillator system. Here ω̃a is the renormalized
frequency of the oscillator, ω̃b is the renormalized frequency of the transmon, χab is the
cross-Kerr between transmon and the oscillator and χbb is the anharmonicity of the trans-
mon. �e anharmonicity inherited by the oscillator χaa is too small to be represented at
this scale. (d) Relevant transition frequencies of the system.

the harmonic oscillator is high-Q and the transmon is low-Q. �e circuit diagram of

such transmon-oscillator system is depicted in Fig. 4.2a. In the �gure and throughout

this thesis, a is used for denoting the high-Q oscillator and b for denoting the transmon.

In order to derive the Hamiltonian of this circuit, one �rst writes the Lagrangian with

the Kinetic-energy and potential-energy terms of various circuit elements and then takes
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the Legendre transform. We do not carry out this procedure here explicitly and instead

refer a reader to [Vool, 2017] for further reading. �e Hamiltonian of the circuit a�er the

Legendre transform and quantization is as follows:

Ĥ =
Q̂2
a

2C̃a
+

Φ̂2
a

2La
+
Q̂2
b

2C̃b
− EJ


cos

(
Φ̂b

Φ0

)
+

1

2

(
Φ̂b

Φ0

)2

+

Q̂aQ̂b

2C̃c
. (4.12)

Here the C̃s indicate the re-normalized capacitances that are obtained a�er the Legendre

transform. �e last term Q̂aQ̂b
2C̃c

is essentially the energy stored in the coupling capacitance

and describes the oscillator-transmon coupling. In terms of the creation-destruction op-

erators this Hamiltonian is then wri�en as

Ĥ

~
=ωaâ

†â+ ωbb̂
†b̂− g(â− â†)(b̂− b̂†)

− EJ
~


cos

(
ϕZPF,b(b̂+ b̂†)

)
+

(
ϕZPF,b(b̂+ b̂†)

)2

2


 . (4.13)

�e new quantity introduced here is the coupling strength g which is de�ned as

g =
QZPF,aQZPF,b

2~C̃c
. (4.14)

�e �rst three terms in the transmon-oscillator Hamiltonian are bi-linear. �e nonlinear-

ity is completely captured by the cosine terms. In order to simplify this Hamiltonian, we

�rst deal with the bi-linear part

Ĥbi−linear

~
=ωaâ

†â+ ωbb̂
†b̂− g(â− â†)(b̂− b̂†)

≈ωaâ†â+ ωbb̂
†b̂+ g(â†b̂+ âb̂†). (4.15)
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In the second row, we have ignored the â†b̂† + âb̂ terms since they don’t conserve the

excitation number and, as a result, don’t contribute signi�cantly to the dynamics of the

system. �is can be made clearer by going into an interaction picture with respect to
Ĥ0

~ = ωaâ
†â+ωbb̂

†b̂. �e ignored terms each oscillate at ωa+ωb which is much faster than

the time scales of interest, and thus, the e�ect of these terms essentially averages to zero

on those time scales. �is is called rotating wave approximation (RWA). Going further, it

is bene�cial to diagonalize this bi-linear part of the Hamiltonian. �is is accomplished by

performing the Bogoliubov transformation which changes the operator â and b̂ as follows:

â = cos(θ)Â− sin(θ)B̂

b̂ = sin(θ)Â+ cos(θ)B̂ (4.16)

�e angle θ is given by

θ =
1

2
arctan

(
2g

ωa − ωb

)
, (4.17)

which is chosen such that the term g(â†b̂+ âb̂†) in Eq. 4.15 is canceled. In terms of these

new hybridized operators, the full Hamiltonian is given by

Ĥ

~
= ωAÂ

†Â+ ωBB̂
†B̂ − EJ

~

[
cos(ϕ̂AB) +

1

2
ϕ̂2
AB

]
, (4.18)

where

ωA =
1

2

(
ωa + ωb − sign(ωa − ωb)

√
4g2 + (ωa − ωb)2

)

ωB =
1

2

(
ωa + ωb + sign(ωa − ωb)

√
4g2 + (ωa − ωb)2

)
(4.19)
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are the frequencies of the hybridized modes, and

ϕ̂AB = ϕZPF,b sin(θ)Â+ ϕZPF,b cos(θ)B̂ = ϕAÂ+ ϕBB̂. (4.20)

For the vast majority of transmon-oscillator systems, |ωa−ωb| � g. �is is called the

dispersive regime. In the dispersive regime the frequencies of the hybridized modes are

not much di�erent from original frequencies. Moreover, the participation of mode A in

the cosine is much smaller than that of mode B since ϕA � ϕB . In other words, modes

are not much perturbed due to the hybridization with each other. In addition, we only

have to deal with the diagonalized version of the Hamiltonian in this thesis. �erefore,

in order to keep the notation simple, we hereon replace the uppercase le�ers A, B by the

original small case le�ers a, b. Repeating the above Hamiltonian in this updated notation,

we have
Ĥab

~
= ωaâ

†â+ ωbb̂
†b̂− EJ

~

[
cos(ϕ̂ab) +

1

2
ϕ̂2
ab

]
, (4.21)

with

ϕ̂ab = ϕaâ+ ϕbb̂. (4.22)

In order to understand the energy eigenstates of the Hamiltonian, we again collect the

diagonal terms up to the fourth-order in the cosine. �is gives

Ĥab,diag

~
= ω̃aâ

†â+ ω̃bb̂
†b̂− χabâ†âb̂†b̂−

χaa
2
â†2â2 − χbb

2
b̂†2b̂2 (4.23)

where ω̃a, ω̃b are the e�ective resonant frequencies of the modes, χab is the cross-Kerr

between the two modes and χaa, χbb are the self-Kerrs of the respective modes. �e renor-
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malized resonant frequencies are now given by

ω̃a = ωa − χaa −
χab
2

ω̃b = ωb − χbb −
χab
2

(4.24)

�e expressions for ‘Kerrs’ are

χab = EJϕ
2
aϕ

2
b

χaa =
EJ
2
ϕ4
a

χbb =
EJ
2
ϕ4
b . (4.25)

It is also useful to note that χab =
√

4χaaχbb and, in the dispersive regime, χbb � χab �

χaa. �e level structure of such dispersive Hamiltonian is illustrated in panel (c) and (d)

of Fig. 4.2.

Typically, the systems that we will be dealing with have ωa/2π = 5 − 8 GHz, ϕa =

0.01 − 0.05, ϕb = 0.15 − 0.45, χab/2π = 0.2 − 5 MHz and χaa/2π = 1 − 100 kHz in

addition to the transmon parameters mentioned in the previous section. In our exper-

imental implementations, an additional low-Q (Q = 1000 to 8000) harmonic oscillator

is also coupled to the transmon. Such an oscillator is denoted by le�er r and is utilized

for performing readout or evacuating entropy of the transmon. �e Hamiltonian of such

multi-mode system is similar to those quoted in Eq. (4.21) and Eq. (4.23).
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4.1.3 Modeling o�-resonant drives and dissipation

�e Hamiltonian of the systems in presence of drives is given by

Ĥdriven

~
=
Ĥab

~
+

N∑

k=0

(εke
iωktb̂† + ε∗ke

−iωktb̂), (4.26)

where Ĥab is the transmon-oscillator Hamiltonian quoted in Eq. (4.21), ωk are the frequen-

cies of the drives, εk are the complex amplitudes of the drives and a total of N drives are

applied. Additionally, we have assumed that the drive amplitudes are constant and the

only couple to the transmon mode. �ese assumptions are somewhat relaxed later. We

also assume that the dominant dissipation in the system is due to the amplitude damp-

ing and, for the purpose of analysis, ignore the dephasing errors. �erefore, the master

equation governing the evolution of the system is

ρ̇ = − i
~

[
Ĥdriven, ρ

]
+ κ1phD [â] ρ+ Γ↓D

[
b̂
]
ρ. (4.27)

We now show a series of transformations on the system that simplify the modeling of

nonlinear processes. Let us consider the �rst transformation to be under the Unitary

Ûl = eiωlb̂
†b̂D̂b[ξl]e

−iωlb̂†b̂ (4.28)

where l indicates one of the drives, D̂b denotes displacement on the transmon mode and

ξl =
−iεl

Γ↓
2

+ i(ωl − ωb)
. (4.29)
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Under the action of this unitary, the density matrix ρl = ÛlρÛ
†
l evolves as

ρ̇l =
˙̂
UlÛ

†
l ρl + ρlÛl

˙̂
U †l −

i

~

[
Ĥdriven,l, ρl

]
+ κ1phD [â] ρl + Γ↓D

[
b̂l

]
ρl. (4.30)

where

b̂l = Ûlb̂Û
†
l = b̂+ ξle

−iωlt (4.31)

and

Ĥdriven,l = ÛlĤdrivenÛ
†
l . (4.32)

It is easy to derive the full expression for Ĥdriven,l by replacing b̂ → b̂l everywhere. �e

derivative of the unitary Ûl is given by

˙̂
Ul = iωlb̂

†b̂Ûl + Ûl(−iωlb̂†b̂). (4.33)

Substituting Eq. (4.31) to Eq. (4.33) in Eq. (4.30), and simplifying, we get

ρ̇l = − i
~

[
Ĥdisp,l, ρl

]
+ κ1phD [â] ρl + Γ↓D

[
b̂
]
ρl (4.34)

with

Ĥdisp,l

~
= ωaâ

†â+ωbb̂
†b̂−EJ

~

[
cos (ϕ̂l(t)) +

ϕ̂2
l (t)

2

]
+
∑

k 6=l

(
εke
−iωktb̂† + ε∗ke

iωktb̂
)

(4.35)

where

ϕ̂l(t) = ϕaâ
†â+ ϕbb̂

†b̂+ ϕb
(
ξle
−iωlt + ξ∗l e

iωlt
)
. (4.36)

It is clear from the last three equations that the transformation in Eq. 4.28 has the e�ect

displacing the Hamiltonian (hence the subscript disp) such that the lth drive is absorbed

inside the cosine. We typically use such transformation for drives where |ωl−ωb|/Γ↓ � 1.
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�ere is no formal restriction on εl, however, experimentally speaking |ϕbξl| approaching

1 tends to create chaotic processes [Lescanne et al., 2019a] and hence, we strive to design

systems where such a limit is not reached.

Now, as promised, let us reconsider the assumptions about drives being constant am-

plitudes and only coupling to the transmon. If the time dependence of the amplitude of

the lth drive is much slower than
∣∣∣Γ↓2 + i(ωl − ωb)

∣∣∣ then our analysis remains valid and

the displacement ξl simply inherits the time dependence from εl according to Eq. (4.29). A

faster time dependence leads to distortion of the pulse-shape. Next, the situation in which

the lth drive is coupled to the oscillator instead of the transmon, our e�ective Hamilto-

nian Ĥeff,l from Eq. (4.35) remains the same except for re-normalization of the coupling

displaced drive strength ϕbξl. Hence, our assumption of coupling the drives exclusively

to the transmon does not limit our analysis. In fact, experimentally speaking, under most

circumstances, drives couple through all the modes of the system. However, without loss

of generality we assume them to be coupling to one mode or the other according to the

convenience of the analysis at hand.

It is possible to repeat the above analysis for multiple drives. Say, we want to absorb

the e�ect of three drives, denoted by subscripts l, m, n, into the cosine, then we apply

three successive transformations Ûl, Ûm and Ûn to get

ρ̇ = − i
~

[
Ĥdisp, ρ

]
+ κ1phD [â] ρ+ Γ↓D

[
b̂
]
ρ (4.37)

with

Ĥdisp

~
= ωaâ

†â+ωbb̂
†b̂−EJ

~

[
cos (ϕ̂(t)) +

ϕ̂2(t)

2

]
+
∑

k 6=l,m,n

(
εke
−iωktb̂† + ε∗ke

iωktb̂
)

(4.38)
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where

ϕ̂(t) = ϕaâ
†â+ ϕbb̂

†b̂+ ϕb
∑

j=l,m,n

(
ξje
−iωjt + ξ∗j e

iωjt
)
. (4.39)

Note that we have not added subscripts lmn to ρ, Ĥdisp and ϕ̂(t) in last three equations

to keep the notation simple. An observant reader might object to the notation since the

transformed density matrix ρlmn 6= ρ, the density matrix in the original frame. However,

we treat these density matrices on the same footing due to the following considerations.

If the drives are always on, then the system density matrix is indeed ρlmn. On the other

hand, if the drives are turned on and o�, then, by keeping the ramp-up and ramp-down of

the drives slow compared to
∣∣∣Γ↓2 + i(ωl − ωb)

∣∣∣ one allows for adiabatic evolution between

the un-displaced and the displaced frame, thereby permi�ing us to treat the un-displaced

and the displaced density matrix on the same footing.

While analyzing driven nonlinear processes, we typically expand the cosine in the

e�ective Hamiltonian with the assumption of ||ϕ(t)|| � 1. �is gives

Ĥeff

~
= ωaâ

†â+ ωbb̂
†b̂− EJ

~

(
ϕ̂(t)4

4!
− ϕ̂(t)6

6!
+ . . .

)
+
∑

k 6=l,m,n

(
εke
−iωktb̂† + ε∗ke

iωktb̂
)
.

(4.40)

�e ϕ̂(t)2p terms in the Hamiltonian are called p-wave mixing terms (four-wave, six-wave

etc.). �e four-wave mixing term is the strongest in the transmon-cavity Hamiltonian and

we typically only consider the expansion of the cosine upto the fourth order. It is helpful,

towards our la�er discussion, to isolate the time-independent and diagonal fourth-order

terms and show them explicitly in the rest of the Hamiltonian. We call this diagonal part

Ĥdiag which is

Ĥdiag

~
= ω̃aâ

†â+ ω̃bb̂
†b̂− χabâ†âb̂†b̂−

χaa
2
â†2â2 − χbb

2
b̂†2b̂2. (4.41)
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Although this part looks exactly like the Hamiltonian in Eq. (4.23), the e�ective resonant

frequencies ω̃a and ω̃b are now modi�ed due to the Stark-shi� generated by the lmn drives

in addition to the previous renormalization. �e expressions for ω̃a and ω̃b are

ω̃a = ωa − χaa −
χab
2
−
∑

j=l,m,n

χab|ξj|2

ω̃b = ωb − χbb −
χab
2
−
∑

j=l,m,n

2χaa|ξj|2. (4.42)

�e expressions for the Kerrs are the same as those in Eq. 4.25.

As a �nal remark, let us discuss the pure dephasing of the transmon mode, modeled by

D[b̂†b̂], in this displaced frame. It can be shown that the dephasing noise is converted to

additional single amplitude damping and heating of the transmon mode [Boissonneault

et al., 2009]. However, this e�ect is typically weak and for the purpose of this thesis

dephasing is ignored.

4.2 Engineering two-photon drive and dissipation

�e nonlinearity present in the transmon-oscillator system combined with o�-resonant

drives allows us to engineer a plethora of nonlinear processes. Here, the focus is on the

engineering of multi-photon drives and dissipation. In particular, this section talks about

the two-photon driven-dissipative process.

Let us �rst discuss an intuitive picture for how two-photon driven-dissipative process

is engineered. �e system that we imagine is a high-Q oscillator coupled to a very low-Q

transmon. Now, if we could exchange two-photons of the oscillator with a single excita-

tion of the transmon, then the loss of the transmon excitation results in an e�ective loss

of two-photons of the oscillator. Similarly, if we �rst put an excitation in the transmon

and exchange it for two photons in the oscillator, then the oscillator will gain two photons
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simultaneously thus realizing a two-photon drive. �erefore, exchanging two oscillator

photons with single transmon excitation and vice versa, an interaction between three pho-

tons, is the key to realizing the two-photon driven-dissipative process. However, typically,

such an interaction does not conserve energy, since two oscillator photons might have a

di�erent energy compared to the transmon excitation. How does one bridge the energy

gap? �is is where the four-wave mixing property of the Josephson junction comes in

handy. If an additional ‘pump’ tone is applied, which provides photons that bridge the

energy di�erence, then such a process becomes energy-conserving. Cartoons in Fig. 4.3a

depict such four-wave mixing between two oscillator photons, one transmon excitation

and a pump-photon. We hereby assume that the Stark shi�ed frequency of the trans-

mon, ω̃b, is less than that of the oscillator, ω̃a. As indicated by the cartoon, exchanging

transmon excitation for two oscillator photons requires an additional ωp,2ph = 2ω̃a − ω̃b
energy obtained from the pump. �e other way round, when two oscillator photons are

exchanged for an excitation in the transmon, a pump photon at the same frequency is

released. �e entire two-photon driven-dissipative process engineered with the help of

such two-photon exchange is illustrated using a level diagram in Fig. 4.3b and the involved

frequencies are depicted in Fig. 4.3c.

Having described an intuitive picture for engineering two-photon driven-dissipative

process, let us now show a formal derivation of the two-photon exchange Hamiltonian

and the e�ective master equation of the system. �is derivation is instructive towards our

la�er discussion of four-photon driven-dissipative process.

4.2.1 E�ective equation of motion of the oscillator

Here we formally show that the combination of two-photon exchange process combined

with a drive and dissipation on the transmon mode give rise to a two-photon driven-
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Figure 4.3: (a) Utilization of four-wave mixing for exchanging a transmon excitation for
two photons of the harmonic oscillator and vice versa. Under the assumption that the
e�ective transmon frequency ω̃b is less than the e�ective oscillator frequency ω̃a, an ad-
ditional pump photon at ωp,2ph is required for transmon to oscillator exchange. In the
reverse process, an additional pump photon is released along with the transmon excita-
tion. (b) Representation of the two-photon driven-dissipative process with the help of
a Fock-state ladder. Imagine that the system is in the |g, n〉 state. �e two-photon ex-
change (straight blue arrow) connects |g, n〉 to |e, n− 2〉 with the help of a pump photon
(wave blue arrow) at ωp,2ph. �e |e, n− 2〉 then decays to |g, n− 2〉 due to the transmon
dissipation (decaying wavy green arrow), thus rese�ing the transmon and implementing
two-photon dissipation. Similarly, the system can start in |g, n − 2〉, excite to |e, n − 2〉
due to transmon drive (double sided green arrow) and then connect to |g, n〉 with the
help of two-photon exchange process, e�ectively adding two-photons on the oscillator.
(c) Frequencies involved in two-photon exchange process.

dissipative process on the harmonic oscillator. As discussed previously, the two-photon

exchange is engineered by adding a pump tone at ωp,2ph = 2ω̃a − ω̃b. �e Hamiltonian of

the transmon-oscillator system in presence of this pump tone and the transmon drive is

given by

Ĥ

~
= ωaâ

†â+ ωbb̂
†b̂− EJ

~

[
cos (ϕ̂(t)) +

(ϕ̂(t))2

2

]
+
(
εde
−iωdtb̂† + ε∗de

iωdtb̂
)

(4.43)

where

ϕ̂(t) = ϕa
(
â+ â†

)
+ ϕb

(
b̂+ b̂†

)
+ ϕb

(
ξpe
−iωp,2pht + ξ∗pe

iωp,2pht
)
, (4.44)
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and ωd = ω̃b. We have absorbed the o� resonant pump-tone into the cosine, while keeping

the resonant drive on the transmon outside the cosine. Additionally, the e�ective frequen-

cies ω̃a,b are utilized while de�ning the pump and drive frequencies in anticipation of the

renormalization to the nonlinearity and the pump-induced Stark-shi�s. We expand the

cosine up to the fourth order to get

Ĥ

~
=ω̃aâ

†â+ ω̃bb̂
†b̂− χabâ†âb̂†b̂−

χaa
2
â†2â2 − χbb

2
b̂†2b̂2

+
(
g2phe

−iωp,2phtâ2†b̂+ g∗2phe
iωp,2phtâ2b̂†

)
+
(
εde
−iωdtb̂† + ε∗de

iωdtb̂
)

+
Ĥrest

~
.

(4.45)

�e terms in the �rst row are simply the e�ective frequencies and the Kerrs with the

expressions for the e�ective frequencies given by

ω̃a = ωa − χaa −
χab
2
− χab|ξp|2

ω̃b = ωb − χbb −
χab
2
− 2χaa|ξp|2. (4.46)

�e �rst term in the second row is the two-photon exchange term with

g2ph = −χab
2
ξp. (4.47)

and the second term is the drive on the transmon. Ĥrest represents rest of the terms in the

Hamiltonian. We isolate the two-photon exchange and the transmon drive in this manner

since they conserve energy in spite of not being diagonal. �is becomes clear by going

into the rotating frame with respect to

Ĥ0

~
= ω̃aâ

†â+ ω̃bb̂
†b̂ (4.48)
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and keeping only the non-rotating terms. In other words, performing an RWA to the �rst

order. Under such RWA, our Hamiltonian becomes

ĤRWA

~
=− χabâ†âb̂†b̂−

χaa
2
â†2â2 − χbb

2
b̂†2b̂2

+
(
g2phâ

2†b̂+ g∗2phâ
2b̂†
)

+
(
εdb̂
† + ε∗db̂

)
. (4.49)

It is clear from inspecting this Hamiltonian that we indeed have a resonant two-photon

exchange process as well as a resonant drive on the transmon.

�e equation of motion of the complete transmon-resonator system is given by

ρ̇ = − i
~

[
ĤRWA, ρ

]
+ κ1phD[â]ρ+ Γ↓D[b̂]ρ. (4.50)

In the regime where χab
Γ↓
,
|g2ph|

Γ↓
, |εd|

Γ↓
∼ δ � 1 and χaa

Γ↓
,
κ1ph

Γ↓
∼ δ2, it is possible to perform the

so called adiabatic elimination [Wiseman and Milburn, 1993, 1994] of the transmon degree

of freedom to get the e�ective master equation of the oscillator. Such an elimination,

in our context, is explained in the supplementary material of [Leghtas et al., 2015]. We

repeat the derivation here for the sake of completeness. Such adiabatic elimination will be

repeatedly utilized in this thesis. �e elimination is carried out by looking for a solution

to the master equation of the form

ρ = ρgg|g〉〈g|+ δρge|g〉〈e|+ δρeg|e〉〈g|+ δ2ρee|e〉〈e|. (4.51)

Note that we have limited the system to the g − e manifold of the transmon since none

of our drives lead to a leakage out of this manifold. �e e�ective density matrix of the

oscillator is given by Trb(ρ) = ρgg+δ
2ρee. We derive the dynamics of this e�ective density
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matrix up to the second order in δ. �e equation of motion for ρgg is given by

1

Γ↓
ρ̇gg = −i

[
−χaa

2Γ↓
â†2â2, ρgg

]
+
κ1ph

Γ↓
D[â]ρgg − iδ2

(
Â†ρeg − ρgeÂ

)
+ δ2ρee (4.52)

where Â = 1
δΓ↓

(
g∗2phâ

2 + εd
)

is zeroth order in δ. We now need to �nd expressions for

ρge, ρeg and ρee to the zeroth order in δ. �e equation of motion for these are

1

Γ↓
ρ̇eg = −iÂρgg −

1

2
ρeg +O(δ), (4.53)

1

Γ↓
ρ̇ee = −i

(
Âρge + ρegÂ

†
)
− ρee +O(δ), (4.54)

Now, since ρgg only varies as O(δ2) compared to the damping rate which is O(1), we

assume that ρ̇ee = ρ̇ge = 0. �is is called the adiabatic approximation which essentially

assumes that these quantities are continuously in the steady states. �is leads to

ρeg = −2iÂρgg +O(δ)

ρee = 4ÂρggÂ
† +O(δ). (4.55)

Finally, using Eq. (4.52), Eq. (4.55), and the assumption that ρ̇ee = 0, we get the e�ective

master equation of the oscillator mode as

ρ̇a = ρ̇gg = −i
[
ε2phâ

†2 + ε∗2phâ
2 − χaa

2
, ρa

]
+ κ2phD[â2]ρa + κ1phD[â]ρa (4.56)

where

ε2ph = −2ig2phεd
Γ↓

and κ2ph =
4|g2ph|2

Γ↓
. (4.57)

�erefore, we indeed get an e�ective two-photon driven-dissipative process on the oscil-

lator by activating two-photon exchange along with a drive and strong dissipation on
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transmon-oscillator system. �is technique has been utilized to engineer two-photon

driven-dissipative process in three di�erent experiments [Leghtas et al., 2015, Touzard

et al., 2018, Lescanne et al., 2019b]. �erefore, we do not dwell further on this topic and

move onto our discussion on engineering four-photon driven-dissipative process.

4.3 Engineering four-photondriven-dissipative process

�e four-component cat states require a four-photon driven-dissipative process on the

harmonic oscillator in order to stabilize the manifold spanned by these states. �e basic

principle behind engineering such a processes is similar to the one we studied in the last

section for engineering a two-photon driven-dissipative process. �e idea is to enable a

parametric interaction which exchanges four-photons of the oscillator mode with some

excitation of an auxiliary transmon mode. Combining this exchange interaction with a

dissipation and drive on the transmon mode should then results in a four-photon driven-

dissipative process. �e bo�leneck, as it turns out, is the engineering of four-photon ex-

change process. In the next two sub-sections, we focus on this problem and come up with

a feasible way for implementing four-photon exchange. �is is followed by a discussion

on converting this four-photon exchange into a four-photon driven-dissipative process.

4.3.1 Four-photon exchange using six-wave mixing

While implementing two-photon exchange process we utilized the four-wave mixing prop-

erty of the Josephson junction, giving us an e�ective interaction of the form â2b̂† + â†2b̂.

As a straightforward extension of this, one could envision implementing a four-photon

exchange of the form â4b̂† + â†4b̂. �is interaction involves four oscillator photons and

one transmon excitation. Moreover, in order to bridge the energy gap between the four

photons of the oscillator and one excitation of the transmon, that is to make this process
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Figure 4.4: (a) Cartoon of a four-photon exchange performed using the six-wave mixing
property of the Josephson junction. An excitation of the transmon and a pump photon
at ωp,4ph = 4ω̃a − ω̃b are converted to four-photons of the harmonic oscillator and vice-
versa. (b) Explanation of the four-photon exchange and four-photon driven-dissipative
process using the energy levels of the system. Suppose the system starts in the |g, n〉 state
of the oscillator. �e four-photon exchange (indicated by straight blue arrow) takes the
system to |e, n− 4〉 state. A strong |e〉 to |g〉 dissipation on the transmon (decaying wavy
green arrow) will then take the system to |g, n− 4〉 state thus rese�ing the transmon and
e�ectively loosing four-photon on the oscillator. Similarly, if the system starts in |g, n−4〉
then the drive on transmon (double-sided green arrow) excites the system to |e, n − 4〉
state and then the four-photon exchange takes the system to the |g, n〉 state thus adding
four-photons to the oscillator resulting in the four-photon drive. (c) Frequencies involved
in the four-photon exchange process.

resonant / energy conserving, we require at least a single pump-photon at an appropriate

frequency. �erefore, one could envision implementing the four-photon exchange with

the help of the six-wave mixing property of the Josephson junction as depicted in the car-

toons of Fig. 4.4a. As shown, a pump-photon at ωp,4ph = 4ω̃a − ω̃b and a single transmon

excitation can be destroyed to create four-photons of the resonator and vice versa. Panel

(b) of the same �gure shows how this process can be converted into a a four-photon

driven-dissipative process and panel (c) shows the frequencies involved in engineering

such interaction. However, even though this implementation seems plausible, the prob-

lem with such an approach becomes clear once we take a closer look at the achievable
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magnitudes of the four-photon exchange process.

In order to estimate the magnitude of this process let us start with the pumped Hamil-

tonian of the system

Ĥ

~
= ωaâ

†â+ ωbb̂
†b̂− EJ

~

[
(ϕ̂(t))4

4!
− (ϕ̂(t))6

6!
+ . . .

]
(4.58)

with

ϕ̂(t) = ϕa
(
â+ â†

)
+ ϕb

(
b̂+ b̂†

)
+ ϕb

(
ξpe
−iωp,4pht + ξ∗pe

iωp,4pht
)
. (4.59)

�e magnitude of the six-wave mixing term which performs the four-photon exchange is

then given by

|g4ph,6−wave| =
EJ
6!
×
(

6

4

)
× 2× ϕ4

aϕ
2
b |ξp| =

χaa
12

ϕ2
b |ξp| (4.60)

Here,
(

6
4

)
× 2 = 6!

4!2!
× 2 is the combinatorial factor for the four-photon exchange interac-

tion and we have utilized χaa = EJ
2
ϕ4
a. As we have discussed previously ϕb is in the range

0.15− 0.45 for most of our systems and |ξp| isO(1). �erefore, typically, the four-photon

exchange obtained through six-wave mixing is at least an order of magnitude weaker than

the anharmonicity of the oscillator. �e other four-wave mixing terms, like the cross-Kerr

χab completely dominate the six-wave mixing interaction. As a result, naively utilizing

the six-wave mixing property of the transmon mode does not work. �ere could be two

approaches to making the six-wave mixing four-photon exchange usable. �e �rst one is

to replace transmon with circuits that cancel the four-wave mixing terms while keeping

the required six-wave mixing terms. One such circuit has been proposed in [Mirrahimi

et al., 2014]. In fact, a di�erent circuit discussed in Ch. 6 of this thesis and another cir-

cuit proposed and implemented in [Lescanne et al., 2019b] could be adopted to perform

such six-wave mixing process. However, in spite of these improvements, the achievable
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magnitude of six-wave mixing is still comparable to single-photon dissipation rates, thus

hampering the prospect of implementing four-photon driven-dissipative process. �ere-

fore, the second step necessary for utilizing six-wave mixing is to increase the permissi-

ble pump strengths |ξp|. �is task is complicated by the presence of chaotic processes at

higher pump strengths [Sank et al., 2016, Lescanne et al., 2019a]. Work is in progress to

alleviate these issues.

In the next sub-section, we propose a completely di�erent approach to engineering

four-photon exchange process. It turns out, this new approach allows for much stronger

interactions even a�er the circuit and pump-strength improvements that we mentioned

in the last paragraph. Such an approach brings four-photon driven-dissipative processes

squarely into the realm of currently achievable technology.

4.3.2 Four-photon exchange with Raman-assisted cascading

In this sub-section, we propose an alternate method for implementing the four-photon

exchange process which achieves a much higher interaction strength than the six-wave

mixing approach. �e overarching idea is to achieve this higher-order interaction by cas-

cading readily available, lower-order parametric processes. In particular, we cascade two

four-wave mixing processes to achieve the exchange of four oscillator photons with two

excitations of a transmon mode and two pump photons, and vice versa. We have al-

ready seen in Sec. 4.2, that a four-wave mixing process enabled by a pump at frequency

2ω̃a − ω̃b can be employed to exchange two-photons of the oscillator with a single g to

e excitation of the transmon mode. If this exchange is followed by another pump at fre-

quency 2ω̃a − ω̃b + χbb, which exchanges two more photons of the oscillator with an

e to f excitation of the transmon, then we would have exchanged four-photons of the

oscillator with two excitations of the transmon. However, in this format, such a pro-
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Figure 4.5: (a) Explanation of Raman-assisted cascading with the help of energy level di-
agram. Suppose the system starts in the |g, n〉 state. A four wave mixing process (straight
light-blue arrow), enabled by a pump at frequency ωp1 = 2ω̃a − ω̃b −∆, connects |g, n〉
to a virtual state (dashed red line) which is detuned from |e, n − 2〉 by the detuning
∆. Another four wave-mixing process (dark-blue straight arrow), enabled by pump at
ωp2 = 2ω̃a − ω̃b + χbb + ∆ connects the virtual state to the |f, n − 4〉 state, thus ex-
changing four-photons of the oscillator for two excitations in the transmon. An f → g
dissipation on the transmon (decaying wavy green arrow) and a f ↔ g drive (double
sided green arrow) allow for converting the cascaded four-photon exchange into a four-
photon driven-dissipative process. (b) Relevant frequencies involved in Raman-assisted
cascading process. Note the key-role played by the anharmonicity of the transmon χbb in
determining the pump frequencies. (c) Representation of the cascading process in terms
of four-wave mixing diagrams. �e dashed green lines indicate a virtual excitation.
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cess only works stroboscopically since we have to let one exchange �nish before starting

the next one. �ere is no higher-order process generated and we inherit a strong sen-

sitivity to dissipation of the transmon since a relaxation of the transmon a�er the �rst

two-photon exchange will cause an e�ective two-photon loss on the oscillator. Instead,

it is possible to cascade these process in a Raman-like transition in order to achieve an

e�ective higher-order process. �is is accomplished by shi�ing both the pumps from their

respective resonant frequencies with equal and opposite detuning ∆. An energy level di-

agram explaining the resultant Raman-assisted cascaded process is depicted in Fig. 4.5a

and Fig. 4.5c. �e �rst two-photon exchange process now connects the initial |g, n〉 state

of the transmon to a virtual state detuned from |e, n − 2〉 by a detuning ∆. At the same

time, the second two-photon exchange process connects the virtual state to the |f, n− 4〉

state. �is combination, in e�ect, connects the |g, n〉 directly to the |f, n − 4〉 state. To

make this claim more intuitive, note that the individual two-photon exchange processes

do not work, since the pumps do not provide enough energy for completing these pro-

cesses. However, the combination of the two pumps provides the exact energy required

for the |g, n〉 ↔ |f, n−4〉 transition. We give a formal analysis of such cascading process

in this sub-section and show how to convert this four-photon exchange into a four-photon

driven-dissipative process in the next sub-section. It is worth mentioning here that the

conversion to four-photon driven-dissipative process now requires an f ↔ g drive and

an f → g dissipation. We also include the analysis of the f ↔ g drive in this section since

it requires many of the same techniques that we discuss here.

We start our analysis from the pumped Hamiltonian of the system given by

Ĥ

~
= ωaâ

†â+ ωbb̂
†b̂− EJ

~

[
cos (ϕ̂(t)) +

(ϕ̂(t))2

2

]
(4.61)
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with

ϕ̂(t) = ϕa
(
â+ â†

)
+ ϕb

(
b̂+ b̂†

)
+ ϕb

(
3∑

k=1

ξke
−iωpkt + ξ∗ke

iωpkt

)
. (4.62)

�e �rst two pumps are used for addressing the cascaded four-photon exchange. �e third

pump is utilized for performing the g ↔ f drive. �e frequencies of the pumps are given

by

ωp1 = 2ω̃a − ω̃b −∆ + δ

ωp2 = 2ω̃a − (ω̃b − χbb) + ∆ + δ

ωp3 = ω̃b −
χbb
2
− δ

2
, (4.63)

where the renormalized and Stark-shi�ed frequencies ω̃a and ω̃b are

ω̃a = ωa − χaa −
χab
2
− χab

3∑

k=1

|ξk|2

ω̃b = ωb − χbb −
χab
2
− 2χbb

3∑

k=1

|ξk|2. (4.64)

As expected, the �rst pump is detuned from from the |g, n〉 ↔ |e, n − 2〉 transition by

−∆ and the second pump is detuned from the |e, n − 2〉 ↔ |f, n − 4〉 transition with

a detuning +∆. �e additional detuning δ is small compared ∆ and is added in order

to compensate for higher-order frequency shi�s. �e expression for this compensation

becomes clear later in the analysis. Developing the cosine up to fourth-order terms and

keeping only the diagonal and the two-photon exchange terms, we get a Hamiltonian of
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the form

Ĥsys

~
=ω̃aâ

†â+ ω̃bb̂
†b̂− χaa

2
â†2â2 − χbb

2
b̂†2b̂2 − χabb̂†âb̂†b̂

+
∑

k=1,2

(
gke
−iωpktâ†2b̂+ g∗ke

iωpktâ2b̂†
)

+
(
g3e
−2iωp3tb̂2† + g∗3e

2iωp3tb̂2
)
. (4.65)

Here we have ignored all the other terms assuming a su�ciently large frequency dif-

ference, |ω̃a − ω̃b|, between the two modes. In the rotating frame with respect to the

stationary part of the Hamiltonian, those terms oscillate much faster than ∆ and hence

don’t contribute signi�cantly to the dynamics of the system. Finally, the amplitudes of

the nonlinear processes, gk, are expressed as

g1/2 = −χab
2
ξ1/2 and g3 = −χbb

2
ξ2

3 . (4.66)

In order to extract the e�ective dynamics of the system we go into a rotating frame

with respect to
Ĥ0

~
= ω̃aâ

†â+ (ω̃b − δ)b̂†b̂−
χbb
2
b̂†2b̂2 (4.67)

�e Hamiltonian in this interaction picture is given by

ĤI

~
=δb̂†b̂− χaa

2
â†2â2 − χabâ†âb̂†b̂

+ g1 exp
[
i
(
χbbb̂

†b̂+ ∆
)
t
]
â†2b̂+ h.c.

+ g2 exp
[
i
(
χbb

(
b̂†b̂− 1

)
−∆

)
t
]
â†2b̂+ h.c.

+ g3 exp
[
−2iχbb(b̂

†b̂− 2)
]
b̂†2 + h.c.. (4.68)

Here h.c. denotes Hermitian conjugate. Note the presence of b̂†b̂ in the exponents which

appears due the addition of qubit anharmonicity in Ĥ0 (Eq. 4.67). It turns out, to the �rst
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order in RWA only the terms in �rst row and some part of the term in the last row survives.

�e two-photon exchange terms do not contribute to the �rst order in RWA at all, since we

detuned the pumps from their respective resonant frequencies. �e higher order process

resulting from the two-photon exchange can be made apparent by performing RWA to

the second order. �e theory behind second order RWA is developed in [Mirrahimi and

Rouchon, 2015]. Here, however, we simply use the results. �e Hamiltonian to the second

order in RWA is given by

Heff =ĤI − i
(
ĤI − ĤI

)∫
dt
(
ĤI − ĤI

)
(4.69)

where Â = limT→∞
1
T

∫ T
0
Â(t)dt. Substituting for ĤI and evaluating we get

Ĥeff

~
=
(
g4phâ

†4 − ε∗fg
)
σ̂fg +

(
g∗4phâ

4 − εfg
)
σ̂†fg (4.70)

+
(
ζgaaσ̂gg + ζeaaσ̂ee + ζfaaσ̂ff −

χaa
2

)
â†2â2 (4.71)

+ ((χea − χab)σ̂ee + (χfa − 2χab)σ̂ff ) â
†â (4.72)

+

(
δ +

χea
2
− 3|g3|2

χbb

)
σ̂ee +

(
2δ +

χfa
2

)
σ̂ff (4.73)

where we have only considered the �rst three energy levels g, e and f of the junction

mode. �e other energy levels of this mode are never populated in this scheme. �e

transition operators σ̂jk are given by |k〉〈j|. �e �rst row of (4.73) is the four-photon

exchange term and the two-photon g ↔ f drive on the junction mode with

g4ph =
√

2g1g2

(
1

∆
− 1

χbb + ∆

)
and εfg =

√
2g3. (4.74)

Note the importance of the transmon anharmonicity in this expression. Ifχbb = 0 then the

g4ph term vanishes. �erefore the bmode cannot be a harmonic oscillator. In fact χbb � ∆
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regime is the most bene�cial since the g4ph asymptotically approaches the maximum as

χbb increases. In addition to the desired four-photon exchange term, the pumping also

modi�es the cross-Kerr terms by

χea =
4|g2|2
χbb −∆

− 4|g1|2
∆

,

χfa =
8|g2|2

∆
− 8|g1|2
χbb + ∆

(4.75)

and produces higher order interactions

ζgaa =

( |g1|2
∆
− |g2|2
χbb + ∆

)
,

ζeaa =

(
−|g1|2(χbb −∆)

∆(χbb + ∆)
− |g2|2(2χbb + ∆

∆(χbb + ∆)

)
,

ζfaa =

( |g2|2(2χbb + ∆)

∆(χbb −∆)
− |g1|2

2χbb + ∆

)
. (4.76)

Although these frequency changes tend to modify the frequency matching conditions,

the discussion in the next sub-section shows that, in presence of dissipation, only a few

of these higher-order frequency shi�s are important.

In order to show the correctness of the e�ective dynamics, let us consider the oscil-

lations between the states |f, 0〉 and |g, 4〉. �e terms (ζgaaσ̂gg − χaa/2) â†2â2 and (2δ +

χfa/2)σ̂ff produce additional frequency shi�s between |g, 4〉 and |f, 0〉, thus hindering

the oscillations. We counter the e�ect of these terms by selecting parameters such that

ζgaa =
χaa
2

and δ = −χfa
4
. (4.77)

�e numerically obtained results for the dynamics given by Hamiltonian (4.65) (simu-

lated in the rotating frame of ω̃aâ†â + ω̃bb̂
†b̂) is compared with the e�ective dynamics

given by Hamiltonian (4.73) in Fig. 4.6a. �e system parameters are χaa/(2π) = 312 Hz,
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Figure 4.6: Numerical simulations of |g, 4〉 ↔ |f, 0〉 oscillations. Panel (a) compares the
e�ective dynamics given by the Hamiltonian (4.73) with the full dynamics corresponding
to Eq. (4.65). For the four-photon exchange we do not need the g ↔ f Rabi drive (see
text). Consequently we set g3 = 0. We start in the state |f, 0〉 and monitor the population
of |g, 4〉 (blue) and |f, 0〉 (green). (b) Population leakage to the state |e, 2〉. �e system
parameters are χaa/(2π) = 312 Hz, χbb/(2π) = 200 MHz, χab/(2π) = 0.5 MHz. We
choose δ = 153 kHz, ∆ = 50 MHz, g1/(2π) = 899 kHz, g2/(2π) = 2 MHz in order to
satisfy Eq. (4.77). No dissipation is added to the system.

χbb/(2π) = 200 MHz, χab/(2π) = 0.5 MHz. �e values ∆/(2π) = 50 MHz, δ/(2π) =

153 kHz, g1/(2π) = 899 kHz and g2/(2π) = 2 MHz are selected to satisfy Eq. (4.77). �e

third drive g3 is set to zero in this simulation. Note that the strengths of the two-photon

exchange processes |g1| and |g2| are chosen to be stronger than χab. �is turns out to

be necessary for the four-photon exchange as well as the four-photon driven-dissipative

process to work well. We will consider the e�ect of di�erent magnitudes of |g1,2|/χab in

a la�er section. Dynamics given by both, (4.65) and (4.73), show the required oscillations.
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�e slight mismatch between the oscillation frequencies is due to a higher order e�ect

induced by the occupation of the state |e, 2〉. Figure 4.6b shows the population leakage to

the |e, 2〉 state. �is leakage leads to an important limitation of the protocol as we will see

in the next sub-section.

As a �nal point, let us compare the strength of four-photon exchange obtained from

cascading to the one obtained from the six-wave mixing process. �e four-photon ex-

change rate for ∆/2π = 50 MHz, χab/2π = 0.5 MHz and χbb/2π = 200 MHz and

g1,2 = ξ1,2χab/2 is g4ph/2π = |ξ1ξ2| × 5.6 kHz. For the same system parameters, and

assuming a reasonable EJ ≈ 25 GHz, we get the rate of six-wave mixing process to be

around |ξp| × 3.3 Hz where |ξp| is the strength of the pump used to address the six-wave

mixing process. It is clear that the six-wave mixing process is at-least three orders of

magnitude weaker than the cascaded four-wave mixing process. �erefore, exploring the

Raman-assisted cascading is crucial for implementation of four-photon driven-dissipative

process.

4.3.3 Including dissipation on the transmon

As we have mentioned previously, along with the four-photon exchange process, we need

an g ↔ f drive and an f ↔ g dissipation in order to get the full four-photon driven-

dissipative process. We have also studied the implementation of the g ↔ f drive in

the last sub-section along with the four-photon exchange. Let us now focus on adding

strong f → g dissipation to the system so that the transmon degree of freedom can be

adiabatically eliminated (similar to Sec. 4.2). We consider two di�erent ways of adding

such dissipation.

�e �rst is by utilizing the amplitude damping channel of the transmon mode. Under

this channel the transmon dissipates from |f〉 to |e〉 followed by another relaxation from
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Figure 4.7: (a) �e required f → g dissipation through the amplitude damping channel.
�e f state dissipates to e at the rate 2Γ↓ and the e state to g at the rate Γ↓. (b) Engineered
direct f → g dissipation. A two-photon exchange between the transmon and an auxiliary
low-Q system r is enabled by a pump at ωp,fg = 2ω̃b − χbb − ω̃r. �is exchanges two
transmon excitations in the |f, 0r〉 state with a single excitation in the low-Q mode r,
taking the system to |g, 1r〉 state. Loss of this excitation in r results in system going to
|g, 0r〉 an e�ective f → g dissipation for the qubit.

|e〉 to |g〉 as indicated in Fig. 4.7a. It is possible to accomplish our goal of strong f → g

dissipation by making the rate of amplitude damping Γ↓ stronger than all the other rates

in Ĥeff of Eq. (4.73). Although this accomplishes our goal of having an f → g dissipation,

it also leads to an unintended and fatal consequence for the four-component cat code. As

we have discussed in the last section, the Raman-assisted cascading also leads to some

leakage into the intermediate |e, n − 2〉 state. A strong Γ↓ then implies that this leaked

population of the |e, n−2〉 state will then dissipate to the |g, n−2〉 state leading to a two-

photon dissipation on the system which is a logical bit-�ip error for the four-component

cat states. Although the leakage can be suppressed by making the detuning ∆ larger, a

strong e→ g dissipation is not ideal for the system.

�e second way of achieving the required dissipation is by engineering a direct process

which selectively dissipates from f to g without adding any dissipation from e to g. �is

can be achieved by making the transmon mode high-Q (small Γ↓) to suppress the e to

g dissipation and engineering the direct f → g process with the help of an additional
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auxiliary low-Q mode. Let us assume, for the sake of discussion, this low-Q mode is a

readout mode r coupled to the transmon. �en, by enabling a process of the form σ̂fgr̂
†+

σ̂gf r̂ with the help of a pump at 2ω̃b − χbb − ω̃r, one could engineer an e�ective f →

g dissipation on the transmon as shown in Fig. 4.7. Note that this is very similar to a

two-photon driven-dissipative process, except the role of the oscillator is taken up by the

transmon and the dissipation is provided by an auxiliary low-Q oscillator.

�e master equation of the system in presence of ordinary amplitude damping channel

and the engineered f → g dissipation is

ρ̇ = − i
~

[
Ĥsys, ρ

]
+ κ1phD[â]ρ+ Γ↓D[b̂]ρ+ ΓfgD[σ̂fg]ρ. (4.78)

where Ĥsys is the system Hamiltonian before second order RWA mentioned in Eq. (4.65).

In order to correctly model the e�ective dynamics of the system when dissipation is

present, one has to perform the second order RWA in presence of the dissipation. Ap-

pendix A illustrates a way to accomplish this. �e overall idea is to model dissipation

using a Hamiltonian which includes the coupling of the transmon to many low-Q ‘bath’

oscillators. Adiabatic elimination of the bath oscillators then leads to the master equa-

tion in Eq. (4.78). However, in order to obtain the e�ective dynamics, one �rst performs

the second order RWA on the system-bath Hamiltonian and then performs the adia-

batic elimination of the bath degrees of freedom. Going further, under the assumption

2Γ↓+ Γfg �
∣∣∣
∣∣∣ Ĥeff

~

∣∣∣
∣∣∣, where Ĥeff is given in Eq. 4.73, it is possible eliminate the transmon

degree of freedom as well to get the e�ective dynamics of the high-Q oscillator mode.

We quote the result for this oscillator dynamics over here and refer the interested reader

to [Mundhada et al., 2017] or appendix A for a complete derivation. �e dynamics of the
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oscillator is approximated by

ρ̇a = − i
~

[
Ĥeff,a, ρa

]
+ κ1phD[â]ρa + κ2phD[â2]ρa + κ4phD[â4]ρa. (4.79)

with
Ĥeff,a

~
= ε4phâ

†4 + ε4phâ
4 +

(
ζgaa −

χaa
2

)
â†2â2 (4.80)

and

ε4ph = − 2ig4phεfg
Γfg + 2Γ↓

(4.81)

κ2ph =

(∣∣∣g1

∆

∣∣∣
2

+

∣∣∣∣
g2

∆ + χbb

∣∣∣∣
2
)

Γ↓ (4.82)

κ4ph =
4|g4ph|2

Γfg + 2Γ↓
. (4.83)

It is clear from the e�ective dynamics of the oscillator that we have a four-photon driven-

dissipative process. �e term that is worrying is the two-photon dissipation κ2phD[â2].

As me mentioned earlier, this term is arising due to the leakage to the intermediate |e, 2〉

state in the Raman transition. From the expression for κ2ph it is clear that such a term

could be minimized by either increasing ∆ and χbb or by minimizing Γ↓. However, since

the Γ↓ can never be made zero, there is always some amount of logical bit-�ip error intro-

duced by our protocol. How useful is this protocol in that scenario? �e answer comes

from comparing the additional two-photon loss introduced by the protocol to the one in-

herited from loosing single-photon twice in a given time interval τ . �e probability of

loosing two-photons due to κ1ph is given by (|α|2κ1phτ)2/2. �e probability of loosing

two-photons in the same time interval due to the presence of κ2ph is given by |α|4κ2phτ .

�erefore, if κ2ph � κ2
1phτ/2, then the added two-photon loss due to the protocol is much

smaller than the probability of loosing two-photons due to the natural means. In such a
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Figure 4.8: (a) Comparison between the numerical simulation of the full dynamics (FD,
solid lines) given by Eq. (4.78) and the e�ective dynamics (ED, dashed lines) given by
Eq. (4.79) for di�erent values of Γ↓ and Γfg. �e blue curves have Γ↓/2π = 2 MHz and
Γfg = 0. �e green curves have Γ↓/2π = 3 kHz and Γfg/2π = 4 MHz. Although the
resulting κ4ph/2π = 1.65 kHz is the same in both the cases, the rate of two-photon dis-
sipation error κ2ph is suppressed by almost three orders of magnitude when engineered
dissipation is dominant. �e mismatch between e�ective dynamics and the full dynamics
is due to the breakdown of the adiabatic approximation. We discuss this in more detail
in appendix B. See text for other parameters. (b) Wigner function at t = 50 µs for the
Γ↓ = 2 MHz,Γfg = 0, case. �e resultant state is a mixture of |C(0 mod 4)

α=2 〉 and |C(2 mod 4)
α=2 〉

as a result of the induced two-photon dissipation. (c) Wigner function at t = 50 µs for
the Γ↓ = 3 kHz, Γfg = 4 MHz case. �e suppression of two-photon dissipation leads to
high-�delity preparation of |C(0 mod 4)

α=2 〉.

scenario, this protocol is useful since the four-photon driven-dissipative process protects

against all the other errors present on the system. Going further, in Ch. 7 we propose a

new encoding scheme which uses a similar protocol for manifold stabilization, however,

is insensitive to the leakage losses.

In order to establish the validity of the e�ective dynamics, we compare the numeri-

cal simulation of the full dynamics given by Eq. 4.78 with those of e�ective dynamics in
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Eq. 4.79 (see Fig. 4.8a). �e system is started in the ground state and the overlap with

the expected |C(0 mod 4)
α 〉 state is plo�ed as function of time. �e evolution under the full

master equation is represented by solid lines and that under the e�ective master equation

is represented by the dashed lines. �e Hamiltonian parameters are χbb/(2π) = 200 MHz,

χaa/(2π) = 312 Hz, χab/(2π) = 0.5 MHz, ∆/(2π) = 50 MHz, δ/(2π) = 153 kHz,

g2/(2π) = 2 MHz and g1/(2π) = 899 kHz. �e parameters satisfy ζgaa = χaa/2. �e

four-photon exchange rate for these parameters g4ph/(2π) = 41 kHz and the amplitude of

the coherent states in the stabilized cat is given byα =
(
ε∗fg
g4ph

)
= 2. �e single-photon dis-

sipation rate of the oscillator κ1ph is set to zero. In the blue curves Γ↓/(2π) = 2 MHz and

Γfg/(2π) = 0 giving 1/κ4ph = 96 µs and 1/κ2ph = 205 µs. �e full-dynamics (solid lines)

and e�ective dynamics (dashed lines) converge to the same steady state. �e di�erences

at the short time scales arise due to breakdown of adiabatic approximation which has

been elaborated in appendix B. �e inherited two-photon dissipation in this case severely

limits the �delity of the |C(0 mod 4)
α=2 〉 state preparation. �e Wigner function of the resulting

state is shown in Fig. 4.8b. It is a mixture of the |C(0 mod 4)
α=2 〉 and |C(2 mod 4)

α=2 〉 state. On the

other hand, the green curves show the simulation results where Γ↓/(2π) = 3 kHz and

Γfg/(2π) = 4 MHz. �e full dynamics and e�ective dynamics show be�er matching in

this case. Additionally, although κ4ph is maintained to be around the same value as in the

case of blue curves (1/κ4ph = 96 µs), the two-photon error rate κ2ph is suppressed such

that 1/κ2ph = 136 ms. It is clear from the achieved overlap for the green curves and the

Wigner function in Fig. 4.8c that the protocol works much be�er in this case. Moreover,

for the typical values of 1/κ1ph ∼ 0.1 − 1 ms we have a two to three orders of magni-

tude separation between κ2ph and κ1ph. �erefore, for a reasonable value of a time step

τ ∼ 10 µs, which is determined by the frequency of parity measurements, the probability

of two-photon loss due to κ2ph should be less than the probability of two-photon loss due

to κ1ph thus making the added error tolerable.



4.3. Engineering four-photon driven-dissipative process 120

4.3.4 Required pump strengths to overcome Cross-Kerr

In the last sub-section we showed through analysis and simulations that the cascaded four-

photon exchange process indeed produces the required four-pohoton driven-dissipative

process. However, while selecting the parameters for the simulation, we have always

selected the strengths of the two-photon exchange process, g1,2 > χab the cross-Kerr be-

tween the oscillator and the transmon mode. Experimentally speaking, this not always

possible since the pump strengths required to achieve such high two-photon exchange

rates result into other spurious processes as well. What happens if we increase the mag-

nitude of the cross-Kerr? We examine the e�ect of the increasing values of cross-Kerr on

the dynamics of the system in Fig. 4.9. All the other parameters are kept the same as the

previous section. It is clear from this simulation that as the magnitude of χab increases,

the �delity of the process decreases. �e strong cross-Kerr completely distorts the state

of the oscillator which leads to the decrease in �delity. In fact, through many more nu-

merical simulations, we have �gured out, as a rule of thumb, we require g2 ≥ 2χab for the

process to work.

�e reason behind the deleterious e�ect of the cross-Kerr is the following. �e reso-

nant frequencies of the |g, n〉 ↔ |e, n− 2〉 and |e, n− 2〉 ↔ |f, n− 4〉 transitions depend

on n due to the presence of cross-Kerr. �erefore, the pumps have di�erent detuning ∆

from each of these resonances. �is leads to a complete breakdown of the four-photon

exchange process. Moreover, the leakage population in the |e, n − 2〉 state also leads to

continuous entanglement between the transmon and the oscillator in the presence of the

cross-Kerr which adds to the distortion. �erefore, in order for the four-photon driven-

dissipative process to work, it is mandatory to either achieve strong two-photon exchange

rates or cancel out the cross-Kerr. We provide an improved circuit which allows for such

canceling of the cross-Kerr in Ch. 6.
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Figure 4.9: Simulation of the full dynamics, Eq. (4.78), for di�erent values of the cross-
Kerr. All the other parameters are maintained constant at the values speci�ed in the last
section. �e system is started in the ground state and the overlap with the |C(0 mod 4)

α=2 〉
is plo�ed as function of time. It is clear that the increase in cross-Kerr results in lower
�delity of the process.

4.4 Summary and prelude to the next chapter

We summarize some of the important points of this chapter in the following list:

(i) Josephson junction based circuits provide the required nonlinearity in cQED.

(ii) Speci�cally, we utilize the transmon for providing nonlinearity as well as realizing

qubits in our systems.

(iii) �e o�-resonant drives on a transmon-oscillator system enables nonlinear pro-

cesses. Such drives can be modeled by absorbing them in the cosine of transmon

potential.

(iv) Two-photon driven-dissipative process can be realized by utilizing the four-wave

mixing property of the transmon along with an o�-resonant pump.

(v) A similar realization of four-photon driven-dissipative process using the six-wave

mixing property of the Josephson junction results in a weak interaction.



4.4. Summary and prelude to the next chapter 122

(vi) A stronger interaction for implementing four-photon driven-dissipative process can

be obtained by cascading two four-wave mixing processes.

(vii) Combining the cascaded interaction with f → g direct dissipation on the transmon

and f ↔ g drive results in a four-photon driven-dissipative process.

(viii) �e amplitude damping of the transmon in presence of cascading results in two-

photon loss on the harmonic oscillator which is a bit-�ip error on the four-component

cat code. Two-photon loss can be suppressed by suppressing amplitude damping

and increasing the detuning in the cascading process.

(ix) For the cascading to work, the two-photon exchange rate needs to be higher than

the cross-Kerr interaction between the transmon and the oscillator.

�e technique of Raman-assisted cascading of lower-order nonlinear processes to ob-

tain a higher-order nonlinearity is the new, relatively unexplored concept that we have

introduced in this chapter. Such cascading can be utilized for engineering a plethora of

nonlinear processes. In Ch. 7 we utilize cascading for modifying cross-Kerr between two

modes and also for engineering the driven-dissipative process for stabilizing the pair-cat

code. However, to the best of our knowledge, such cascading of two nonlinear processes

has not been implemented before. Hence, in the next chapter (Ch. 5), we focus on exper-

imentally verifying the feasibility of cascading nonlinear processes in this manner. Ch. 6

develops a new four-wave mixing elements which allows for two-photon exchange while

completely canceling the cross-Kerr interaction thereby addressing the issue in point (ix).

Furthermore, in Ch. 7 we show that the pair cat-code can tolerate multiple photon losses

on a single mode and is therefore immune to the two-photon dissipation error, thus pro-

viding a viable solution for the issue in point (vii).



Chapter 5

Demonstration of a cascaded process

From our previous discussion, it is clear that four-photon driven-dissipative process plays

an important role in stabilization of four-component cat states. �e implementation of

such highly nonlinear drive and dissipation requires a four-photon exchange interaction

which swaps four photons of the oscillator with some excitations in a nonlinear transmon

mode. In the last chapter we established that the best way to achieve this interaction is

through Raman-assisted cascading of two four-wave mixing processes that each exchange

two photons of the oscillator for an excitation of the transmon. In fact, we later show that

such Raman-assisted cascading of lower-order processes enables the engineering many

other nonlinear interactions that are useful towards autonomous error correction. �ere-

fore, keeping these applications in mind, here we focus on experimentally verifying the

feasibility of such cascading.

�e speci�c process that we demonstrate is a transition between |f, 0〉 and |g, 4〉 states

of the transmon-oscillator system. �is transition is a a precursor to the â†4|g〉〈f | +

â4|f〉〈g| process which requires all the |f, n〉 ↔ |g, n + 4〉 transitions to occur simul-

taneously. Nonetheless, our implementation of |f, 0〉 ↔ |g, 4〉 transition serves as a proof

of principle for the feasibility of the Raman-assisted cascaded processes. �e next section

123
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Figure 5.1: (a) Explanation of |f, 0〉 ↔ |g, 4〉 oscillation with the help of energy level
diagram of a high-Q harmonic oscillator (hereby called high-Q resonator or storage res-
onator) and a transmon mode (hereby called conversion transmon). Starting in |g, 0〉, the
system is prepared in |f, 0〉 by applying |g〉 → |e〉 and |e〉 → |f〉 Rabi pulses (green
arrows). A pump at frequency ωp2 (dark blue) connects |f, 0〉 to a virtual state, repre-
sented by the dashed red line, detuned from |e, 2〉 with a detuning ∆. A second pump
at frequency ωp1 (light blue) connects the virtual state to |g, 4〉, thus converting the two
transmon excitations into four resonator excitations. (b) Frequency distribution of the
pumps and the transitions involved in the scheme.

(Sec. 5.1) quickly recaps some of the theory required for understanding the work in this

chapter. Sec. 5.2 introduces our experimental setup for demonstrating this process. �e

tuneup and characterization of the pumped transition is undertaken in Sec.s 5.3 and 5.4

respectively. Our data from these sections proves that the Raman-assisted |f, 0〉 ↔ |g, 4〉

transition indeed works as expected. A summary of the current chapter, along with some

future directions are presented in the �nal section (Sec. 5.5).
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5.1 �eory of |f, 0〉 ↔ |g, 4〉 transition

As mentioned in Sec. 4.3.4, the cascaded four-photon exchange between transmon and a

harmonic oscillator requires the strength of the individual four-wave mixing processes to

be stronger than the cross-Kerr interaction between the two modes. Here we get around

this issue by explicitly taking the frequency shi�s due to cross-Kerr into account, which

allows us to demonstrate |f, 0〉 ↔ |g, 4〉 transition without any constraint on the pump

strengths. As a downside, our system cannot show the full four-photon exchange involv-

ing all the |f, n〉 ↔ |g, n+4〉 transitions since the frequency matching condition depends

on n. We address this issue in the next chapter by building a cross-Kerr-free four-wave

mixing device.

In this section we develop the theory of |f, 0〉 ↔ |g, 4〉 transition in presence of strong

cross-Kerr interaction. �is transition is realized by cascading o�-resonant |f, 0〉 ↔ |e, 2〉

enabled by pump at frequency ωp2 and |e, 2〉 ↔ |g, 4〉 enabled by a pump at frequency ωp1

as shown in Fig. 5.1a. �e Hamiltonian of the system in presence of the pumps is given

by

Ĥsys

~
=
Ĥab

~
+
[(
g1e
−iωp1t + g2e

−iωp2t
)
â†2b̂+ h.c.

]
(5.1)

where g1 and g2 are amplitudes of the pumped processes and h.c. denotes Hermitian con-

jugate. �is Hamiltonian is obtained by se�ing g3 = 0 in Eq. (4.65) from the last chapter.

�e �rst term Ĥab is, as usual, the diagonal part of the Hamiltonian with

Ĥab

~
=ω̃aâ

†â+ ω̃bb̂
†b̂− χabâ†âb̂†b̂−

χaa
2
â†2â2 − χbb

2
b̂†2b̂2 ,

By combining the relations in Eq. (4.64) and Eq. (4.66) of the last chapter, we also express
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the Stark shi�s directly in terms of the g1 and g2 as follows:

ω̃a = ωa −
4

χab

(
|g1|2 + |g2|2

)

ω̃b = ωb −
8χbb
χ2
ab

(
|g1|2 + |g2|2

)
. (5.2)

In terms of these quantities, the pump frequencies are expressed as

ωp1 = 2ω̃a − ω̃b + χbb − 2χab + ∆ + δ

ωp2 = 2ω̃a − ω̃b + 2χab −∆ + δ . (5.3)

It is clear from these expressions that the frequency shi�s due to cross-Kerr are explicitly

taken into account. As expected, these two pumps are equally detuned from the |f0〉 ↔

|e2〉 and |e2〉 ↔ |g4〉 transitions by a detuning ∆ (see Fig. 5.1b). �e common shi� in

the pump frequencies, given by δ (not shown in the �gure), helps in accounting for the

anharmonicity of the storage resonator and higher-order frequency shi�s.

In order to derive the e�ective Hamiltonian of the system we go into a rotating frame

with respect to Ĥ0 given by

Ĥ0

~
= ω̃aâ

†â+ (ω̃b − δ)b̂†b̂− χabâ†âb̂†b̂−
χbb
2
b̂†2b̂2.

As opposed to the last chapter, here we have included the cross-Kerr term explicitly in the

rotating frame. Performing RWA to the second order in this rotating frame gives us the

e�ective Hamiltonian

Ĥeff

~
=
(
g4ph|g, 4〉〈f, 0|+ g∗4ph|f, 0〉〈g, 4|

)

+

(
12|g2|2

∆
− 12|g1|2
χbb − 4χab + ∆

− 6χaa

)
|g, 4〉〈g, 4|
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−
(

12|g2|2 + 4|g1|2
∆

− 4|g2|2 + 12|g1|2
χbb − 4χab + ∆

+ χaa + δ

)
|e, 2〉〈e, 2|

+

(
4|g1|2

∆
− 4|g2|2
χbb − 4χab + ∆

− 2δ

)
|f, 0〉〈f, 0| . (5.4)

�e �rst row in the expression for the e�ective Hamiltonian is indeed the |f, 0〉 ↔ |g, 4〉

transition. �e magnitude of g4ph in this expression is given by

g4ph =
√

48g1g2

(
1

∆
− 1

χbb − 4χab + ∆

)
. (5.5)

Here the factor 48 appears due to the
√
n constants in the Fock state expansion of the

destruction operators. All the other terms in the Hamiltonian are the higher-order fre-

quency shi�s. In the experiment, these shi�s need to be compensated, which is accom-

plished by sweeping both the pump frequencies while keeping their di�erence constant at

χbb−4χab+2∆. Such common shi�s of the pump frequencies is modeled by the quantity

δ that we added in expressions for the pump frequencies. We select the value of δ to be

δ = 3χaa +

(
2|g1|2 − 6|g2|2

∆
+

6|g1|2 − 2|g2|2
χbb − 4χab + ∆

)
. (5.6)

�is value is selected to ensure to ensure that the constants in front of the |g, 4〉〈g, 4| and

|f, 0〉〈f, 0| terms in Eq. (5.4) are equal, making the |f, 0〉 ↔ |g, 4〉 transition completely

resonant.

Now that we have all the theory required for modeling the |f, 0〉 ↔ |g, 4〉 transition

in place, let us proceed to the experimental implementation of this transition.
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Figure 5.2: (a) Schematic of the implementation. �e high-Q resonator is formed by an
aluminum λ/4-type 3-dimensional superconducting resonator (magenta), which is disper-
sively coupled to the conversion transmon (green) and the tomography transmon (red).
�e two λ/2 stripline resonators coupled to the transmons are used for performing single-
shot readout of the respective transmons. �e pumps are coupled through a strongly cou-
pled pin at the top of the enclosure which acts as a rectangular waveguide high-pass �lter
with pump frequencies in the pass-band and the mode frequencies in the stop-band. (b)
Cartoon representing the front and side views of the system with the �elds of the high-Q
resonator mode (purple) and that of the coupled pumps (blue). �e red and green arrows
represent the dipole moments of the tomography and conversion transmons respectively.
�e frequency of the high-Q resonator is below the waveguide cuto� and hence the �eld
of this mode decays exponentially towards the top of the wave-guide. Near the post, the
resonator �eld extends symmetrically outwards, enabling a coupling to both the trans-
mons. �e �elds of the pumps on the other hand are parallel to the short edge of the
enclosure and therefore only couple to the conversion transmon. (d) Picture of the Ansys
HFSS design of the system. (e) �e machined system enclosure. (f) An example layout of a
sapphire chip containing a transmon and a λ/2 stripline resonator used as readout mode.
Similar chips are utilized as conversion side and the tomography side in the system. (g)
Scanning electron microscope (SEM) image of a fabricated Josephson junction.
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5.2 Experimental setup

�e experimental setup for testing our transition requires (i) a high-Q storage resonator,

(ii) a transmon mode for the conversion process, and (iii) a second transmon mode to

perform tomography of the storage resonator. In addition, we need to be able to couple

pumps strongly with the conversion transmon, while maintaining the quality factor of

various modes of the system. A schematic of the system is presented in Fig. 5.2a. As

shown, the high-Q storage resonator (T1 = 76µs)1 is realized as a high purity aluminum,

λ/4-type resonator with a frequency of ωa/2π = 8.03 GHz. Such resonators have a ben-

e�t of being seamless, since the seam is located at the top of the enclosure, while the

resonator �eld decays exponentially towards the top as shown in Fig. 5.2b. �e design

and development of such high-Q resonators has been explained fully in [Reagor et al.,

2013]. �e storage resonator is dispersively coupled to two transmons (Fig. 5.2a). �e

transmon indicated by green color is used for the conversion process and is therefore

called the conversion transmon. �is transmon has a frequency of ωb/(2π) = 5.78 GHz,

self-Kerr χbb/(2π) = 122.6 MHz and a cross-Kerr of χab/(2π) = 7.4 MHz with the stor-

age resonator. �e T1 and T2 of this mode are 50µs and 7.6µs respectively. �e second

transmon is employed to perform Wigner tomography on the storage resonator and has a

cross-Kerr of 1.1 MHz with it. Both transmons are coupled to low-Q resonators through

which we perform single-shot measurements of the transmon state. In the case of the

conversion transmon, the measurement distinguishes, in single-shot, between the �rst

three states |g〉, |e〉 and |f〉. �e remaining system parameters are quoted in table 5.1.

�e enclosure of the system acts as a rectangular wave-guide high-pass �lter with

a cuto� at ∼ 9.5 GHz. Since the two pump frequencies, ωp1/(2π) = 10.294 GHz and

ωp2/(2π) = 10.397 GHz, are above the cuto�, they are applied through the strongly cou-
1T1 of this cavity is Purcell limited by the other low-Q modes in the system
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pled (waveguide mode Q ≤ 100) pin at the top. In addition, the low-Q resonator utilized

for measuring the transmon mode is approximately at 9.93 GHz which is also above the

waveguide cuto�. �erefore, this mode primarily couples to the external circuitry through

the strongly coupled pin. �e storage resonator and the transmon modes are below the

cuto�, and are thus protected from relaxation through this pin. �ese modes are driven

by other weakly coupled pins present in the system. �e wave-guide also acts as a polar-

ization �lter. �e orientation of the strongly coupled pin with respect to the wave-guide

forces the pump �elds to be parallel to the shorter edge of the enclosure as shown in

Fig. 5.2b. �ese �elds then preferentially couple to the conversion transmon since the

dipole moment of the conversion transmon is parallel to the �eld. On the other hand,

the high-Q resonator and the tomography qubit are protected from the pumps due to the

respective �eld orientations.

�e entire system is designed using high frequency �nite element simulations with

ANSYS HFSS package and the Hamiltonian of the system is inferred using energy partic-

ipation ratio black-box quantization technique [Nigg et al., 2012]. A picture of the HFSS

design is shown in Fig. 5.2c. �e system enclosure is machined into a single block of high

purity aluminum as shown in Fig. 5.2d. �e central hollow structure contains the post for

realizing the high-Q resonator. �is part is later closed with an aluminum lid. �e trans-

mons are fabricated as Al/AlOx/Al Josephson junctions on a c-plane double-side polished

sapphire wafer using bridge-free electron beam lithography [Lecocq et al., 2011]. �e low-

Q resonators are realized as stripline λ/2 resonators de�ned lithographically in the same

fabrication step as the transmons. A typical layout for the sapphire chip is represented

in Fig. 5.2e and a scanning electron microscope (SEM) image of the junction is shown

in Fig. 5.2f. �e fabricated sapphire chips are inserted into their respective tunnels and

are held with the help of aluminum clamps. �e coupling pins of the system are coaxial

couplers whose coupling strength is tuned by adjusting the length of their exposed pin.
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Conversion
resonator

Conversion
transmon

Storage res-
onator

Tomography
transmon

Tomography
resonator

Conversion
resonator

f: 9.93 GHz
κ: 5.32 MHz

χ: 5.7 MHz NA NA NA

Conversion
transmon χ: 5.7 MHz

f: 5.78 GHz
T1: 50 µs
T2: 7.6 µs
χself : 122 MHz

χ: 7.4 MHz NA NA

Storage
resonator NA χ: 7.4 MHz

f: 8.03 GHz
T1: 72 µs
T2: 56 µs
χself : 122 kHz

χ: 1.1 MHz NA

Tomography
transmon NA NA χ: 1.1 MHz

f: 6.36 GHz
T1: 38 µs
T2: 8.8 µs
χself : 264 MHz

χ: 0.9 MHz

Tomography
resonator NA NA NA χ: 0.9 MHz f: 7.53 GHz

κ: 0.38 MHz

Table 5.1: System parameters for the experiment. Diagonal elements specify the frequen-
cies (f ) and the relaxation rates (T1) of the respective modes. �e dephasing rates (T2)
and the self-Kerrs (χself ) are also speci�ed for the high-Q modes. O� diagonal elements
are the cross-Kerrs (χ) between two modes. In particular it is noteworthy that the modes
for which the cross-Kerr are listed as NA, are indeed isolated from each other physically,
and hence, have negligible cross-Kerr between them.

Figure 5.3 shows a detailed wiring diagram of our measurement setup. �e upper half

contains the room temperature circuitry (above 300 K dashed line) of the experiment and

the lower half shows the wiring inside the dilution refrigerator which is used for cooling

the sample to around 20 mK. We describe some highlights of the system starting from the

bo�om of the diagram and then coming towards the top.

�e strongly coupled waveguide pin serves as the pumping pin as well as the readout

pin for the conversion transmon. All the tones that need to be applied through this pin

are combined with the help of a directional coupler at base. �e directional coupler also

sends most of the pump signal back to room temperature, hence e�ectively a�enuating
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Figure 5.3: Wiring diagram of the measurement setup.
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the strong pump tones without heating up the base plate of the dilution refrigerator. �e

combined signal is further a�enuated and fed to a circulator which sends the signal to

the waveguide pin. �e circulator also directs the re�ected signal from the waveguide

pin towards a Josephson parametric converter (JPC) [Flurin, 2014] which ampli�es the

signal at the conversion resonator frequency and sends it back to the room temperature

via another circulator, isolators and a high electron mobility transistor (HEMT) ampli�er

placed at 4K. �e coupling pin situated close to the conversion arm is weakly coupled

to the system and is used to drive the conversion transmon. �e pin situated on the

tomography arm, however, is strongly coupled to the tomography resonator and is used

for three purposes. Firstly, it is used to readout the tomography resonator in re�ection.

�e signal is routed using two circulators to a SNAIL parametric ampli�er (SPA) [Fra�ini

et al., 2018] and the ampli�ed signal is routed through the circulator towards the output

chain. �e other two purposes of the tomography arm coupling pin are to address the

tomography qubit as well as the storage resonator. All the incoming signals on this pin

are combined at the room temperature itself. �e relaxation time of the storage resonator

is limited because of the coupling to the environment via this pin.

At room temperature, we have �ve generators to address the system and two more

for powering the ampli�ers. �e generators addressing the conversion resonator and the

storage resonator are combined to produce a tone close to the frequencies of the pumps

thus phase locking the two modes with the pumps. �e other three system generators

are used to address the conversion resonator, the tomography qubit and the tomography

resonator. �e frequencies of the �ve system generators is set slightly (around 50 MHz)

away from their required values. �e respective generator pulses are then converted to

the required frequencies and shaped using IQ-mixers shown in the �gure. We also uti-

lize switches on all the lines in order to turn the pulses on and o�. �e IQ mixers and

switches are controlled by a control system consisting of �eld programmable graphical
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array (FPGA) cards and a dedicated computer (not shown in �gure). �e control system

also records the measurement outcome of the system through the interferometric setups

built for the readout. In addition the system is capable of making real time decisions con-

ditioned on the measurement records. We employ this feature occasionally for system

initialization.

5.3 System tuneup

Having discussed the system and measurement setup used for our experiment let us move

on to tune-up of the system. �e basic characterization of the system involves locating

various modes, tuning up the readout and single-qubit pulses, measuring Hamiltonian

parameters and coherence times of various modes, calibrating displacement pulses and

parity measurement time for the high-Q resonator mode etc. We refer an interested

reader to [Reed, 2013] for qubit characterization, [Narla, 2017] for readout calibration

and [Petrenko, 2016] for characterization of the high-Q resonator. Here we assume the

availability of this characterization and focus explicitly on tuneup and tomography of the

|f, 0〉 ↔ |g, 4〉 transition.

5.3.1 Locating |f, 0〉 ↔ |g, 4〉 transition

In order to locate the correct pump frequencies for the transition of interest, we use the

pulse sequence shown in Fig. 5.4a. �e system is initialized in |f0〉 and the two pumps are

applied for a variable period of time. For convenience, the pump frequencies are swept

such that the frequency di�erence is maintained constant at ωp1−ωp2 = χaa−4χab+2∆

while sweeping the average frequency of the pumps. We choose ∆/2π = 5.1 MHz and

g1,2/2π ∼ 0.5 MHz. �e rising and falling edges of the pump pulses are smoothed us-

ing a hyperbolic tangent function with a smoothing time of 192 ns. �ese parameters are
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Figure 5.4: (a) Pulse sequence used for locating the |f, 0〉 ↔ |g4, 〉 resonance of the system.
�e system is initialized in |f, 0〉 by using π-pulses on |g〉 ↔ |e〉 and |e〉 ↔ |f〉 transi-
tions. Following this, the two pumps are applied with varying frequency and duration.
�e frequency di�erence of the two pumps is maintained constant at χbb − 4χab + 2∆
while sweeping the average frequency. Finally an indirect measurement of the storage
resonator population is performed using a photon-number selective π-pulse on the to-
mography transmon and a measurement pulse on the tomography resonator. Optionally,
a measurement of the conversion transmon state can also be performed using a measure-
ment pulse on the conversion resonator. (b) Rabi oscillations in the population of Fock
state |0〉 (P0 color-bar). �e x-axis shows the detuning of pump 1 from the |f, 0〉 ↔ |e, 2〉
transition, the y-axis shows the duration for which the two pumps are applied and the
color is P0. �e frequency landscape above the data explains the origin of the two chevron
like features.
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empirically optimized to reduce the leakage to the |e2〉 state while achieving a g4ph that

is an order of magnitude faster than the decoherence rates of the system. �e resulting

resonator state is characterized by applying a photon-number selective π-pulse [Leghtas

et al., 2013a] on the tomography transmon. �e pulse has a gaussian envelope of width

σsel = 480 ns (total length 4σsel), resulting in a pulse bandwidth of ∼ 332 kHz, which is

less than the cross-Kerr between the tomography transmon and the high-Q resonator. As

a result the tomography transmon is excited only when the storage resonator is in |0〉.

Finally, the state of the tomography transmon is measured. An optional single-shot mea-

surement of the conversion transmon can also be performed as indicated by the dashed

green measurement pulse in Fig. 5.4a.

�e outcome of the described measurement is shown in Fig. 5.4b. �e population frac-

tion of the Fock state |0〉 is plo�ed as a function of the duration for which the pump pulses

are applied and the detuning of the �rst pump ωp1 from the |f0〉 ↔ |e2〉 transition. �e

data displays Rabi oscillations arising from two processes. �e one on the le� occurs when

pump 2 is resonant with the |f0〉 ↔ |e2〉 transition. �e one on the right corresponds to

the two pumps being equally detuned from the |f0〉 ↔ |g2〉 and |e2〉 ↔ |g4〉 transitions.

�is is the Raman-assisted |f0〉 ↔ |g4〉 process of our interest. �e resulting chevron

pa�ern for this transition is narrower since the cascaded transition occurs at a slower

rate than the |f0〉 ↔ |g2〉 transition. From the frequency of the oscillations we extract

g4ph/2π = 0.32 MHz.

5.3.2 Pump-strength calibration

In order to compare the experimental results with theory, accurate measurements of the

pump strengths g1,2 are necessary. However, the pumps experience frequency dependent

a�enuation due to the dispersion in the input lines. Moreover, the coupling strengths
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Figure 5.5: Results of the conversion transmon spectroscopy in presence of the pump
tones. �e pump tones are kept at a �xed frequency and their amplitude is varied. An-
other weak tone with variable frequency is applied near the g ↔ e transition of the
conversion transmon. Finally the excited state population Pe of the conversion transmon
is measured. �e result of the spectroscopy experiment can be ��ed to obtain the Stark
shi� of the conversion transmon as function of the pump powers. (a) Spectroscopy of the
conversion transmon as function pump 1 amplitude. �e second pump is turned o� for
this experiment and the frequency of the �rst pump is selected to be the same as that used
for the |f, 0〉 ↔ |g, 4〉 transition. (b) Spectroscopy of the conversion transmon as func-
tion pump 2 amplitude when the second pump is turned o� and the pump 1 frequency is
the same as that used for the |f, 0〉 ↔ |g, 4〉 transition. In both the cases, at low pump
powers, the Stark-shi� is proportional to the mod-square of the amplitude, as predicted by
Eq. (5.2). We utilize the data below the dashed red lines to calibrate |g1|/(2π) and |g2|/(2π)
as shown in the respective alternate y-axes. Above the red lines, spurious e�ects induced
by higher pump strengths excite the system to higher states. �is is re�ected by the darker
background observed in the data.

of the pumps are also frequency dependent, since the pumps are e�ectively �ltered by

the resonant modes of the system. In order to eliminate these e�ects, we calibrate the

pump amplitudes in separate experiments, by measuring the Stark shi� of the conversion

transmon in presence of individual pumps (with the other pump turned o�). �e pump

frequencies in these measurements are the same as those used for addressing the |f, 0〉 ↔

|g, 4〉 transition. Such Stark shi�, as function of the respective pump amplitudes can be
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inferred from the data shown in Fig. 5.5. Using Eq. (5.2) we can relate the measured Stark

shi�, to the pump amplitudes g1,2. �e Stark shi� of the conversion transmon, due to

pump 1 and pump 2, at the amplitudes utilized in the rest of experiments, is 4.26 MHz and

5.15 MHz respectively. �is results in g1/(2π) = 0.48 MHz and g2/(2π) = 0.53 MHz. For

these parameters, Eq. (5.5) predicts a g4ph/(2π) of 0.33 MHz, in close agreement with the

measured value of g4ph/2π = 0.32 MHz.

�e data shown in Fig. 5.5, along with being useful for pump strength calibration, also

shows one of the major limitations of our current setup. At higher pump strengths, a

change in the background of the plots can be observed. �is change is induced due to the

spurious excitations of the system caused by higher pump strengths. �ese spurious pro-

cesses have been a topic of intense theoretical and experimental research, and have been

explored thoroughly by [Sank et al., 2016, Lescanne et al., 2019a, Verney et al., 2019] . Such

spurious processes, in our system, are neither desirable nor controllable. �erefore, we

avoid this region by deliberately keeping our pump powers lower than the those indicated

by the dashed red lines. On the �ip-side, this prevents us from demonstrating the com-

plete â4|f〉〈g|+ â†4|g〉〈f | process since, as mentioned before, it requires |g1|, |g2| ≥ 2χab.

A solution to this problem is proposed in the next chapter.

5.4 Characterization of four-photon exchange

In order to prove that we have indeed found the |f, 0〉 ↔ |g, 4〉 transition, we perform

two tomography experiments. In the next sub-section we show the results for a partial

tomography where only the populations of various eigenstates of the transmon and stor-

age resonator are measured. �is is followed by conditional Wigner-tomography of the

storage resonator which allows us to prove that the oscillations are indeed coherent.
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5.4.1 Partial tomography and comparison with simulations

Here, we �x our pump frequencies to be resonant with the |f, 0〉 ↔ |g, 4〉 transition and

characterize the populations of various transmon and storage resonator eigenstates. First,

we obtain the populations of di�erent Fock states of the storage resonator, by employing

a pulse sequence similar to the one presented in Fig. 5.4a. Here, however, the frequency

of the photon-number selective pulse on the tomography transmon is varied, whereas

the pumps are applied at a constant frequency. �e result of this measurement is plot-

ted in Fig. 5.6a. �e population fractions of various Fock states are inferred by taking

cross-sections at the resonance frequency of the tomography transmon conditioned on

the number of photons in the resonator. �e resonator oscillates between |0〉 and |4〉

with some leakage to |2〉 due to the �nite detuning ∆ from |e, 2〉 (see the ωT0/2/4 lines in

Fig. 5.6a). �e population appearing in |1〉 and |3〉 is due to �nite energy relaxation time

of the resonator mode. Next, we independently measure the populations of |f〉, |e〉 and

|g〉 states of the conversion transmon using the dashed-green measurement pulse shown

in Fig. 5.4a. �e evolution of the |0〉, |2〉 and |4〉 state populations of the storage resonator

and the corresponding evolution of |f〉, |e〉, |g〉 state populations of the conversion trans-

mon are plo�ed respectively in the le� and right columns of Fig. 5.6b. As expected, the

f − 0, e − 2, and g − 4 populations oscillate in phase with each other. �e amplitude of

the oscillations is limited by the T2 of the conversion qubit and the measurement contrast.

We are also able to resolve an envelope of fast oscillations in the populations of |e〉, |g〉

and |2〉, |4〉 states. �ese are expected for a Raman transition and occur at a rate given by

the detuning ∆.

�e black lines in the plots of Fig. 5.6b show the results of a numerical simulation

of the Lindblad master equation of the conversion transmon plus resonator system. �e
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Figure 5.6: Partial tomography of |f, 0〉 ↔ |g, 4〉 oscillations as a function of time. �e
system is prepared in |f, 0〉 and the two pumps are applied for a variable period of time on
resonance with the |f, 0〉 ↔ |g, 4〉 transition. Following this, a selective pulse with a vari-
able frequency is applied on the tomography transmon enabling an indirect measurement
of various Fock state populations of the storage resonator. (a) Excited state population of
the tomography transmon (colorbar) versus pump duration (x-axis) and the detuning of
the selective π-pulse on the tomography transmon (y-axis). �e y-axis on the right shows
the frequency of the tomography transmon (ωTn) conditioned on the number of photons
n in the storage mode. �e oscillations between the states |0〉 and |4〉 are clear from the
ωT0 and ωT4 lines with some leakage to the state |2〉 (ωT2 line) due to �nite detuning ∆. A
small population is seen in the |1〉 and |3〉 lines due to the �nite coherence time of the stor-
age resonator. (b) Le� column from top to bo�om, |0〉, |2〉 and |4〉 Fock state populations
(magenta), measured along the dashed lines shown in panel (a). Independently measured
populations in |f〉, |e〉 and |g〉 states of the conversion mode (green) are plo�ed in the right
column, respectively, from top to bo�om. �e black lines show the populations obtained
from numerical simulation of the system (see text).
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master equation is given by

ρ̇ =− i

~

[
Ĥsys, ρ

]
+ κ1phD [â] ρ+ κφD

[
â†â
]
ρ+ Γ↓D

[
b̂
]
ρ+ ΓφD

[
b̂†b̂
]
ρ . (5.7)

Here is the system Hamiltonian Ĥsys is the one mentioned in Eq. 5.1. �e decoherence

rates have the same de�nition as before. However, while evaluating the amplitude damp-

ing rates for both the modes we simply assume them to be the inverse of T1 of the respec-

tive modes, i.e. we ignore heating rates of the modes. All parameters used in the simula-

tion are previously known and no ��ing parameters are required. We set the initial state

of the system as |f0〉〈f0| and simulate the master equation with the pump tones on for a

variable amount of time. �e smoothed edges of the pump tones are taken into account

by inducing the same time dependence on g1,2, and adding a time dependent Stark-shi�.

From the resulting density matrix we �nd the populations of the various Fock states and

the |g〉, |e〉, |f〉 states of the transmon. �e obtained populations are scaled such that the

maximum and minimum of each trace, matches with the maximum and minimum of the

corresponding experimental data, in order to account for the measurement contrast. �e

simulation reproduces the experimental results well, including the fast oscillations found

in the data.

5.4.2 Coherence of the oscillations

Finally, in order to demonstrate that the oscillations are coherent, we stop the |f, 0〉 ↔

|g, 4〉 process a�er a quarter of a period (372 ns). �is is expected to prepare a coherent su-

perposition of |f, 0〉, |g, 4〉 given by (|f, 0〉+ |g, 4〉) /
√

2. We experimentally characterize

the state of the system by performing Wigner tomography of the resonator, conditioned

on conversion transmon states. A pulse sequence for such conditioned tomography is

shown in Fig. 5.7. �e essential idea is to measure the state of the conversion trans-
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Figure 5.7: Pulse sequence for preparing the system in (|f, 0〉 + |g, 4〉)/
√

2 and perform-
ing the tomography of the storage resonator conditioned on the state of the conversion
resonator. �e system is �rst prepared in |f, 0〉 by applying π-pulses on ge and ef tran-
sitions. �e pumps are then applied at the |f, 0〉 ↔ |g, 4〉 resonance frequency, however,
the oscillations are stopped a�er a quarter period (372 ns). �e expected state of the sys-
tem at this point is (|f, 0〉+ |g, 4〉) /

√
2. �is is followed by inferring the state of the

conversion transmon by applying a measurement pulse on the conversion resonator. Post
this, the Wigner tomography of the resonator is performed by �rst displacing the storage
resonator through a displacement β and then measuring the photon-number parity of the
resonator by mapping it onto the tomography transmon with a pulse sequence similar
to that described in Fig. 3.5. In post processing, the Wigner tomography data is aver-
aged conditioned on the state of the conversion transmon. In a separate experiment, a
photon-number selective |f, 0〉 → |g, 0〉 transition is applied before measuring the con-
version transmon, in order to disentangle the storage resonator and the transmon. �is is
expected to prepare the storage resonator in (|0〉+ |4〉)/

√
2.

mon before performing the Wigner tomography. �is allows one to average the tomog-

raphy data conditioned on the state of the conversion transmon in post-processing. As

expected, the resonator ends up in Fock state |4〉 (|0〉) when the conversion transmon is

post-selected in |g〉 (|f〉) as shown by Fig. 5.8a (b). Moreover, applying a photon-number

selective f → g pulse on the conversion transmon, conditioned on zero photons in the

storage resonator, can be applied to disentangles the transmon from the resonator, leaving

the system in |g〉 ⊗ (|0〉+ |4〉) /
√

2. �e Wigner function of the resonator a�er applying

this |f, 0〉 → |g, 0〉 pulse and post-selecting the conversion transmon in |g〉 is shown by

Fig. 5.8c. �e Wigner function shows that the resonator is indeed in the (|0〉+ |4〉) /
√

2
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Figure 5.8: Outcome of the conditional Wigner function measurement. Panels (a, b) show
experimental Wigner function of the storage resonator a�er post-selecting the conversion
transmon in the |g〉 and |e〉 states. �is leaves the storage resonator in Fock states |4〉, |0〉
respectively. (d, e) show the ideal Wigner functions of Fock states |4〉, |0〉 for comparison.
Panel (c) shows the Wigner function of the resonator a�er photon-number selective |f, 0〉
to |g, 0〉 transition (indicated by Usel) and post-selecting the conversion transmon in |g〉.
Comparing (c) with the ideal Wigner function of (|0〉 + |4〉)/

√
2 state in (f), shows that

the storage resonator is in a coherent superposition of |0〉 and |4〉, thus indicating that the
|f, 0〉 ↔ |g, 4〉 oscillations are coherent.

state, thus proving that the oscillations are coherent. For comparison, the ideal Wigner

functions of |4〉, |0〉 and (|0〉+ |4〉) /
√

2 are shown in panels d, e and f of Fig. 5.8 respec-

tively. It is also interesting to note that (|0〉+ |4〉) /
√

2 is one of the logical states of the

simplest binomial QEC code [Michael et al., 2016].

5.5 Summary and prelude to the next chapter

In this chapter, we have accomplished an important task of verifying that lower-order

nonlinear processes can indeed be cascaded to engineer higher-order nonlinear interac-
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tion. More importantly, the rate of this highly nonlinear transition is faster than the deco-

herence rates, the oscillations are coherent and follow the theoretical predictions closely.

Such cascading technique can now be utilized as a Hamiltonian engineering tool in a

plethora of applications. We elaborate a few such applications in Ch. 7. �e chapter also

highlights the two limitations of the cascading process that we discussed previously.

(i) We have manged to implement a speci�c transition instead of the entire â4|f〉〈g|+

â†4|g〉〈f | process, where all of the |f, n〉 ↔ |g, (n + 4)〉 transitions are resonant

simultaneously. For such transition we require the strength of the pumped pro-

cesses (|g1,2|) higher than the cross-Kerr terms χab between the storage resonator

and the conversion transmon. However, this is not possible in our current setup

since stronger pumps tend to heat up the conversion transmon to highly excited

states. In the next chapter, we propose a new circuit design which cancels the cross-

Kerr interaction while preserving the the four-wave mixing two-photon exchange

term, thus o�ering a way to achieve |g1,2| > χab while using similar pump strengths.

(ii) A signi�cant leakage to the intermediate state, |e, 2〉, is observed in our experiment.

As discussed in previous chapter, such leakage is fatal for four-component cat states.

Although this a leakage can be minimized by increasing ∆, it comes at the cost of

slowing the entire process. We get around this limitation in Ch. 7 by proposing to

use the pair-cat code, which needs a similar cascading process, however, is immune

to the two-photon loss error inherited from the leakage.



Chapter 6

Cross-Kerr-free four-wave mixing

Previously, we have studied that four-wave mixing property of a Josephson junction is ex-

tremely useful towards building multi-photon driven-dissipative processes. �e diagonal

terms like Kerrs and cross-Kerrs which always accompany the fourth order nonlinearity

are also useful for a plethora of applications. However, for the o�-resonant processes of

our interest, the cross-Kerr term tends to be harmful. In the speci�c example of cascaded

four-photon exchange, the presence of cross-Kerr results in a requirement of seemingly

unachievable pump strengths. Even for two-component cat codes, where cascading is not

required for engineering the driven-dissipative process, the cross-Kerr leads to severe lim-

itations. If the cross-Kerr between the storage resonator and any other mode is stronger

than the rate of con�nement |α|2κ2ph, then any spurious excitation in the coupled mode

translates to a complete dephasing of the cat states. Until recently, this limitation pre-

vented the observation of exponential suppression in logical dephasing rates for these

cats [Touzard et al., 2018] . Furthermore, the storage resonator modes also inherit some

anharmonicity (self-Kerr) due to coupling with transmon mode. �is self-Kerr also leads to

unwanted deterministic evolution of the stored states, which, under many circumstances,

contributes to logical dephasing. �erefore, although four-wave mixing is bene�cial, the
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always on diagonal interactions inherited from four-wave mixing can, in many applica-

tions, create severe limitation. In this chapter, we discuss design and implementation of

a novel circuit that allows certain four-wave mixing interactions, while canceling cross-

Kerr and other diagonal terms in the Hamiltonian. �e next section (Sec. 6.1) discusses

two superconducting circuit elements that will be utilized to engineer the ‘cancellation

circuit’. We explain the design of the circuit in Sec. 6.2 along with an explanation of why

diagonal four-wave mixing terms are cancelled while some of the other processes survive.

Sec. 6.3 explains the design of the system in which we measure the cancellation circuit.

Since the circuit requires magnetic �ux bias, the major part of this section is focused on

devising a novel way to introduce magnetic �ux in a superconducting enclosure. �is

is followed by some preliminary measurement results in Sec. 6.4. Sec. 6.5 compares our

circuit with an alternate design recently demonstrated by [Lescanne et al., 2019b]. �e

similarities and di�erences in these circuits are extremely interesting to explore. �e re-

sults of this chapter are summarized in the �nal section ( Sec. 6.6).

6.1 Required circuit elements

In this section we introduce two �ux-tunable superconducting circuit elements. �e �rst

one is the Superconducting �antum Interference Device (SQUID) which essentially acts

as a Josephson junction with a tunable inductance. Going beyond SQUID, we study a sec-

ond element, called Superconducting Nonlinear Asymmetric Inductive eLement (SNAIL).

�is new element o�ers a fundamentally di�erent potential than a single Josephson junc-

tion and, as a result, is useful towards our goal of building the cancellation circuit. �is

section is focused on analyzing the potential energy terms of these circuit elements clas-

sically. �e quantization can be carried out at a later stage when the elements are inserted

into circuits with respective shunting capacitance.
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Figure 6.1: (a) Circuit diagram of a SQUID. Two junctions are connected in parallel con�g-
uration withEJ,sq denoting the Josephson energy of the bigger junction and αsq denoting
the ratio of two Josephson energies. �e �ux through the loop formed by two junctions is
denoted as Φext,sq and the superconducting phase across the larger junction is denoted by
the phase operator ϕ̂′sq. (b) Four-wave mixing coe�cient (c4,sq) of a SQUID, as function of
αsq and Φext,sq. It is clear that c4,sq is always less than or equal to zero.

6.1.1 SQUID

�e circuit diagram of a SQUID is shown in Fig. 6.1a. It is essentially formed by two

Josephson junction connected in a parallel con�guration. �e two junctions need not

have equal Josephson energies. We parameterize a SQUID by the Josephson energy of

the larger junction (EJ,sq), and the ratio of the Josephson energy of the smaller junction

to that of the larger junction (αsq)1. In addition we denote the external magnetic �ux,

applied to the loop formed by the junctions, by Φext,sq. For the sake of our discussion we

have denoted anti-clockwise as the positive direction of the �ux. With this notation, let us

discuss the classical potential of the SQUID as function of Φext,sq and αsq. �is potential

is give by

Usq = −αsqEJ,sq cos(ϕ′sq)− EJ,sq cos(φext,sq − ϕ′sq) (6.1)

where ϕ′sq is the superconducting phase across the smaller junction and φext,sq = 2πΦext,sq

Φ0

is an angle in radian2.
1Not to be confused with coherent state amplitude α
2Remember that Φ0 = h/2e is the single �ux quantum and φ0 = Φ0/2π is the reduced �ux quantum
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In order to be�er understand this potential, we simplify it as follows:

Usq =− αsqEJ,sq cos(ϕ′sq)− EJ,sq cos(φext,sq − ϕ′sq)

=− αsqEJ,sq cos(ϕ′sq)− EJ,sq cos(φext,sq) cos(ϕ′sq)− EJ,sq sin(φext,sq) sin(ϕ′sq)

=− EJ,sq
[
(αsq + cos(φext,sq)) cos(ϕ′sq) + sin(φext,sq) sin(ϕ′sq)

]

=− EJ,sq
√

(αsq + cos(φext,sq))2 + sin(φext,sq)2 cos(θ − ϕ′sq)

=− EJ,sq
√

1 + α2
sq + 2αsq cos(φext,sq) cos(θ − ϕ′sq)

=− EJ,sq
√

1 + α2
sq + 2αsq cos(φext,sq) cos(ϕsq) (6.2)

where θ = arctan
(

sin(φext,sq)

αsq+cos(φext,sq)

)
. We have also substituted θ − ϕ′sq = ϕsq which is

equivalent to performing a gauge transformation. In this new gauge, ϕsq can simply be

assumed as the phase across SQUID element. From this simpli�ed expression, it is clear

that we have a potential similar to a single Josephson junction with an e�ective Josephson

energy

EJ,sq,eff = EJ,sq

√
1 + α2

sq + 2αsq cos(φext,sq), (6.3)

which can be tuned, in situ, by changing the magnetic �ux threading through the loop.

To infer the four-wave mixing coe�cient, we expand the potential around its minimum

at θ − ϕ′sq = 0⇒ ϕsq = 0. We express this expansion in the following form:

Usq

EJ,sq
= c0 +

c1,sq

1!
ϕsq +

c2,sq

2!
ϕ2

sq +
c3,sq

3!
ϕ3

sq +
c4,sq

4!
ϕ4

sq + . . . , (6.4)

where ck,sq are the expansion coe�cients which depend on φsq, and αsq. For a SQUID, all

the odd coe�cients are zero, i.e. c2k+1,sq = 0, since the potential is essentially a cosine.
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On the other hand, all the even ordered coe�cients are given by

c2k,sq = (−1)k+1
√

1 + αsq + 2αsq cos(φext,sq). (6.5)

Note that these even coe�cients are equal to each other in absolute value. Due to the

presence of cos(φext,sq) term, the coe�cients are periodic in the applied �ux with a peri-

odicity of one �ux quantum. All the coe�cient monotonically decrease from 0 to 0.5 �ux

quantum and then come back to the original value from 0.5 to 1 �ux quantum without

ever changing sign.

Since we are speci�cally interested in the four-wave mixing coe�cient, we plot the

c4,sq as a function of αsq and Φext,sq in Fig. 6.1. As expected, this coe�cient is always

negative and approaches zero when αsq = 1 and Φext,sq/Φ0 = 0.5 ⇒ φext,sq = π. Ad-

ditionally, for our la�er discussions, it is helpful to de�ne the e�ective inductance of the

SQUID given by

Leff,sq =
LJ,sq
c2,sq

(6.6)

where LJ,sq =
φ2

0

EJ,sq
. As the Φext,sq/Φ0 increases from 0 to 0.5, the e�ective inductance

monotonically increases (as c2,sq decreases), and then, from Φext,sq/Φ0 = 0.5 to 1, the

inductance decreases to its original value.

6.1.2 SNAIL

Having studied SQUID, let us proceed to study a more advanced �ux tunable element, the

SNAIL [Fra�ini et al., 2017, Vool, 2017]. �e four-wave mixing coe�cient of this element

is indeed positive for a certain set of parameters. As mentioned before, this property

of the SNAIL is very a�ractive towards building the cancellation circuit. �e SNAIL is

essentially a small Josephson junction shunted by Nsn > 1 larger junctions, as shown in
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Figure 6.2: (a) Circuit diagram of a SNAIL. It consists of a small junction shunted by
multiple larger junction as shown. �e SNAI is characterized by the number of large
junctions Nsn, the Josephson energy of the large junctions EJ,sn, ratio of the Josephson
energy of the small junction to the large junctionsαsn and the external �ux Φext,sn through
the loop formed by the junctions. In the �gure we have selected Nsn = 3. (b) Amplitude
of the fourth-order nonlinearity (c4,sn) of a SNAIL, as function of αsn and Φext,sn. �ere
exists a small parameter space near Φext,sn = 0.5Φ0 where the fourth order term of the
SNAIL is positive in amplitude. �is property of the SNAILS plays an important role in
realization of cancellation circuit.

Fig. 6.2a. We have selectedNsn = 3 in this particular drawing. An expert might recognize

this as the circuit for a �ux-qubit [Orlando et al., 1999, You et al., 2007]. However, we

operate this circuit in a di�erent parameter regime and hence, inspired by [Fra�ini et al.,

2017], utilize the name SNAIL to identify it. Besides, we do need more slimy creatures in

the cQED world, don’t we?

In addition to Nsn, a SNAIL is parameterized by the Josephson energy of the larger

junctions (EJ,sn), the ratio of Josephson energies of the smaller junction to the larger

junction (αsn) and the external �ux through the loop of the loop of the SNAIL (Φext,sn).

�is parameterization is similar to the one we used for the SQUID. �e classical potential

of the SNAIL in terms of these parameters is wri�en as

Usn = −αsnEJ,sn cos(ϕ′sn)−NsnEJ,sn cos

(
φext,sn − ϕ′sn

Nsn

)
, (6.7)

where ϕ′sn is the phase across the smaller junction. In addition, we have assumed that
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the phase across each of the larger junctions is equal. �is assumption is valid when the

charging energy of the islands forming the junctions is much smaller than the Josephson

energy of the junctions. We refer an interested reader to [Vool, 2017] and [Fra�ini et al.,

2017] for further justi�cation of this assumption. �e potential of the SNAIL cannot be

simpli�ed in analytical manner for arbitrary values of φext,sn. Instead, we analyze the

potential by �nding the Taylor expansion around its minimum. �e minimum is located

by se�ing the �rst derivative of the potential to zero, i.e.

∂Usn

∂ϕ′sn
= αsnEJ,sn sin(ϕ′sn)− EJ,sn sin

(
φext,sn − ϕ′sn

Nsn

)
= 0. (6.8)

In general this equation cannot be solved analytically. �erefore, we typically �nd the lo-

cation of the minimum, denoted by ϕmin,sn numerically. �e potential can then be wri�en

in terms of ϕsn = ϕ′sn − ϕmin,sn as

Usn

EJ,sn
= c0 +

c2,sn

2!
ϕ2

sn +
c3,sn

3!
ϕ3

sn +
c4,sn

4!
ϕ4

sn + . . . , (6.9)

where

ck,sn =
1

EJ,sn

∂kUsn

∂ϕ′ksn

∣∣∣∣
ϕ′sn=ϕmin,sn

. (6.10)

�e �rst order term is not included in the expansion since c1,sn is given by the �rst deriva-

tive which is zero at the minimum. One should note that the minimum ϕmin,sn, and the

coe�cients ck,sn are functions of Nsn, αsn and Φext,sn. �e entire recipe for the Taylor

expansion needs to be repeated at every �ux point for a SNAIL. Additionally, the new

variable ϕsn is related to ϕ′sn by a gauge change. �erefore, hereon, we simply use ϕsn as

the phase across the SNAIL.

Now, let us proceed to discuss some important properties of the SNAIL. Firstly, the

odd coe�cients c2k+1,sn of a SNAIL are not necessarily zero for k > 0. In fact, the ‘three-
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wave mixing’ enabled by the ϕ̂3
sn term when c3,sn 6= 0, is extremely useful for building

parametric ampli�er [Fra�ini et al., 2018]. �is three wave mixing property was the main

motivation behind the development of the SNAIL. In our case, however, we are most

interested in the four-wave mixing coe�cient c4,sn. �is coe�cient for Nsn = 3 case is

plo�ed in Fig. 6.2b as function of αsn and Φext,sn/Φ0. For most of the parameter space, the

value of c4,sn remains less than zero. However, for a small region near Φext,sn/Φ0 = 0.5,

the four-wave mixing coe�cient is indeed greater than zero. It is precisely this property

of the SNAIL which is of immense interest for our purposes.

To illustrate the origin of the positive four-wave mixing further, it is instructive to ana-

lytically calculate the expansion of the SNAIL potential at Φext,sn/Φ0 = 0.5⇒ φext,sn = π.

We also enforce αsn < 1/Nsn in this analysis. Above this threshold, the potential tends to

have double wells at half �ux quantum. We avoid this region in our design. By calculating

the �rst derivative of the SNAIL potential, it can be shown that the minimum of the po-

tential is located at ϕmin,sn = π when αsn < 1/Nsn. �erefore we substitute ϕsn = π− ϕ̂sn

in the Eq. 6.7 to get

Usn = −αsnEJ,sn cos(π − ϕsn)−NsnEJ,sn cos

(
ϕsn

Nsn

)
(6.11)

= αsnEJ,sn cos(ϕsn)−NsnEJ,sn cos

(
ϕsn

Nsn

)
. (6.12)

�is change in sign of αsnEJ,sn cos(ϕsn) term leads to the positive four-wave mixing co-

e�cient. �e coe�cients of the expansion can now be found by simply expanding the

cosines in terms of ϕsn. �is gives

c2,sn =
1

Nsn

− αsn

c3,sn = 0
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Figure 6.3: Cartoon and circuit diagram of a SNAIL inserted in a transmon-like circuit. �e
two pads act as antennas which provide the shunting capacitance. �e series inductance
arising from the geometric and kinetic inductance of the antenna pads and the leads of
the device is explicitly shown. Such linear inductance introduces changes in the nonlinear
potential of the circuit.

c4,sn = αsn −
1

N3
sn

. (6.13)

Judging from the expression for c4,sn, we indeed get positive four-wave mixing coe�cient

when αsn ∈
(

1
N3

sn
, 1
Nsn

)
. On the other hand, since we have imposed αsn < 1/Nsn, the

coe�cient c2,sn always remains positive. Which in turn allows us to de�ne an e�ective

inductance of the SNAIL Leff,sn as

Leff,sn =
LJ,sn
c2,sn

, (6.14)

with LJ,sn = φ2
0/EJ,sn. Indeed, we utilize the same de�nition of the e�ective inductance

at all �uxes for αsn < 1/Nsn. Similar to the case of the SQUID, the e�ective inductance

increases as Φext,sn/Φ0 increases from 0 to 0.5 and then decreases as Φext,sn/Φ0 is varied

from 0.5 to 1. Numerical expansion of the SNAIL potential is required to verify this.
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6.1.3 E�ect of series linear inductance

Fig. 6.3 shows a SNAIL inserted in a transmon like circuit. In such implementations we

invariably get a linear inductance in series with the nonlinear device (SNAIL in this case)

due to the geometric and the kinetic inductance of the pads and leads of the device. �e be-

havior of the four-wave mixing coe�cient of the SNAIL is signi�cantly modi�ed due this

inductance as shown in [Fra�ini et al., 2018, Appendix A]. Here we reproduce the deriva-

tions presented in that article, since the modi�cation of fourth-order coe�cient is impor-

tant for our purposes. Although the discussion here is geared towards the SNAIL, the

results are equally applicable to SQUIDs and single Junctions, since they can be thought

of as special cases of the SNAIL. �e potential of the circuit shown in the �gure is given

by

Utot =
EL,sn

2
(ϕ− ϕsn)2 + Usn(ϕ̂sn) (6.15)

where ϕ is the phase across the entire inductive branch, and ϕsn = ϕ′sn − ϕmin,sn is the

phase across the SNAIL. We have also denoted the inductive energy of the series inductor

asEL = φ2
0/Lseries,sn. �e minimum of Utot is simply at ϕ = ϕsn = 0, since both the terms

have simultaneous minimum at that point. �e Lagrangian of this circuit is given by

L =
ϕ̇2

2C
− Utot. (6.16)

From this Lagrangian, it is clear that ϕsn is not a real degree of freedom of the system,

since there is no conjugate momentum for this coordinate. �is can be clari�ed by using

the Euler-Lagrange relation for ϕsn given by

∂L
∂ϕsn

=
d

dt

∂L
∂ϕ̇sn

= 0, (6.17)
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which leads us to the so called current conservation relation

∂Utot

∂ϕsn

= −EL,sn(ϕ− ϕsn) +
∂Usn

∂ϕsn

= 0, ∀ϕ. (6.18)

�e current conservation relation can then be utilized to express ϕsn in terms of ϕ giving

us

Utot[ϕ] =
EL,sn

2
(ϕ− ϕsn[ϕ])2 + Usn(ϕ̂sn[ϕ]). (6.19)

Now, we would like to again expand the potential around the minimum at ϕ = ϕsn = 0

as we did in the previous section. �e potential is expressed in the form

Utot

EJ,sn
= c̃0,sn + c̃2,sn

ϕ2

2!
+ c̃3,sn

ϕ3

3!
+ c̃4,sn

ϕ4

4!
(6.20)

where

c̃k,sn =
1

EJ,sn

∂kUtot

∂ϕk

∣∣∣∣
ϕ=0

. (6.21)

�ese new coe�cients can be related to the old ck,sn coe�cients by explicitly calculating

the derivatives of Utot. �e �rst derivative of Utot is given by

∂Utot

∂ϕ
= EL,sn(ϕ− ϕsn) +

∂Utot

∂ϕsn

∂ϕsn

∂ϕ
= EL,sn(ϕ− ϕsn). (6.22)

Here we have utilized ∂Utot

∂ϕsn
= 0 from the current conservation relation. Note that ϕ =

ϕsn = 0 indeed satis�es ∂Utot

∂ϕ
= 0 as expected from the minimum of the potential. �e

further derivatives Utot are

∂2Utot

∂ϕ2
= EL,sn

(
1− ∂ϕsn

∂ϕ

)
,

∂3Utot

∂ϕ3
= −EL,sn

∂2ϕsn

∂ϕ2
,
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∂4Utot

∂ϕ4
= −EL,sn

∂3ϕsn

∂ϕ3
. (6.23)

�e derivatives of ϕsn with respect to ϕ can be calculated by di�erentiating the current

conservation relation. For example the �rst derivative is calculated as follows:

∂Utot

∂ϕsn

= −EL,sn(ϕ− ϕsn) +
∂Usn

∂ϕsn

= 0

⇒− EL,sn
(

1− ∂ϕsn

∂ϕ

)
+
∂2Usn

∂ϕ2
sn

∂ϕsn

∂ϕ
= 0

⇒∂ϕsn

∂ϕ
=

EL,sn

EL,sn + ∂2Usn

∂ϕ2
sn

(6.24)

Moreover, since we are only interested in ∂kUtot

∂ϕk
at the minimum of the potential, we only

need to calculate ∂kUsn

∂ϕksn
at the minimum as well. �erefore, we can substitute ∂2Usn

∂ϕ2
sn

∣∣∣
ϕsn=0

=

EJ,snc2,sn in the above relation, giving us

∂ϕsn

∂ϕ

∣∣∣∣
ϕ=0

=
EL,sn

EL,sn + EJ,snc2sn

. (6.25)

Pulling similar tricks for all the higher derivatives, we get the renormalized coe�cients

as

c̃2,sn = psnc2,sn

c̃3,sn = p3
snc3,sn

c̃4,sn = p4
sn

[
c4,sn − (1− psn)

3c2
3,sn

c2,sn

]
. (6.26)

Here

psn =
EL,sn

c2,snEJ,sn + EL,sn
=

Leff,sn

Ls,sn + Leff,sn

(6.27)
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is called the linear participation ratio of the SNAIL and ck,sn are as de�ned in Eq. 6.10.

We have also utilized Leff,sn = φ2
0/(c2,snEJ,sn) and Ls,sn = φ2

0/EL,sn. It is clear from this

expression that for Lseries,sn = 0 the participation ratio psn = 1 and, as a result, we recover

the original expressions for the nonlinearity coe�cients. Moreover, c̃4,sn is modi�ed only

when the third order coe�cient c3,sn 6= 0. For a SQUID, which can be thought of as special

case of a SNAIL, the third order coe�cient is always zero and therefore, the fourth order

coe�cient remains unmodi�ed.

From here onwards, we will directly utilize the phase across the entire inductive branch,

ϕ, as the only degree of freedom and rechristen it as ϕsn/sq if the branch contains a SNAIL

or a SQUID. As a result c̃k,sn/sq will be the nonlinearity coe�cients utilized for describing

this potential. Since there is a single degree of freedom, the qunatization of the SNAIL

or SQUID inserted in a transmon like circuit proceeds in a similar manner to the single

junction transmon. �e resulting Hamiltonian of the circuit is therefore given by

Ĥsn/sq =
Q̂2

2C
+ EJ,sn/sq

(
c̃2,sn/sqϕ̂

2
sn/sq

2!
+
c̃3,sn/sqϕ̂

3
sn/sq

3!
+
c̃4,sn/sqϕ̂

4
sn/sq

4!
+ . . .

)

=
Q̂2

2C
+

Φ̂2
sn/sq

Ls,sn/sq + Leff,sn/sq

+ EJ,sn/sq
c̃3,sn/sqϕ̂

3
sn/sq

3!
+ EJ,sn/sq

c̃4,sn/sqϕ̂
4
sn/sq

4!
+ . . .

with Φ̂sn/sq = φ0ϕsn/sq.

6.2 Circuit design

Having studied these �ux tunable circuit elements, we are now ready to discuss the de-

sign of the cancellation circuit. As mentioned previously, the idea is to combine two circuit

elements, one with a positive four-wave mixing coe�cient the other with a negative four-

wave mixing coe�cient. In addition, a speci�c device geometry is required, in order to

cancel undesired terms while making sure that the desired four-wave mixing terms sur-
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Figure 6.4: (a) Cartoon of the cancellation circuit enclosed in a 3D readout cavity. �e cir-
cuit consists of two capacitively coupled transmon like modes. �e Josephson junction for
the �rst transmon (le�) is substituted by a SNAIL and for the the second transmon (right)
it is substituted by a SQUID. Antenna pads of both the transmon like modes are identical
to each other. (b) Symmetric mode (Ŝ) of the circuit when the e�ective inductance of the
SNAIL (Leff,sn) is equal to the e�ective inductance of the SQUID (Leff,sq). �e �eld exci-
tation through the SNAIL and SQUID is oriented in the same direction for this mode. (c)
Asymmetric mode (Â) of the circuit when the e�ective inductance of Leff,sn = Leff,sq. �e
�eld excitation through the SNAIL and the SQUID is oriented in the opposite direction as
shown. (d) Circuit diagram of the cancellation circuit coupled to the readout cavity. We
have added an inductance L0 in series with both the SNAIL and the SQUID in order to
explicitly model the geometric and kinetic inductance of the antenna pads and the leads
of the devices.
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vive. We achieve this �ne balance by utilizing the circuit design shown in Fig. 6.4a. �e

essential idea is to utilize two capacitively coupled transmon-like elements with identical

antenna pads. �e Josephson junction of one transmon is substituted by a SNAIL and

that of the other transmon is substituted by a SQUID as shown in the �gure. We use the

SNAIL as our source of positive four-wave mixing coe�cient and the SQUID as a tun-

able inductance Josephson junction. We have also included a low-Q readout cavity (the

rectangular enclosure) so that the coupling of this circuit to a harmonic oscillator mode

can be modeled. Changing the Q of this mode does not a�ect our analysis, and hence,

coupling to a high-Q storage mode will behave in a similar manner.

In order to realize the cross-Kerr free four-wave mixing, we enforce two conditions on

this circuit. Let us develop an intuitive understanding of the circuit under these conditions.

�e �rst condition is

Leff,sn = Leff,sq. (6.28)

�is implies that the frequencies of the SQUID and SNAIL mode are equal to each other.

Such a condition can be satis�ed with ease as long as LJ,sq < Leff,sq. Due to the frequen-

cies being equal, the two modes completely hybridize to form a symmetric mode (denoted

by the le�er S) and an asymmetric mode (denoted by the le�er A). We represent these

hybridized modes in Fig. 6.4b and Fig. 6.4c respectively. As shown, the �eld excitation of

the symmetric mode is in the same direction through SNAIL and SQUID. On the other

hand the �eld excitation of the asymmetric mode is in the opposite direction. Moreover,

due to the equal hybridization of the modes, the phase drop of the symmetric and asym-

metric modes across SNAIL and SQUID are equal. Similarly, since the �eld of the readout

mode is in the vertical direction (Fig. 6.4 b and c), the readout mode also drives the exci-

tation through the SNAIL and SQUID in the symmetric direction with equal participation

in the two modes. Using these considerations, we can write down the four-wave mixing
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nonlinearity of the system as

Ĥ4wave

~
=geff

4wave,sn (ϕ̂S + ϕ̂R + ϕ̂A)4 + g4wave,sq (ϕ̂S + ϕ̂R − ϕ̂A)4 . (6.29)

Here geff
4wave,sn is the e�ective magnitude of four-wave mixing nonlinearity of the SNAIL

and g4wave,sq is the four-wave mixing amplitude of the SQUID. �e reason for the su-

perscript eff in case of SNAIL will be apparent in the next sub-section. �e operators

ϕ̂K = ϕK(K̂+ K̂†) represent the phase drops of the various hybridized modes across the

SNAIL and the SQUID. Note the minus sign in front of ϕ̂A in the second term. �is minus

sign will play a crucial role in the next step.

�e second condition enforced on the circuit is

geff
4wave,sn = −g4wave,sq = g4wave. (6.30)

As a result of this condition the four-wave mixing part of the circuit Hamiltonian becomes

Ĥ4wave

~
= 4g4wave (ϕ̂S + ϕ̂R)3 ϕ̂A + 4g4wave (ϕ̂S + ϕ̂R) ϕ̂3

A, (6.31)

where we have performed a binomial expansion of the terms in Eq. (6.29). It is clear from

this expression that any of the diagonal four-wave mixing terms, including frequency

renormalization, Kerrs and cross-Kerrs, are not present in this Hamiltonian. However,

at the same time, we need other four-wave mixing interactions, like the two-photon ex-

change process to be present in the system. To see if these processes are indeed present,

let us analyze the behavior of this system in presence of an o�-resonant pump. We assume

that this pump couples through the symmetric mode and therefore generates a symmetric

excitation through the SNAIL and the SQUID. As usual, we model this pump by adding

a time dependent displacement inside the nonlinearity. �erefore, the driven four-wave
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mixing term in the Hamiltonian is given by

Ĥ4wave,driven

~
=4g4wave (ϕ̂S + ϕ̂R + ϕSξp(t))

3 ϕ̂A + 4g4wave (ϕ̂S + ϕ̂R + ϕSξp(t)) ϕ̂
3
A,

(6.32)

where ξp(t) = ξpe
−iωpt + ξ∗pe

iωpt. It is clear from this displaced Hamiltonian that o�

diagonal terms that consist of odd (1 or 3) power of ϕ̂A can be made resonant by selecting

an appropriate pump frequency. For example, by selecting the pump frequency ωp =

2ωR − ωA, a two photon-exchange between the resonator and the asymmetric mode can

be enabled. Indeed, this is the process that we are looking for. �erefore, we have managed

to design a cancellation circuit that allows cross-Kerr free four-wave mixing.

Having developed an intuitive picture, in the next sub-section, we perform a more

through analysis of the Hamiltonian of the circuit. In addition, we �nd out the parameter

space for the SNAIL which allows for the above conditions to be satis�ed.

6.2.1 Formal analysis

A circuit diagram of the cancellation circuit and coupled readout cavity is depicted in

Fig. 6.4d. From the circuit diagram, it is clear that both the transmon-like modes have

identical shunting capacitanceC0 and they couple to each other through a coupling capac-

itance CJ . Both the transmon also couple identically with the resonator through coupling

capacitors Cg. �e SNAIL and the SQUID elements are also shown and they are parame-

terized in the same manner as the previous section, except, we have assumed αsq = 1 for

the sake of simplicity. In addition, the series inductance arising from the pads and leads

of the transmon-like modes is assumed to be the same and is denoted by L0. In order to

write down the Hamiltonian of the circuit, we assume Φ̂sn and Φ̂sq to be the �ux operators

for the entire inductive branches of the SNAIL mode and SQUID mode respectively. We



6.2. Circuit design 162

also de�ne the linear participation ratios of both the modes as psn = Leff,sn/(Leff,sn +L0)

and psq = Leff,sq/(Leff,sq + L0). �e Hamiltonian of the circuit is then wri�en as

Ĥcirc =
Q̂2

sn

2C̃0

+
Φ̂2

sn

2(Leff,sn + L0)
+
Q̂2

sq

2C̃0

+
Φ̂2

sq

2(Leff,sq + L0)
+
Q̂snQ̂sq

2C̃J

+
Q̂2
r

2C̃r
+

Φ̂2
r

2Lr
+
Q̂snQ̂r

2C̃g
+
Q̂sqQ̂r

2C̃g

+
EJ,snc̃3,sn

3!

(
Φ̂sn

φ0

)3

+
EJ,snc̃4,sn

4!

(
Φ̂sn

φ0

)4

+
EJ,sqc̃4,sq

4!

(
Φ̂sq

φ0

)4

. (6.33)

Here C̃k are the renormalized capacitances and c̃k,sn/sq are the renormalized nonlinearity

coe�cients from Eq. 6.26. We then express the Hamiltonian in terms of creation and

destruction operators in a manner similar to Sec. 4.1.2. In our notation b̂sq, b̂sn and r̂ are

used to denote the SQUID, SNAIL and readout mode destruction operators respectively.

Note that the de�nitions of ΦZPF and QZPF of the SNAIL and SQUID modes now utilize

(LJ,eff,sn + L0) and (LJ,eff,sq + L0) as the inductances and hence, these quantities are �ux

dependent. As a result, our Hamiltonian in terms of creation and destruction operators

will have hidden �ux dependence and hence should be treated with care. �is Hamiltonian

is given by

Ĥcirc

~
=ωsnb̂

†
snb̂sn + ωsqb̂

†
sqb̂sq + gsq,sn(b̂snb̂

†
sq + b̂†snb̂sq)

+ ωrr̂
†r̂ + gsn,r(b̂snr̂

† + b̂†snr̂) + gsq,r(b̂sqr̂
† + b̂†sqr̂)

+ g3wave,sn(b̂sn + b̂†sn)3 + g4wave,sn(b̂sn + b̂†sn)4 + g4wave,sq(b̂sq + b̂†sq)4. (6.34)

where ωsn/sq = 1/
√
C̃0(L0 + Leff,sn/sq), ωr = 1/

√
CrLr and gj,k = QZPF,jQZPF,k/C̃jk.

�e magnitudes of the nonlinear terms are

g3wave,sn =
EJ,snc̃3,sn

3!

(
ΦZPF,sn

φ0

)3

,
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g4wave,sn =
EJ,snc̃4,sn

4!

(
ΦZPF,sn

φ0

)4

,

g4wave,sq =
EJ,sqc̃4,sq

4!

(
ΦZPF,sq

φ0

)4

. (6.35)

In order keep the math tractable, we analyze the bi-linear part, given by the �rst two rows,

and the four-wave mixing part of the Hamiltonian in Eq. (6.29) separately. �e four-wave

mixing part, however, needs to be isolated carefully. �e presence of three-wave mixing

term modi�es the four-wave mixing nonlinearity of the SNAIL to the second-order in the

perturbation theory. �e e�ective magnitude of the four-wave mixing nonlinearity of the

SNAIL due to such perturbative correction is given by

geff
4wave,sn = g4wave,sn −

5g2
3

ωsn

=
EJ,snc̃

eff
4,sn

4!

(
ΦZPF,sn

φ0

)4

, (6.36)

where

c̃eff
4,sn = p4

sn

[
c4 − (1− psn)

3c2
3,sn

c2,sn

− 5c2
3

3c2

psn

]
= p4

snc
eff
4,sn. (6.37)

As a result, the four wave mixing part of the Hamiltonian is

Ĥ4wave

~
= geff

4wave,sn(b̂sn + b̂†sn)4 + g4wave,sq(b̂sq + b̂†sq)4. (6.38)

To further analyze the Hamiltonian we have to �rst diagonalize the bi-linear part. In

general, this diagonalization needs to be perfomed numerically. However, a�er imposing

the �rst condition, Leff,sn = Leff,sq, this diagonalization can be performed using our in-

tuition from the last section. Under this condition, the frequencies, participation ratios,

ΦZPFs and the QZPFs of the SNAIL and SQUID modes are equal. Moreover, the coupling

strength of these modes with the readout cavity is also equal. We denote ωsn = ωsq = ω0,

ΦZPF,sn = ΦZPF,sq = ΦZPF,0, psn = psq = p0 and gsn,r = gsq,r = g0 under this condi-
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tion. Next, the bi-linear part of the Hamiltonian is diagonalized in two steps. First, we

substitute

b̂sn =
1√
2

(ŝ+ Â) and b̂sq =
1√
2

(ŝ− Â), (6.39)

where ŝ and Â are the creation and destruction operators of the symmetric and asymmet-

ric modes respectively. We deliberately denote the symmetric mode operator using a small

case le�er since it will undergo further hybridization later. In terms of these operators the

bi-linear part becomes,

Ĥcirc,lin

~
= ωsŝ

†ŝ+ ωAÂ
†Â+ ωrr̂

†r̂ +
√

2g0(ŝ†r̂ + ŝr̂†) (6.40)

with ωs = ω0 + gsn,sq and ωA = ω0− gsn,sq. Moreover, it is clear from this expression that

only the symmetric mode now couples with the readout mode. �is is what one would

expect from our discussion in the last section. To completely diagonalize the bi-linear

part, we substitute

ŝ = cos(θ)Ŝ + sin(θ)R̂ and r̂ = cos(θ)R̂− sin(θ)Ŝ (6.41)

with θ = 1
2

arctan
(

2
√

2g0

ωr−ωs

)
. �e bi-linear part of the system Hamiltonian then simpli�es

to
Ĥcirc,lin

~
= ωSŜ

†Ŝ + ωAÂ
†Â+ ωRR̂

†R̂. (6.42)

where

ωS =
1

2

(
ωs + ωr − sign(ωr − ωs)

√
4g2 + (ωr − ωs)2

)

ωR =
1

2

(
ωs + ωr + sign(ωr − ωs)

√
4g2 + (ωr − ωs)2

)
. (6.43)
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�e e�ective four-wave mixing part is now give by

Ĥ4wave

~
= geff

4wave,sn (ϕ̂S + ϕ̂R + ϕ̂A)4 + g4wave,sq (ϕ̂S + ϕ̂R − ϕ̂A)4 , (6.44)

with

ϕ̂S = ϕS(Ŝ + Ŝ†) =
cos(θ)√

2
(Ŝ + Ŝ†),

ϕ̂R = ϕR(R̂ + R̂†) =
sin(θ)√

2
(R̂ + R̂†),

ϕ̂A = ϕA(Â+ Â†) =
1√
2

(Â+ Â†). (6.45)

Note that the Ĥ4wave quoted here is the same as the one quoted in the last sub-section

(Eq. 6.29). �e rest of the analysis performed in the last section by imposing the second

condition geff
4wave,sn = g4wave,sq = g4wave follows in the same manner and we do not repeat

it here.

6.2.2 Permissible parameter space

Summarizing from the last sub-section, we have imposed

Condition 1: Leff,sn = Leff,sq

and Condition 2: geff
4wave,sn = −g4wave,sq, (6.46)

along with the speci�c geometry of the circuit, to engineer a Kerr- and cross-Kerr-free

four wave mixing element. �e question immediately becomes, can we actually satisfy

these conditions? What parameters for the SNAIL and SQUID are required such that a

cancellation circuit can indeed be implemented? We now discuss this topic in detail.

As mentioned before Leff,sn/sq = LJ,sn/sq/c2,sn/sq. �erefore the �rst condition trans-
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Figure 6.5: c2,sn − ceff
4,sn (color) for a SNAIL as function of αsn (y-axis) and Φext,sn (x-axis).

We have assumed psn = 1 for the purpose of this plot. It is clear that the required condition
of c2,sn − ceff

4,sn = 0 can be satis�ed by tuning the �ux through the SNAIL, as long as the
αsn of the fabricated device is between 0.185 to 0.33. �is �exibility in the values of αsn

eases the stringent fabrication constraints otherwise required for this circuit.

lates to
LJ,sn
c2,sn

=
LJ,sq
c2,sq

. (6.47)

Satisfying this condition is relatively easy since the SQUID inductance can be tuned over a

wide range of values. �e design of the circuit, therefore, depends strongly on the second

condition. �is condition translates to

EJ,snc̃
eff
4,sn

4!

(
ΦZPF,sn

φ0

)4

= −EJ,sqc̃4,sq

4!

(
ΦZPF,sq

φ0

)4

⇒EJ,snp
4
snc

eff
4,sn

4!

(
ΦZPF,0

φ0

)4

= −EJ,sqp
4
sqc4,sq

4!

(
ΦZPF,0

φ0

)4

⇒EJ,snp4
0c

eff
4,sn = −EJ,sqp4

0c4,sq

⇒ ceff
4,sn

LJ,sn
= − c4,sq

LJ,sq
=
c2,sq

LJ,sq
=
c2,sn

LJ,sn

⇒ceff
4,sn = c2,sn (6.48)



6.2. Circuit design 167

�erefore, ceff
4,sn = c2,sn is the condition that the SNAIL needs to satisfy to realize a cancel-

lation circuit. Note that the major reason behind this condition is actually the property of

the SQUID which states that c4,sq = −c2,sq. In the simplest case where Φext,sn = 0.5Φ0,

i.e. SNAIL biased at half �ux, we have ceff
4,sn = c4,sn since c3,sn = 0. �erefore, at this �ux

bias ceff
4,sn = c2,sn translates to

c4,sn = c2,sn ⇒
(
αsn −

1

N3
sn

)
=

(
1

Nsn

− αsn

)
⇒ αsn =

1

2

(
1

Nsn

+
1

N3
sn

)
. (6.49)

In other words, the SNAIL needs to be designed with a speci�c value of αsn to ensure

that the conditions for the cancellation are satis�ed. �is, however, is very hard to im-

plement experimentally since a device with such a speci�c parameter cannot be easily

fabricated. Instead, it is more appropriate to design the device with a speci�c αsn and

then tune the �ux through the SNAIL to satisfy the second condition. �is is accom-

plished by numerically exploring the behavior of ceff
4,sn − c2,sn as function of Φext,sn and

αsn. Fig. 6.5 plots ceff
4,sn − c2,sn for psn = 1 and Nsn = 3. It is clear from the �gure that for

αsn ∈ (∼ 0.185,∼ 0.333) it is possible to tune the external �ux bias to satisfy ceff
4,sn = c2,sn.

In general, for arbitrary Nsn, this condition translates to αsn ∈
[

1
2

(
1
Nsn

+ 1
N3

sn

)
, 1
Nsn

)
for

all values of psn, thus o�ering us a continuous range of αsn in which the cancellation cir-

cuit can be realized. �is relaxes the constraint on the accuracy of fabrication required

for realizing the cancellation circuit.

6.2.3 Numerical simulations

We have checked the conditions under which Kerr- and cross-Kerr cancellation can be

realized. In this sub-section we numerically show that for a reasonable set of parame-

ters, we indeed get Kerr and cross-Kerr cancellation while still retaining the ability to

perform two-photon exchange between the readout and the asymmetric mode. �e uti-
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�antity Value

C̃0 0.12 pH

C̃J 0.7 pH

C̃g 4 pH

C̃r 0.07 pH

Lr 5.475 nH

L0 1.81 nH

LJ,sq 3.68 nH

LJ,sn 0.54 nH

αsn 0.2114

αsq 1

Table 6.1: Parameters for the numerical simulations of the cancellation circuit. �ese
parameters are optimized to reproduce the experimental results shown later in the chapter.

lized parameters are speci�ed in table 6.1. �ese parameters are essentially motivated by

the experimental realization that we show in a la�er section. �e frequencies of the bare

SNAIL, SQUID and readout modes as function of the external �ux through SNAIL and

SQUID are shown in Fig. 6.6a and Fig. 6.6b respectively. �e frequency of SNAIL mode

intersects both readout and the SQUID mode at certain �ux points. �e circuit satis�es the

�rst condition Leff,sn = Leff,sq at the points where the bare frequency of the SNAIL mode

is equal to the bare frequency of the SQUID mode. In fact, by varying the �ux through

the SQUID mode, such an intersection point can be tuned to a variety of di�erent points.

However, both the cancellation conditions are satis�ed simultaneously at a single point

which is determined by the Φext,sn at which ceff
4,sn = c2,sn. For our parameters, that point

occurs at Φext,sn/Φ0 ∼ 0.485. Having found this point, we can simply tune the �ux bias

of the SQUID to Φext,sq/Φ0 ∼ 0.160, in order to simultaneously satisfy the �rst condition.

In other words, Φext,sn/Φ0 ∼ 0.485, Φext,sq/Φ0 ∼ 0.160 is the unique point at which we

get perfect cancellation of all the diagonal terms arising from four-wave mixing.

Although the perfect cancellation point is unique, there are multiple bias points at
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Figure 6.6: (a) Bare frequencies of the SNAIL mode (black), SQUID mode (brown) and the
readout mode (blue) as function of the external �ux through the SNAIL (Φext,sn) for the
parameters mentioned in table 6.1. Only the SNAIL mode changes in frequency while the
modes remain constant. Note that the bare SNAIL mode crosses the readout mode and
the SQUID mode. (b) Bare frequencies of the aforementioned modes as function of the
external �ux through the SQUID (Φext,sq) for the same parameters. �e frequency of the
SQUID mode is tuned to lower values as function of �ux, until it approaches 0 at the half
�ux and then starts increasing again.

which individual diagonal terms vanish. In Fig. 6.7 panels (a) and (b), we illustrate such

cancellation by plo�ing the numerical values of χAA, χSS , χAR and χSR. We obtain these

quantities by isolating the diagonal terms from

Ĥ4wave

~
=geff

4wave,sn

[
ϕS,sn(Ŝ + Ŝ†) + ϕR,sn(R̂ + R̂†) + ϕA,sn(Â+ Â†)

]4

+ g4wave,sq

[
ϕS,sq(Ŝ + Ŝ†) + ϕR,sq(R̂ + R̂†) + ϕA,sn(Â+ Â†)

]4

, (6.50)

where geff
4wave,sn, g4wave,sq and ϕK,sn/sq are calculated separately at every �ux bias. �e cal-

culations of ϕK,sn/sq involves diagonalization of the bi-linear part of the Hamiltonian at

every �ux point which is accomplished numerically. �e analytical diagonalization pre-

sented in Sec. 6.2.1 is valid only when Leff,sn = Leff,sq. It is clear from the plots for χAA,

χSS , χAR and χSR that all the quantities cancel at multiple points. In addition, there is

indeed a unique point at the �ux bias of Φext,sn/Φ0 ∼ 0.485, Φext,sq/Φ0 ∼ 0.160 where the

four quantities cancel simultaneously. �e perfect cancellation point, although interesting
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for some applications, is of limited interest for our goal of cascading nonlinear processes.

As discussed in the previous chapters, although cross-Kerr is harmful for cascading, the

self-Kerr indeed plays an important role, and the cascading cannot work without the pres-

ence of self-Kerr (see Sec. 4.3). �is however, is not a problem for our design, since there

are multiple points where the cross-Kerr between the asymmetric mode and the readout

mode vanishes while the self-Kerr of the asymmetric mode survives.

Going further, we plot the amplitude of the two-photon exchange interactions g2ph,DR

and g2ph,SR in Fig. 6.7c. �ese amplitudes are calculated by isolating the R̂2Â† + R̂†2Â

and R̂2Ŝ† + R̂†2Ŝ terms from

Ĥ4wave

~
= geff

4wave,sn

[
ϕS,sn(Ŝ + Ŝ†) + ϕR,sn(R̂ + R̂†) + ϕA,sn(Â+ Â†) + ϕS,snξp(t)

]4

+ g4wave,sq

[
ϕS,sq(Ŝ + Ŝ†) + ϕR,sq(R̂ + R̂†) + ϕA,sn(Â+ Â†) + ϕS,sqξp(t)

]4

.

(6.51)

Here ξp(t) = ξp(e
iωpt + e−iωpt) and we have assumed that the pump couples through

the symmetric mode. �e values of g2ph,AR and g2ph,SR in the �gure are for ξp = 1.

As expected, due to the speci�c symmetry of the circuit, g2ph,SR vanishes at the same

location as χSR, while g2ph,AR is nonzero when χAR = 0. �erefore, the circuit can be

utilized to perform the two-photon exchange process between readout and asymmetric

mode while canceling the cross-Kerr between them. Especially the points, where χAR = 0

and χAA 6= 0 are particularly useful for cascaded four-photon exchange. Finally, as a word

of caution, the cancellation points may change in presence of strong o�-resonant pumps

as seen in the case of SNAIL parametric ampli�ers [Sivak et al., 2019]. However it should

be possible to re-tune the circuit to achieve the required cancellation by changing the �ux

bias as achieved in the same article by Sivak et al. [2019].
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Figure 6.7: (a) Numerically obtained values of self-Kerrs χAA and χSS for the parameters
speci�ed in table 6.1. (b) Numerically obtained values of the cross-Kerrs with the readout
mode χAR and χSR for the same set of parameters. Comparing these plots with each other
and those in panel (a) it is clear that, each of the depicted Kerrs and cross-Kerrs go through
zero and then change sign. However, the contours of cancellation (the white regions) are
di�erent for each of these quantities. In fact all the quantities cancel simultaneously only
at a unique �ux-bias of Φext,sn/Φ0 ∼ 0.485 and Φext,sq ∼ 0.160. �is unique point obeys
the relation c4eff,sn = c2sn. (c) Amplitude of the two-photon exchange interaction g2ph,AR

and g2ph,SR as function of external �ux through the SQUID and the SNAIL. �ese strengths
are calculated assuming ξp = 1. Comparing these plots with those in (b), it is clear that
g2ph,AR does not cancel at the same point as χAR. �erefore, the asymmetric mode can
be utilized for performing cross-Kerr free two-photon exchange. On the other hand, as
expected, g2ph,SR cancels at the same points as χSR.
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6.3 Experimental design

�e positive four-wave mixing coe�cient required for engineering the cancellation circuit

can only be obtained by utilizing �ux biased circuit elements (SNAIL in our case). More-

over, having an independently tunable SQUID adds �exibility in fabrication and tuning

of the circuit. �erefore, magnetic �ux is one of the central requirement for realizing the

cancellation circuit. Many two-dimensional superconducting circuit architectures regu-

larly utilize such �ux biased elements [Arute et al., 2019]. In our case, however, high-Q

harmonic oscillators, form a central part of the architecture. �ese high-Q oscillators are

realized using aluminum enclosures, since aluminum being a superconductor allows for

extremely low conductor losses. On the other hand, due to the Meissner e�ect, a super-

conducting aluminum enclosure does not allow any magnetic �ux to thread through it.

�erefore, in this section we primarily focus on the challenge of integrating magnetic

�ux with superconducting aluminum enclosures. �e following sub-section discusses our

relatively simple yet e�ective method of delivering magnetic �ux. �is is followed by a

discussion of the speci�c experimental design that we have utilized for measuring the

cancellation circuit.

6.3.1 Magnetic �eld in 3D aluminum cavities

Integrating �ux bias into 3D environment is typically accomplished by utilizing a copper

enclosure and a solenoid to apply the magnetic �eld. However, as mentioned before, this

method cannot be directly applied to aluminum enclosures. As a superconductor, alu-

minum does not allow magnetic �eld to penetrate, as long as the strength of the magnetic

�eld remains below a certain critical strength. Above this critical strength, we get mag-

netic vortices through the superconductor and eventually, above another critical thresh-

old, the superconductivity breaks down. Such high �elds and the resulting breakdown
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MT,sq

(a) (b)

Figure 6.8: (a) Cartoon of a �ux-bias compatible 3D aluminum enclosure (translucent
grey). �e enclosure has a hole through which we apply magnetic �eld using a solenoid
made out of copper (brown). �e �eld lines of the solenoid go into the enclosure and curl
back to come out through the same hole. �is prevents the threading of any magnetic
�ux trough the superconducting enclosure. �e enclosure houses a sapphire chip (blue)
with a SQUID mode and a large loop of aluminum. �is large loop of aluminum, which we
hereby call a �ux transformer, separates the SQUID mode from the low-Q copper magnet.
Such a separation helps in maintaining the quality factor of the SQUID mode. In addition,
the �ux-transformer acts as a pickup loop and transports the �ux bias of the magnet to
the SQUID. (b) Explanation of the working of a �ux-transformer. �e applied external
magnetic �eld threads a �ux (Φext,T)through the superconducting aluminum loop con-
stituting the transformer. Due to �uxoid-quantization, the next �ux through the loop is
maintained at approximately zero by an induced current IT = Φext,T/LT, where LT is the
self inductance of the transformer loop. �e mutual inductance MT,sq between the �ux
transformer and the SQUID loop then leads to a �ux through the SQUID loop given by
Φext,sq = MT,sqIT .

of the superconductivity (including vortices) is neither controllable nor desirable for the

high-Q applications. �erefore, integrating magnetic �ux in superconducting environ-

ment has been a widely studied yet the currently available solutions have not yet proven

completely satisfactory.



6.3. Experimental design 174

One solution to introduce magnetic �ux in aluminum enclosure is discussed in [Reed,

2013]. Here the so called fast-�ux lines, commonly utilized in the 2D architecture, are

integrated into a 3D aluminum cavity. However, the �ltering requirements for the fast

�ux lines make this integration complicated and a more involved fabrication process is

required. More recently, specialized devices called magnetic hoses [Navau et al., 2014,

Gargiulo et al., 2018] have been proposed and demonstrated for routing magnetic �eld

at arbitrary distances. �ese devices also require specialized fabrication and are not yet

commercially available. Moreover, the quality factors in presence of these devices are not

well studied and both the solutions are strongly geared towards applying time dependent

�ux bias. Here, we propose a simpler solution for applying a static �ux bias that is required

for operating our implementation of the cancellation circuit.

�e basic idea behind our solution is illustrated in Fig. 6.8. As shown in panel (a) of

this �gure, we introduce magnetic �ux inside an aluminum enclosure by designing a hole

through the enclosure. �e magnetic �eld applied with the help of a solenoid can go in

through the hole as long as the magnetic �eld lines come back through the same hole

resulting in zero net �ux through the hole. Although this solves the issue of introducing

magnetic �ux into an aluminum enclosure, it is not a complete solution for two reasons: (i)

the magnetic �eld entering the enclosure is greatly a�enuated due to the screening action

of the superconductor, and (ii) if the copper magnet is placed near a high-Q mode, it lim-

its the Q of the mode since the copper is not a superconductor. We counter both of these

issues by utilizing, what we call, a �ux-transformer. �e �ux transformer is essentially a

loop made out of aluminum. �e �ux transformer and the device (a SQUID transmon in

the �gure) are fabricated on a sapphire chip using the usual single-step e-beam lithogra-

phy and aluminum deposition. �is sapphire chip is then put in the aluminum enclosure

with a hole (Fig. 6.8a) and cooled down in zero magnetic �eld. �e working of the �ux

transformer is illustrated in Fig. 6.8b. Due to the magnetic �eld applied through the hole
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in the aluminum enclosure, the �ux transformer receives a �ux of Φext,T. However, the

�uxoid quantization property of the superconductor requires that the total �ux through

this superconducting loop remains quantized. Moreover, since the initial �ux through the

loop is zero, this condition translates to

Φtot,T = Φext,T + ITLT = 0, (6.52)

where Φtot,T is the total �ux through the transformer, IT is the induced current in the

loop and LT is the self-inductance of the loop. In other words, the external magnetic �ux

induces a current through the superconducting loop of the �ux transformer in order to

ensure that a net zero �ux is threaded through the loop. �e resulting current IT through

the loop can then be utilized for applying �ux bias on another device, i.e. the SQUID in

our case. Given a mutual inductance MT,sq between the �ux transformer and the SQUID,

we get a �ux bias of

Φext,sq = MT,sqIT =
MT,sq

LT

Φext,T (6.53)

through the SQUID loop. �us, a simple loop of superconducting aluminum can be utilized

for transporting the �ux bias from the solenoid to the device (SQUID) of interest.

While designing �ux-transformers, we keep the following principles in mind:

1. Having a large enclosed area near the solenoid is bene�cial. �e �ux received from

the solenoid increases with increase in area.

2. �e loop of the device to be biased (SQUID in Fig. 6.8) should be placed as close to the

�ux transformer as possible in order to increase the mutual inductance between the

transformer and the loop. In our design, we typically have merely 5 − 10 µm gap

between the two loops. In addition, for lithographic convenience, the specialized

shape of the SQUID loop shown in the �gure is speci�cally optimized to place the
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loop close to the transformer while keeping the junction far away from this large

feature.

3. �e length of the �ux transformer is �xed by considering two important factors.

Firstly, the magnet should be far enough away from the high-Q modes of interest

to preserve their quality factor. Second, the �ux transformer itself acts as a resonator

giving rise to multiple harmonic modes. �e minimum frequency of these modes is

determined by the length of the �ux transformer. Since these modes set the Purcell

limit of the high-Q modes, it is bene�cial to engineer the transformer such that all

the additional harmonic modes are higher in frequency compared to the high-Q

modes of interest.

4. Above a critical current density, the thin �lm aluminum looses its superconductiv-

ity. As a result, below the minimum trace width (typically around 5 µm), the �ux

transformer cannot carry enough current (IT ) to apply the required �ux bias. �ere-

fore, as a rule of thumb, the minimum width of the �ux transformer at any point

should be at least 5 µm.

5. Another important consideration would be the �ux noise transferred from the trans-

former to the device (SQUID). A priory it seems that such �ux noise should be sup-

pressed since, typically, MT,sq/LT � 1 (< 0.001 in the design presented subse-

quently). As a result, only a fraction of the �ux noise in the transformer will couple

to the device of interest. On the other hand, the �ux transformer has a considerably

larger area and a careful analysis and measurement of the 1/f noise needs to be

performed. We leave this as a future direction.

Armed with this understanding, in the next section, describe an enclosure designed

for measuring the cancellation circuit.
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(a)

(b)

(c)

15mm

Figure 6.9: (a) HFSS design of a sapphire chip with the cancellation circuit (central vertical
features) and two �ux transformers (horizontal loops). Two separate �ux transformers
allow independent �ux biasing of the SNAIL and SQUID modes of the cancellation circuit.
(b, c) Top and isometric view of the enclosure designed for the preliminary experiments
with the cancellation circuit. �e sapphire chip shown in panel (a) is placed centrally
between two λ/4 type resonator modes. Either one of these modes can be used as a
readout and the other as the high-Q storage resonator. �is choice is dictated by the
length of the coupling pins utilized for addressing each of the resonators. Two separate
magnets are utilized for biasing the �ux-transformers. �e applied �ux of the magnets
enters and leaves the enclosure through the corresponding holes below the magnets (not
shown).

6.3.2 Enclosure for the cancellation circuit

In order to completely test the cancellation circuit we require an independent �ux bias for

the SNAIL and the SQUID. In addition a low-Q Readout mode coupled symmetrically to

the SNAIL mode and the SQUID mode is also required. �e pictures of our design which

satis�es this wish list are shown in Fig. 6.9. It consists of a sapphire chip with the cancel-

lation circuit in the center and two �ux-transformers, one coupling to the SNAIL mode

and the other coupling to the SQUID mode, as shown in Fig. 6.9a. �is chip is then placed

inside an aluminum enclosure as depicted in Fig. 6.9b and Fig. 6.9c. Two magnets with

their respective holes (not shown) are positioned towards the ends of the �ux transform-
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ers in order to apply the requisite �ux bias. �e enclosure also consists of two λ/4 type

resonators with di�erent fundamental frequencies. Both the resonators couple symmetri-

cally with the cancellation circuit and either can be used as the readout mode. Speci�cally,

we utilize the higher frequency λ/4 mode (∼ 8.1 GHz) as the readout mode. �e lower

frequency (∼ 5.1 GHz) λ/4 mode is tuned to be relatively high-Q and is not utilized in

our current experiment. �is mode could be utilized as the high-Q storage harmonic os-

cillator for experiments involving cat-state stabilization which we do not explore here.

�e parameters used for the rest of the system will be clear in the next section where we

discuss some of the preliminary experimental results.

6.4 Preliminary experimental results

In this section, we discuss the experimental results for the characterization of the can-

cellation circuit. �e focus here is to prove that cancellation circuit can indeed provide

four-wave mixing in absence of cross-Kerr. In order to prove this, we utilize the cancel-

lation circuit and the readout mode of the enclosure discussed in the last section. �is

system is modeled well by the parameters speci�ed in table 6.1. Indeed these parame-

ters were optimized to reproduce the frequencies of all the involved modes at certain �ux

points. �erefore, a reader should review the bare frequencies of the SNAIL, SQUID and

the readout mode as function of Φext,sn and Φext,sq speci�ed in Fig. 6.6 and the behavior of

cancellation circuit shown in Fig. 6.7 before a�empting to understand the experimental

data.

We characterize the system by utilizing two types of experiments. �e �rst experiment

is called readout spectroscopy. �e idea here is to send a probe tone on the strongly cou-

pled pin of the readout and observe the change in phase of the re�ected signal. By sweep-

ing the frequency of the applied tone, one �rst locates the phase-roll generated by the the
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Figure 6.10: (a) Cartoon representing the phase response of the readout mode, measured
by observing the re�ection of a probe tone. When there is no excitation in the asymmetric
or symmetric modes, the phase response of the readout mode is given by the gray line.
�e frequency where the phase response crosses zero is the resonance frequency of the
readout. �e two-tone spectroscopy is performed by continuously measuring the phase
response at this frequency while applying another pump tone at di�erent frequencies. If
the pump tone excites any one of the asymmetric or the symmetric mode, then the read-
out frequency shi�s due to the cross-Kerr interaction. If the cross-Kerr is positive, we
get the response marked by the red color, and if the cross-Kerr is negative then we get
the response marked by the blue color. As a result, the phase response at the readout
resonance frequency is positive or negative depending on sign of the cross-Kerr. (b) Car-
toon of the data obtained from a two-tone spectroscopy experiment. �e x-axis plots the
frequency of the pump and the y-axis plots the phase response at the readout resonance
frequency. From this data we infer the resonance frequency of a process that excites one
of the modes, and also the sign of the cross-Kerr between the mode and the readout.

readout resonator. A cartoon of this phase roll is shown by the gray line in Fig. 6.10a. �e

resonant frequency of the readout tone is then obtained by ��ing to this phase response

using the input-output formalism [Gardiner and Colle�, 1985, Clerk et al., 2010]. In our

data, the resonant frequency of the readout mode can also be located by �nding the probe

frequency where the phase response of the probe tone is zero, since the measurement

operator is calibrated to cancel the electrical delay induced by the input and output lines.

�e results of performing the readout spectroscopy as function of the current through the

SNAIL magnet is shown in Fig. 6.11a. �e current through the SQUID magnet is set to zero

for the purpose of this experiment. As the current through the SNAIL magnet increases,

the readout moves down in frequency. At the point where the SNAIL mode frequency

intersects the readout mode frequency, there is an avoided crossing which manifests as
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Figure 6.11: (a) Readout spectroscopy as function of the current through the SNAIL mag-
net. �e SNAIL mode is initially above the readout mode. As the current through the
SNAIL magnet is changed, the readout frequency moves downward due to the repulsion
from the SNAIL mode. At around 10 mA the SNAIL mode crosses the readout mode re-
sulting in an avoided crossing, which here manifests as a jump in the readout frequency.
At a current of ∼ 15.425 mA, the SNAIL bias reaches half �ux quantum and the SNAIL
mode reaches the minimum frequency. As the current is further increased, the same ef-
fects occur in a reversed fashion. We utilize this data to calibrate Φext,sn as shown by
the alternate x-axis. (b) Spectroscopy of the readout resonator as function of the current
through the SQUID magnet. Note that the scale of the y-axis is di�erent from the one in
panel (a). �e SQUID frequency always remains below the readout frequency and as a
result there is no avoided crossing. �e minimum in the readout frequency occurs when
the SQUID is at half �ux. �e calibration Φext,sn is again shown by the alternate x-axis.

a jump of the readout frequency observed in the �gure. We use the data to calibrate the

relation between Φext,sn/Φ0 and the current through the SNAIL magnet. Similarly, the

readout spectroscopy as function of the current through the SQUID magnet, while the

the current through the SNAIL magnet is set to zero, is presented in Fig. 6.11b. We again

see the variation in the readout frequency as function of the SQUID current. Since the

SQUID mode never crosses the readout mode, we do not see any abrupt jumps. �is data

is again utilized for �nding a relation between the current through SQUID magnet and

Φext,sq/Φ0 as shown. Moreover, this �gures proves that the �ux transformers are indeed

working correctly for this sample.

�e second experiment used for characterizing the sample is the so called two-tone
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Figure 6.12: Two-tone spectroscopy of the system as a function of Φext,sq/Φ0 (x-axis),
when the SNAIL is parked at half �ux (Φext,sn/Φ0 = 0.5). �e experiment is performed
by identifying readout resonance at each �ux point and then applying the pump tone at
di�erent frequencies. (b, c) �e lines corresponding to the g − e transition of the asym-
metric and symmetric modes respectively. Judging from red and blue colors of the lines,
χAR changes from positive to negative, and χSR changes from negative to positive, when
Φext,sq is increased. �erefore, the cross-Kerrs go through zero at intermediate points.
�is cross-Kerr cancellation is manifested as vanishing of the respective lines. �e ver-
tical black lines are a guide for eye showing the cross-Kerr cancellation. (d,e) �e lines
corresponding to the two-photon exchange R̂2Â†+ R̂†2Â and R̂2Ŝ†+ R̂†2Ŝ processes re-
spectively. Comparing these plots with those in (b,c) it is clear that R̂2Â†+ R̂†2Â process
is present even when χAR vanishes. On the other hand R̂2Ŝ† + R̂†2Ŝ is indeed canceled
close to the χSR = 0 region.

spectroscopy. �e idea here is to park the frequency of the probe tone at the resonance

frequency of the readout mode. Another tone, which we hereby call the pump tone, is

then applied at di�erent frequencies. If the pump tone addresses a transition that puts

excitation into either the asymmetric mode or the symmetric mode of the system then,
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due to the cross-Kerr interaction between these modes and the readout mode, the e�ective

resonance frequency of the readout mode shi�s. As shown in Fig. 6.10a, if the cross-Kerr is

positive, then the e�ective resonance frequency and, hence, the phase-roll of the readout

shi� to the right (red curve). Similarly, if the cross-Kerr is negative, then the e�ective

frequency and the phase roll shi� to the le� (blue curve). As a result, the phase response

of the probe tone, which is parked at the resonant frequency of the readout mode, is either

positive or negative. �us, by monitoring the phase response at the readout resonance as

function of the pump frequency we obtain two vital pieces of information: (i) Location of

the di�erent transitions in the system and (ii) sign of the cross-Kerr between the readout

mode and the other mode which receives an excitation. Moreover, over short range of

pump frequency, this experiment can also be used to get an idea of the relative magnitude

of the cross-Kerr interaction. Higher the phase response amplitude (see Fig. 6.10b), the

stronger the cross-Kerr interaction.

We �rst utilize the two-tone spectroscopy experiment to characterize the system as

function of Φext,sq/Φ0 when the SNAIL is biased at half �ux (Φext,sn/Φ0 = 0.5). �e results

of this experiment for four di�erent ranges of pump frequency are shown in Fig. 6.12. �e

line visible in panel (a) of the �gure is the g− e transition of the asymmetric mode which

is lower in frequency. �e phase response of the readout (color of the line) changes from

positive (red) to negative (blue) as Φext,sq/Φ0 increases. �is is because the cross-Kerr

between the asymmetric mode and readout changes from positive to negative over this

�ux range. Moreover, the region where the line vanishes indicates the cross-Kerr is close

to zero, thus providing us a signature of cross-Kerr cancellation. In addition, although

not clearly visible, there is also an avoided crossing with the lower frequency λ/4 mode

around ∼ 5.14 GHz. Panel (b) of the same �gure shows the g − e transition line of the

symmetric mode which shows a similar behavior. �e cross-Kerr changes from negative

to positive and goes through zero at an intermediate �ux point. Combined, the data in
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Figure 6.13: (a) Phase response amplitude (color) of the asymmetric mode as function of
Φext,sn/Φ0 (x-axis) and Φext,sq/Φ0 (y-axis). �e data allows us to infer the sign and relative
magnitude of the cross-Kerr interaction between the asymmetric mode and the readout
(χAR). (b) Phase response amplitude (color) of the symmetric mode as function of external
�ux-bias. We infer the sign and relative magnitude of the cross-Kerr interaction χSR from
this data. (c, d) Numerical values of χAR and χSR obtained from the same simulations
that produced the data in Fig. 6.7. By comparing the plots in panels (c) and (d) with this in
panels (a) and (b) it is clear that the experimental results match well with the theoretical
predictions for the cancellation circuit. We a�ribute the slight mismatch between theory
and experiment to the errors in our circuit parameters.

panel (a) and (b) show that the cross-Kerr with both the modes gets canceled albeit at

di�erent �ux points (since αsn 6= 0.185). Panels (c) and (d) of the �gure show the two

tone spectroscopy at higher pump frequencies, where �e pump tone addresses the two

photon exchange processes with the symmetric and asymmetric modes respectively. It is

clear from (c) that the two-photon exchange with the asymmetric mode survives in-spite

of the cross-Kerr cancellation between asymmetric and the readout mode. On ther other

hand, the two-photon exchange between the readout mode and the symmetric mode is

not present near the cancellation region of this mode as we predicted in our theoretical
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analysis. �erefore, we have indeed realized the cancellation circuit.

Finally we perform two-tone spectroscopy experiments as function of both Φext,sn and

Φext,sq, for the g−e transitions of the asymmetric and the symmetric mode. �e resultant

data at every �ux point is then analyzed to obtain the amplitude of the phase response.

�is amplitude is plo�ed as function of Φext,sn and Φext,sq in Fig. 6.13 panel (a) and panel

(b). It shows that the cross-Kerr cancellation happens at multiple points for both the

modes. In addition, there are �ux points near Φext,sn/Φ0 ∼ 0.48 and Φext,sn ∼ 0.16 where

both the cross-Kerrs seem to cancel simultaneously as expected. Panel (c) and (d) of the

same �gure reproduce the numerically simulated data, previously plo�ed for di�erent

�ux ranges in Fig. 6.7b. �alitatively speaking, the numerical simulations describe the

experimental data very well. �e small quantitative disagreement between the theory

and experiment is most likely due to the errors in our circuit parameters. Nonetheless,

this data shows that the cancellation circuit works as expected and can thus be utilized

for cross-Kerr free four-wave mixing that is needed in our experiments.

We have not yet studied the two-photon and four-photon driven dissipative processes

using the cancellation circuit. �is is one of the future directions for this work.

6.5 Comparison with a di�erent implementation

As a �nal remark on cross-Kerr free four-wave mixing, we compare our circuit with an-

other one recently demonstrated by [Lescanne et al., 2019b]. Although the two circuits

are quite di�erent and have di�erent operating constraints, they share very similar un-

derlying principle. �e two circuits, in simpli�ed forms, are represented in Fig. 6.14. �e

circuit by [Lescanne et al., 2019b] is essentially a SQUID shunted by a linear inductance
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(a) 

CJ

(b) 

Φext,1 Φext,2 Φext

EJ EL EJ EJ EJEL
C0 C0 C0

Figure 6.14: (a) Simpli�ed version of a cross-Kerr-free four-wave mixing device demon-
strated by [Lescanne et al., 2019b]. It consists of a single dipole element realized as a
SQUID shunted by a linear inductance. �e junctions have the same Josephson energy
EJ and the inductive energy of linear inductor is represented byEL. �e �ux through the
two loops is denoted by Φext,1(t) and Φext,2(t). As discussed in text, this time dependence
of the external �ux bias is required for addressing the four-wave mixing processes of in-
terest. (b) Simpli�ed version of the cancellation circuit. We have replaced the SNAIL by
an RF-SQUID which is essentially a Josephson junction shunted by a linear inductance. In
place of a SQUID we have simply utilized a single Josephson junction. In this simpli�ed
implementation, we need both the Josephson junctions to have the same EJ .

as shown in panel (a) of the �gure. �e Potential of this circuit is given by

U =
EL
2
ϕ̂2 − EJ cos(φext,1 − ϕ̂)− EJ cos(φext,2 + ϕ̂), (6.54)

where ϕ̂ is the phase across the linear inductor, and φext,k = 2πΦext,k/Φ0. Now, if we bias

the circuit with φext,1 = π + ε(t) and φext,2 = ε(t) then

U =
EL
2
ϕ̂2 + EJ cos(ϕ̂− ε(t))− EJ cos(ϕ̂+ ε(t))

=
EL
2
ϕ̂2 + 2EJ sin(ϕ̂) sin(ε(t)). (6.55)

It is clear from this expression that the potential does not contain any diagonal four-

wave mixing terms. However, o�-diagonal pumped four wave mixing terms, like the

two-photon exchange process, can be made resonant by selecting proper time dependence
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for ε(t). Note that if the time dependent part of the �ux bias, ε(t) is made zero or time

independent, then none of the processes will be resonant and circuit will not provide any

nonlinear interaction. As a result, fast-�ux pumping is a key requirement for this circuit.

Let us now proceed to analyze a simpli�ed version of our circuit shown in Fig. 6.14b.

Here we have replaced the SQUID with an inductively shunted Josephson junction (i.e.

an RF-SQUID) and the SQUID with a simple Josephson junction. �e potential of this

simpli�ed version is then given by

Ĥ

~
=
EL
2
ϕ̂2

1 − EJ cos(φext − ϕ̂1)− EJ cos(ϕ̂2), (6.56)

where ϕ̂1 is the phase across inductor of the RF-SQUID and ϕ̂2 is the phase across the

single Josephson junction. We consider the case where the RF-SQUID is biased at half

�ux, i.e. φext = 2πΦext/Φ0 = π. With this bias the potential becomes

Ĥ

~
=
EL
2
ϕ̂2

1 + EJ cos(ϕ̂1)− EJ cos(ϕ̂2). (6.57)

Note the sign change of the �rst cosine. �is sign change is very similar to one that we

studied in the other circuit. Now, as we have discussed in previous sections, for the cancel-

lation circuit to operate, we need equal participation of the two hybridized modes in the

two cosines. �is is achieved by making sure that the e�ective inductance on both arms

of the circuit is equal. For the simpli�ed implementation shown here, such a condition

translates to EL = 2EJ . Under this assumption, we again utilize

ϕ̂1 = ϕ̂S − ϕ̂A and ϕ̂2 = ϕ̂S + ϕ̂A, (6.58)

where ϕ̂S and ϕ̂A are the phase drops of the symmetric and the asymmetric modes re-
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spectively. With this substitution, we get

Ĥ

~
= EJ(ϕ̂S − ϕ̂A)2 + EJ cos(ϕ̂S − ϕ̂A)− EJ cos(ϕ̂S + ϕ̂A)

= EJ(ϕ̂S − ϕ̂A)2 + 2EJ sin(ϕ̂A) sin(ϕ̂S) (6.59)

It is clear that the potential of our cancellation circuit is similar to the one of the circuit

by [Lescanne et al., 2019b], except, the place of the time dependent �ux term is taken by

the symmetric mode. As a result, our circuit can operate on static �ux bias, and the pump

term can couple in through the symmetric mode.

To summarize, the idea of changing the sign of a cosine term from negative to posi-

tive in order to cancel the diagonal terms is common to both the circuit. �e pumping of

the [Lescanne et al., 2019b] circuit is accomplished by adding time dependence to the �ux

bias. �is necessitates integration of fast �ux lines with the architecture under consider-

ation. Although this can be accomplished in 2D architectures, performing �ux pumping

in 3D while maintaining high quality factors has not yet been satisfactorily achieved. On

the other hand, the pumping in our implementation is accomplished by introducing an

additional mode which allows the pump to couple in. As a result a static �ux bias is suf-

�cient for our circuit. �is simpli�cation comes at the cost of an additional mode and a

somewhat stringent condition (EL = 2EJ ) on the parameters of the circuit. Similar to our

discussion about the permissible parameter regime for the SNAIL mode, the condition on

the circuit parameter can be relaxed by allowing the RF-SQUID to be biased at arbitrary

�ux points.
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6.6 Summary and prelude to the next chapter

�is chapter has focused on developing and testing a device which performs four-wave

mixing while canceling the always-on diagonal terms like cross-Kerr and self-Kerr. Fur-

thermore, we have also implemented a technique for applying static magnetic �ux bias

inside aluminum enclosures. �e discussions in this chapter give us following takeaway

points:

(i) In order to engineer cross-Kerr-free four wave mixing, one requires a combina-

tion of two circuit elements, one with positive four-wave mixing coe�cient and the

other with a negative four-wave mixing coe�cient.

(ii) �e negative four-wave mixing coe�cient is more common for Josephson junction

based circuit elements. A single junction, a SQUID, and even a SNAIL or RF-SQUID

parked near zero �ux can provide such a negative four-wave mixing coe�cient.

(iii) �e positive four-wave mixing coe�cient requires a �ux-biased element like a SNAIL

or an RF-SQUID biased near half �ux.

(iv) In order to get perfect Kerr and cross-Kerr cancellation for all the modes simultane-

ously we need to impose two conditions. �e �rst condition is the equal participa-

tion of all the modes of the system in the aforementioned nonlinear elements. One

way to achieve this is by engineering equal capacitance and equal e�ective induc-

tance for the two nonlinear elements. �e second condition requires the four-wave

mixing coe�cients of the two modes to be equal and opposite.

(v) If a SNAIL is utilized for engineering the positive four-wave mixing coe�cient, then

the permissible range of αsn for perfect cancellation is between 1
2

(
1
Nsn

+ 1
N3

sn

)
and

1
Nsn

, where Nsn are the number of shunting junctions.
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(vi) Although the perfect cancellation point is unique, it is possible to cancel a particular

cross-Kerr or self-Kerr at multiple bias points. In particular, the points where self-

Kerr between the asymmetric mode of the circuit and a harmonic oscillator mode

cancels, while the self-Kerr of the asymmetric mode is preserved are of immense

interest to us. �ese are the points where Raman-assisted cascading can be utilized

for engineering higher order nonlinear processes.

(vii) A �ux transformer, which is essentially a loop of superconducting aluminum, can

be utilized for ‘transporting’ �ux bias from one point to another. We utilize this

device for independently biasing the SNAIL and SQUID elements of our cancellation

circuit.

(viii) �e preliminary experiments show that the cancellation circuit and �ux transform-

ers indeed work as advertised. It provides us the possibility of four-wave mixing

while canceling the cross-Kerr between the symmetric and asymmetric mode and a

readout resonator.

Although we have proven that the cancellation circuit and the �ux-transformers work

as expected, there is much work to be done in the future. We take this opportunity to

highlight three such future directions:

(i) Maintaining the high quality factors of the storage resonator modes is a key to

storing information using the bosonic codes. �erefore, a thorough study of the

quality factors of various modes in presence of �ux-transformers is a requirement

before such devices can be widely utilized.

(ii) Implementation of two-photon driven-dissipative process with the help of the can-

cellation circuit biased at the perfect cancellation point. �is experiment will be
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similar to the one performed by [Lescanne et al., 2019b] and will serve as a bench-

mark for comparing the two circuits.

(iii) Implementation of cascaded four-photon exchange and four-photon driven-dissipative

process with the help of the cancellation circuit. �is is indeed the main motivation

behind us developing the cancellation circuit in the �rst place.

Having studied the Raman assisted cascading and the cancellation circuit, we are now

ready to discuss fully autonomous and continuous �rst order error correction against all

the errors using the pair-cat codes. We take up this topic in the next and �nal chapter of

the thesis.



Chapter 7

Fully autonomous QEC with pair cat

code

In Ch. 3 we introduced the four-component cat codes which allow �rst-order protection

against photon loss events. Moreover, a four-photon driven-dissipative process allows us

to autonomously and continuously stabilize these states by exponentially suppressing the

dephasing and energy relaxation errors as the size (|α|2) of the states increases. Ch. 4 and

Ch. 5 focused on theoretical and experimental work geared towards implementing this

four-photon driven-dissipative process. Such process requires an interaction between at

least six or more photons. We showed a way to obtain such higher-order interaction by

cascading the readily available lower-order four-wave mixing interactions. In addition,

we introduced and demonstrated a new device which further tames the four-wave mix-

ing nonlinearity to suit the needs of our proposal. �is brings the autonomous protection

against energy relaxation and dephasing, squarely within the grasp of available super-

conducting technology. �e continuous protection against the photon loss errors, on the

other hand, requires direct monitoring of the parity operator by engineering an interac-

tion of the form eiπâ
†âσz in the Hamiltonian of the system. Such interaction, due to the
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presence of an exponent, is of in�nite-order in nonlinearity, and cannot be achieved with

the superconducting circuit elements that we have studied in this thesis. Indeed, a new,

and yet unimplemented circuit element proposed by [Cohen et al., 2017] is required for en-

gineering such an interaction. However, it is possible to simplify the design of a hardware

e�cient autonomous logical qubit, by utilizing a two-oscillator cousin of the cat codes,

called the pair-cat code [Albert et al., 2019]. �is particular code o�ers a protection which

is comparable, or even slightly be�er than the four-component cat code, while completely

circumventing the need for continuous parity measurements.

�e pair-cat code allows for the correction against photon loss events, as long as they

a�ect only one of the oscillators. Such photon loss events can be monitored by observ-

ing the photon number di�erence between the oscillators, an error syndrome of the form

â†2â2 − â†1â1. Here â1 and â2 are destruction operators of the two oscillator modes. It

is clear that the error syndrome, in this case, is bi-linear, as opposed to the exponential

parity operator in the case of four-component cat code. We later show that such an error

syndrome can be continuously monitored by utilizing four-wave mixing and the circuit el-

ements that we have already developed. Furthermore, a driven-dissipative process which

forces simultaneous loss or gain of two photons in each of the oscillators, described by

D[â2
2â

2
1 − γ4], allows the stabilization of this code against energy relaxation and dephas-

ing errors present in both the oscillator. Notice that, this driven-dissipative process is the

same order of nonlinearity as the four-photon driven-dissipative process studied previ-

ously. Indeed, we show that the cascading technique developed in earlier chapters can

be utilized for implementing this driven-dissipative process using four-wave mixing and

lower order nonlinearity. As an additional bene�t, since the pair cat code is immune to

multiple photon losses on a single oscillator, the leakage error inherent to the cascading

protocol does not a�ect this code. As a result, the pair-cat code has emerged as a prime

candidate for realizing fully autonomous and continuous protection against all the error
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channels to the �rst order. We dedicate this chapter to introducing this encoding and

developing an experimental proposal for realizing such a logical qubit.

�e following section (Sec. 7.1) starts by introducing the pair-cat states and their error

correction properties. We put a particular emphasis on the engineered dissipation re-

quired for fully autonomous and continuous error correction. �e experimental proposal

for implementing this engineered dissipation is developed in Sec. 7.2. It becomes clear

that the Hamiltonian engineering techniques that we developed in the rest of the thesis

can be directly used to achieve our goals.

7.1 Introduction to pair-cat states

�e goal of this section is to formally introduce pair-cat code. We begin this introduction

by �rst talking about the basis states of the codes and discussing how the code protects

against various channels of errors. �is is followed by a discussion about the engineered

dissipation required for protecting the encoded information in an autonomous and con-

tinuous manner.

7.1.1 Pair-coherent states

�e pair-cat states are superpositions of the so called pair-coherent states. �ese states

were �rst discussed in [Barut and Girardello, 1971] and are also called Barut-Girardello

coherent states a�er the authors of the article. �e pair coherent states are de�ned as

simultaneous eigenstates of ∂̂ = â†2â2 − â†1â1, and â1â2. �e ∂̂ operator is also referred to

as the photon number di�erence operator in our discussions. Note that [∂̂, â1â2] = 0, i.e.

photon number di�erence and product of destruction operators commute, and hence, they

indeed have non-trivial common eigenstates. We denote these states as |γ∂〉where γ2 ∈ C

is the eigenvalue of the â1â2 operator, and ∂ ∈ Z is the eigenvalue of the photon-number
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di�erence operator. To summarize

â2â1|γ∂〉 = γ2|γ∂〉 and ∂̂|γ∂〉 = ∂|γ∂〉. (7.1)

�e representation of these states in the Fock basis is given by

|γ∂〉 = Nγ,∂

∞∑

n=0

γ2n+∂

√
n!(n+ ∂)!

|n, n+ ∂〉, for ∂ ≥ 0

= Nγ,∂

∞∑

n=0

γ2n+|∂|
√

(n+ |∂|)!n!
|n+ |∂|, n〉, for ∂ < 0. (7.2)

Here |j, k〉 = |j〉1 ⊗ |k〉2, and the normalization constant

Nγ,∂ =
1√

I|∂|(2|γ|2)
, (7.3)

with I∂ being the modi�ed Bessel function of the �rst kind. In the particular notation we

have utilized, γ and −γ return us the same pair-coherent state. From the expression of

|γ∂〉, it is easy to verify that the relations presented in Eq. (7.1) are satis�ed.

Keeping our future discussions in mind, it is helpful to study the overlap of two pair-

coherent states as well as the action of single-mode destruction operators on these states.

�e overlap is given by

|〈γ′∂′ |γ∂〉|2 = δ∂,∂′

∣∣∣∣∣Nγ,∂Nγ′,∂

∞∑

n=0

(γ′∗γ)2n+|∂|

(n+ ∂)!n!

∣∣∣∣∣

2

= δ∂,∂′

∣∣∣∣∣
I∂(2γ

′∗γ)√
I|∂|(2|γ|2)I|∂|(2|γ′|2)

∣∣∣∣∣

2

. (7.4)

�e Kronecker-delta is present since 〈n, n+∂′|n, n+∂〉 = δ∂,∂′ . �is implies that the pair-

coherent states with two di�erent eigenvalues of ∂̂ are orthogonal to each other irrespec-

tive of the value of γ. In e�ect, these states create orthogonal subspaces for each eigen-

value of ∂̂. Moreover, the function I|∂|(x) asymptotically approaches 2ex/x as |x| → ∞.
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As a result, for |γ|, |γ′| � 1, the overlap can be approximated by

|〈γ′∂′ |γ∂〉|2 ≈ δ∂,∂′e
−2|γ−γ′|2 (7.5)

As a result, if |γ − γ′| � 1, the pair coherent states are approximately orthogonal.

Next, let us study the e�ect of the single-mode destruction operators on these states.

It can be easily shown that

â1|γ∂〉 = γ
Nγ,∂

Nγ,∂+1

|γ∂+1〉, (7.6)

and

â2|γ∂〉 = γ
Nγ,∂

Nγ,∂−1

|γ∂−1〉. (7.7)

In fact, such analysis can be extended for powers of destruction operators, âl1 and âl2.

�ese operators, act on the pair coherent states as follows:

âl1|γ∂〉 = γl
Nγ,∂

Nγ,∂+l

|γ∂+l〉, (7.8)

and

âl2|γ∂〉 = γl
Nγ,∂

Nγ,∂−l
|γ∂−l〉. (7.9)

�erefore, âl1 and âl2 change the eigenvalues of the photon number di�erence operator

by l and −l respectively. We could have also reached the same conclusion by noting

âl1∂̂ = (∂̂ + l)â1 and âl2∂̂ = (∂̂ − l)â2.

Finally, to get some more perspective, let us note following similarities and di�erences

between the pair-coherent and the single-mode coherent states:

1. Both coherent states and the pair-coherent states are the eigenstates of the destruc-

tion operators. â in case of the coherent states and â1â2 in case of the pair coherent

states.
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2. �e amplitudes of the involved Fock-states follow Poisson-like distribution in both

the cases.

3. We only have singly in�nite coherent states parameterized by the coherent state

amplitudes α ∈ C. In the case of pair-coherent states, however, there are countably

in�nite orthogonal subspaces enumerated by the eigenvalues of ∂̂. Each ∂-subspace

contains a continuous in�nity of states parameterized by γ ∈ C.

4. �e overlap of coherent states as well as the pair-coherent states is exponentially

suppressed as the states go farther apart in phase space and ∂-subspace respectively.

5. Displacing the single mode vacuum by a displacement operator eαâ†−α∗â results in a

coherent state α. However, a two mode displacement operator eγâ†1â†2−γ∗â1â2 acting

on the two mode vacuum |0, 0〉 does not create a pair-coherent state. Instead, such

a state is known as the two-mode squeezed state and it is not an eigenstate of â1â2.

7.1.2 Pair-cat states and information storage

Photon loss events that a�ect only one of the two oscillators can be modeled by a set of

operators E = {Î} ∪
{
âj1, â

j
2

}∞
j=0

. We already know that each of the âj1 and âj2 operators

map the ∂-subspaces to completely orthogonal subspaces with a di�erent eigenvalue of

∂̂. �erefore, in order encode information in a manner that is robust to the single-mode

photon losses, we need to utilize two orthogonal states in a ∂-subspace as |0L〉 and |1L〉

of our codespace. Moreover, these states should also satisfy

〈0L|â†j1 âj1|0L〉 = 〈1L|â†j1 âj1|1L〉 and 〈0L|â†j2 âj2|0L〉 = 〈1L|â†j2 âj2|1L〉, (7.10)

to ensure that the photon loss events do not distort the superposition of the logical states.

Taking inspiration from the two-component cat codes, we de�ne the pair-cat states as
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|γ0〉 − |(iγ)0〉 |γ1〉+ i|(iγ)1〉

|γ1〉 − i|(iγ)1〉 |γ2〉 − |(iγ)2〉

|γ2〉+ |(iγ)2〉

|γ−1〉+ i|(iγ)−1〉

|γ−1〉 − i|(iγ)−1〉

|γ−2〉 − |(iγ)−2〉

|γ−2〉+ |(iγ)−2〉
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Figure 7.1: Information storage using pair-cat code. We have two orthogonal states at
every value of ∂. �e |0L〉 = |γ∂〉 + (−i)k|(−iγ)∂〉 and |1L〉 = |γ∂〉 − (−i)k|(−iγ)∂〉 for
every C∂ are represented in the �gure. Here we have ignored the normalization constants
for brevity. A photon loss error in the �rst mode (â1) moves the system from ∂ to a
∂+1-sub-space while also introducing a bit-�ip in the system as indicated by the diagonal
arrows. �is bit �ip is the consequence of (−i)∂ factor in our de�nition of the logical
states. �e photon loss in second mode, on the other hand, moves the system from ∂ to
∂ − 1 subspace while introducing no bit-�ip. As a result, errors photon loss errors, as
long as they only a�ect a single mode, can be tracked by monitoring the photon number
di�erence between the two oscillators. A loss of photon in both the modes simultaneously,
however, introduces a logical bit-�ip (red bi-directional arrows) which cannot be tracked
since there is no change in value of ∂.

equal superposition of two pair-coherent states, |γ∂〉 and |(iγ)∂〉1. Note that both these

states have the same eigenvalue ∂ for the photon number di�erence operator. �e formal

de�nition of the pair-cat states is

|P(kmod 2)
γ,∂ 〉 =

Nk
γ,∂

Nγ,∂

(
|γ∂〉+ (−1)k(−i)∂|(iγ)∂〉

)
(7.11)

where the normalization constant Nk
γ,∂ is given by

Nk
γ,∂ =

1√
2
[
I|∂|(2|γ|2) + (−1)kJ|∂|(2|γ|2)

] . (7.12)

�e function I∂ again denotes the modi�ed Bessel function of the �rst kind, and J∂ denotes

the Bessel function of the �rst kind. For large values of |γ|, I∂ goes as O(e2|γ|2/|γ|) and
1Remember that |(±γ)∂〉 describe the same states in our notation.
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J∂ as O(1/|γ|) which leads to

Nk
γ,∂ ≈

Nγ,∂√
2

+ (−1)k+1O
(
|γ|−1e−2|γ|2

)
. (7.13)

�erefore, N
k
γ,∂

Nγ,∂
approaches 1/

√
2 for large |γ| and the k dependence of the normalization

is exponentially suppressed just like in the case of cat states. �e Fock state expansion of

the pair cat states is given by

|P(kmod 2)
γ,∂ 〉 = 2Nk

γ,∂

∞∑

n=0

γ4n+2k+∂

√
(2n+ k)!(2n+ k + ∂)!

|2n+ k, 2n+ k + ∂〉. (7.14)

Let us note some of the properties of the pair-cat states. Firstly, by construction, these

states are the eigenstates of the photon-number di�erence operator. Moreover

〈P(jmod 2)
γ,∂′ |P(kmod 2)

γ,∂ 〉 = δj,kδ∂,∂′ . (7.15)

As expected, states with di�erent eigenvalues of ∂̂ are orthogonal, and we indeed have

two orthogonal eigenstates at each eigenvalue of ∂̂. �erefore the pair-cat codes can be

used as the basis of our ∂-code-space denoted by

Cγ,∂ = Span
{
|0L〉 = |P(0 mod 2)

γ,∂ 〉, |1L〉 = |P(1 mod 2)
γ,∂ 〉

}
. (7.16)

Similar to pair-coherent states, the single-mode destruction operators introduce a change

in the eigenvalue of ∂̂. However, there are certain caveats here that deserve close exami-

nation. �e e�ect of a photon loss on the �rst mode is

â1|P(kmod 2)
γ,∂ 〉 = γ

Nk
γ,∂

Nk+1
γ,∂+1

|P(k+1 mod 2)
γ,∂+1 〉. (7.17)



7.1. Introduction to pair-cat states 199

Notice that along with a change in the eigenvalue of ∂̂ there is also an e�ective bit-�ip

here since k changes to k + 1. �is bit-�ip is all the more important since a photon loss

in the second mode, described by

â2|P(kmod 2)
γ,∂ 〉 = γ

Nk
γ,∂

Nk
γ,∂−1

|P(kmod 2)
γ,∂−1 〉, (7.18)

does not display the same bit-�ip. Such a bit-�ip (or no bit-�ip) does not destroy the

stored information since the photon loss events can be detected by measuring ∂̂ as an

error syndrome. On the other hand, it is this asymmetry �rst and second mode which

prevents the correction of photon-gain errors simultaneously with the photon-loss errors.

For example, a photon-gain in the �rst mode (modeled by â†1) changes ∂ to ∂ − 1 similar

to a photon loss in the second mode. However, â†1 introduces a bit-�ip error in addition to

the change of ∂ to ∂ − 1, whereas â2 does not. As a result, we are not protected against

photon gain in the �rst mode simultaneously with the photon loss in the second mode.

�is is indeed one of the limitations of the pair-cat state encoding. �ere exist higher

order encodings using more than two cavities which can correct for photon gains as well.

An interested reader should refer to Albert et al. [2019] for more information on those.

Generally speaking, in the domain of supercondcuting circuits, the rate of heating (photon

gains) is much slower than the rate of photon loss errors at low temperatures, making the

current scheme su�cient for the purpose of �rst-order error correction. �is may change

in presence of strong drives in the system due to spurious heating observed in various

experiments [Sank et al., 2016, Lescanne et al., 2019a]. Studies [Verney et al., 2019] are

underway for addressing such instabilities. However, for the purpose of this thesis, we

will only focus on the photon loss errors.
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�e general result for multiple single-mode photon losses is given by

âj1|P(kmod 2)
γ,∂ 〉 = γj

Nk
γ,∂

Nk+j
γ,∂+j

|P(k+jmod 2)
γ,∂+j 〉. (7.19)

and

âj2|P(kmod 2)
γ,∂ 〉 = γj

Nk
γ,∂

Nk
γ,∂−j

|P(kmod 2)
γ,∂−j 〉. (7.20)

It is clear that the error syndrome ∂̂ can still detect these photon loss events and hence,

such errors can be monitored. Of course, being able to monitor photon loss events is not

su�cient for preserving the superpositions. In order to ensure that the photon losses do

not distort the superpositions, we need to satisfy Eq. (7.10). �is condition translates to

〈P(kmod 2)
γ,∂ |âj†1 âj1|P(kmod 2)

γ,∂ 〉 =

∣∣∣∣∣
γjNk

γ,∂

Nk+j
γ,∂+j

∣∣∣∣∣

2

≈
∣∣∣∣
γjNγ,∂

Nγ,∂+j

∣∣∣∣
2

+ (−1)kO
(
|γ|2je−2|γ|2

)
, (7.21)

and

〈P(kmod 2)
γ,∂ |âj†2 âj2|P(kmod 2)

γ,∂ 〉 =

∣∣∣∣∣
γjNk

γ,∂

Nk
γ,∂−j

∣∣∣∣∣

2

≈
∣∣∣∣
γjNγ,∂

Nγ,∂−j

∣∣∣∣
2

+ (−1)kO
(
|γ|2je−2|γ|2

)
. (7.22)

�e k dependence of the second terms in last two expressions implies that Eq. (7.10) is

not satis�ed exactly, and the photon jumps introduce slight distortion in the code-space.

Similar to the cat codes, these distortions are exponentially suppressed in size |γ|2. We

verify this further, for di�erent values of ∂ in Fig. 7.2. As a result of this exponential

suppression of the distortions introduced by photon-loss events, the pair-cat codes protect

against single-mode photon losses. On the other hand, if there is a simultaneous photon

loss in both the modes described by â1â2 occurs, then we get

â1â2|P(kmod 2)
γ,∂ 〉 = γ

Nk
γ,∂

Nk+1
γ,∂

|P(k+1 mod 2)
γ,∂ 〉. (7.23)
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Figure 7.2: In this �gure we plot 〈1L|â†1â1|1L〉 − 〈0L|â†1â1|0L〉, where |0L〉 = |P(0 mod 2)
γ,∂ 〉

and |1L〉 = |P(1 mod 2)
γ,∂ 〉, as function of γ for di�erent values of ∂. It is clear that for a

su�ciently large value of γ, the pair cat code satis�es Eq. (7.10) approximately. As the
value of ∂ increases, the approximation is still valid albeit for slightly higher values of γ.

�is is essentially a logical bit-�ip since there is no change in the error syndrome ∂̂.

Next, we discuss the e�ect of energy relaxation and dephasing errors on the pair-cat

code. �ese errors are modeled by extending our set of error operators to

E = {Î} ∪
{
âl1, â

l
2

}∞
l=1
∪
{
â†l1 â

l
1, â
†l
2 â

l
2

}∞
l=1
∪
{
â†l1 â

l+m
1 , â†l2 â

l+m
2 , â†l1 â

l
1â
m
2 , â

†l
2 â

l
2â
m
1

}∞
l,m=1

(7.24)

�e operators in the second bracket are the single mode photon loss errors, operators

in second bracket model the dephasing-like errors and the operators in the �nal bracket

model simultaneous dephasing-like errors and the single mode photon loss. It can be

checked that the o�-diagonal Knill-La�amme conditions for this extended error set are

satis�ed trivially. Also most of the diagonal terms are also zero. �e non-zero diago-

nal conditions, on the other hand, are only approximately satis�ed. �is can be seen by

realizing that these conditions are the same as the ones presented in Eq. (7.10), and ana-

lyzed in Eq. (7.21) and Eq. (7.22). Similar to the distortions induced by photon loss errors,
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the e�ect of dephasing and energy relaxation is also exponentially suppressed due to the

exponential suppression of the k dependent part in Eq. (7.21) and Eq. (7.22).

7.1.3 Tomography and representation

�e Wigner function that we used in representation of a single mode oscillator can be

extended to two or multiple oscillators as well. Before de�ning this two-mode Wigner

function, let us �rst de�ne the so called joint parity operator. �is operator essentially

measures the parity of the sum of photons in both the modes. It is given by

Π̂joint = eiπ(â†1â1+â†2â2). (7.25)

With the help of this operator the two-mode Wigner function is expressed as

W (β1, β2) =
2

π
Tr
[
Π̂jointD̂1(−β1)D̂2(−β2)ρ12D̂2(β2)D̂1(β1)

]
, (7.26)

where ρ12 is the joint density matrix of the system, and D̂1, D̂2 indicate displacements

on the respective modes. In words, W (β1, β2) is the expectation value of the joint parity

operator a�er displacing the system by −β1, −β2. Note that the joint Wigner function is

a four dimensional since β1, β2 ∈ C. Experimentally speaking, it is time consuming, yet

possible to measure such a four-dimensional Wigner function as demonstrated by [Wang

et al., 2016]. �e displacements β1, β2 can be applied on individual cavities with the similar

pulses as we have already explored in 5. Measuring the joint parity operator can again

be accomplished in a similar manner to the single mode parity measurement, except, it

requires an interaction of the form

ĤΣ

~
= χΣ

(
â†1â1 + â†2â2

)
|e〉〈e|, (7.27)
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with an ancillary qubit mode. Initializing the qubit in the |+〉 state and allowing the

system to evolve under ĤΣ for π/χΣ maps the joint parity of the oscillator modes to the

state of the qubit since the unitary under this time evolution is given by

Ûjoint−parity = eiπ(â†1â1+â†2â2)|e〉〈e|. (7.28)

In our la�er discussions, we will develop techniques to realize a Hamiltonian of the form

Ĥ∂

~
= χ∂

(
â†2â2 − â†1â1

)
|e〉〈e|, (7.29)

for monitoring the error syndrome ∂̂. It is interesting to note that such a Hamiltonian

also does an equally good job of measuring the joint parity since

ei
Ĥ∂
~ t

∣∣∣∣
t=π/χ∂

= eiπ(â†2â2−â†1â1)|e〉〈e| = eiπ(â†1â1+â†2â2)|e〉〈e| = Ûjoint−parity. (7.30)

Although the two-mode Wigner function contains the exact same information as the

density matrix of the two-mode system, it is of limited use in visualizing the two-mode

states since it is a four-dimensional function. A visualization technique tailored speci�-

cally for the pair-coherent and pair-cat states has been developed in [Albert et al., 2019].

�e idea is utilize the so called γ-plane Wigner function de�ned as

W (γ, ∂) =

∫
d2η

π2
eη
∗γ−γ∗ηTr

(
P̂∂ρ12e

ηâ†1â
†
2−η∗â1â2

)
(7.31)

where γ ∈ C and

P̂∂ =
∑

n

|n, n+ ∂〉〈n, n+ ∂| for ∂ > 0
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Figure 7.3: (a) γ-plane Wigner function of the pair-coherent state |(γ = 2)∂=0〉. We have
made a deliberate change in the color scheme of the γ-plane Wigners to di�erentiate them
from the regular phase-space Wigner functions. �is particular Wigner function has two-
blobs since, in our notation,±γ denotes the same state. Note that there not superposition
between two pair-coherent states here and hence, there are no fringes between the two
blobs. (b) γ-plane Wigner function of the |(γ = 2i)∂=0〉 state. Again, similar to the
|(γ = 2)∂=0〉 case, we have two blobs at 2i and −2i since they are one and the same
states. (c) γ-plane Wigner function of the |P(0 mod 2)

γ=2,∂=0 〉 state. Since this is a superposition
of |(γ = 2)∂=0〉 and |(γ = 2i)∂=0〉 states we have a total of four blobs and the interference
fringes between them. �e fact that this is an even superposition of the two states is
re�ected by having the pink color in the center of the Wigner. (d) γ-plane Wigner function
of the |P(1 mod 2)

γ=2,∂=0 〉 state. We again have four blobs and the interference fringes. Since this
state is an odd superposition of the constituent pair-coherent states, we have green color
at the center of the Wigner. Figure plo�ed using scripts provided by Victor Albert

=
∑

n

|n+ |∂|, n〉〈n+ |∂|, n| for ∂ < 0 (7.32)

is the projector on the ∂-sub-space. �e γ-plane Wigner function is essentially a repre-
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sentation of the density matrix for a �xed value of the photon-number di�erence ∂. �e

γ-plane Wigner functions of |(γ = 2)∂=0〉, |(γ = 2i)∂=0〉, |P(0 mod 2)
γ=2,∂=0 〉 and |P(1 mod 2)

γ=2,∂=0 〉 are

illustrated in Fig. 7.3. In this �gure, we have consciously utilized a di�erent color scheme

that typical Wigner function to indicate that we are representing γ-plane Wigner func-

tions. It is clear from panels (a) and (b) of the �gure that the pair-coherent states look

similar to the two-component cat states in the γ-plane, except there are no fringes. �e

two blobs in case of pair-coherent states are the consequence of our notation, in which,

|γ∂〉 and |−γ∂〉 represent the same state. �e pair-cat states on the other hand look similar

to the the four-component cat states.

7.1.4 Autonomous protection of pair-cats

It is clear from our discussion that pair-cat states have similar error correction properties

to the single mode cat states, except for an added protection against multiple single-mode

photon loss errors. �ese single-mode photon loss errors can be monitored by measuring

the photon number di�erence ∂̂ between the two modes. However, again similar to single

mode cat states, the dephasing and energy relaxation errors only approximately satisfy

the Knill-La�amme conditions and if le� uncorrected, these errors tend to accumulate re-

sulting in distortion of the code-space. In order to stabilize the encoding manifold against

the photon loss errors, one again needs to utilize a driven-dissipative process.

Before discussing the required driven-dissipative process, let us look into one more

property of the pair-cat states. We already know that these states are not the eigenstates

of the â1â2 operator and which causes a logical bit-�ip error for our encoding. However,

the picture changes if we consider the â2
1â

2
2 operator. �e constituent pair-coherent states

|γ∂〉 and |(iγ)∂〉 are both eigenstates of â2
1â

2
2 operator with the same eigenvalue γ4. As a

result, any superpositions of these states, including the pair-cat states are the eigenstates
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of the â2
1â

2
2 with eigenvalue γ4. �is property o�ers us a way to protect the pair-cat

states from dephasing and energy relaxation errors. An operator of the form â2
1â

2
2 − γ4

has the entire Cγ,∂ code-space as its Kernel, for any value of ∂. As a result, a driven-

dissipative process described by D[â2
1â

2
2− γ4] autonomously protects all of the Cγ,∂ code-

spaces against the dephasing and energ relaxation errors. Note that this driven-dissipative

process essentially involves four photons, two from each mode, which is the same order

as the four-photon driven-dissipative process. Indeed we will see in the next section that

D[â2
1â

2
2− γ4] process can be implemented in the same manner as the four-photon driven-

dissipative process.

For building an autonomously protected logical qubit, however, we require protection

against all the error channels of the oscillators to the �rst order. �at is, we need to protect

against the single mode photon loss errors in an autonomous fashion as well. For building

such a protection, we �rst choose a principle code-space that will be ultimately stabilized.

A natural choice for such a code-space is Cγ,∂=0, i.e. the code-space with equal number of

photons in both the cavities. Note that the ground state of the system |0, 0〉 also belongs

to ∂ = 0 space and the |0L〉 of the system can be simply prepared by turning on the

driven-dissipative process. �e set of dissipation operators that completely stabilize the

Cγ,∂=0 against all the correctable errors is then given by

Leng =κ2ph,12D[â2
1â

2
2 − γ4]

+
∑

k>0

κcorD
[
|P(0 mod 2)

γ,∂=k−1 〉〈P
(1 mod 2)
γ,∂=k |+ |P(1 mod 2)

γ,∂=k−1 〉〈P
(0 mod 2)
γ,∂=k |

]

+
∑

k<0

κcorD
[
|P(0 mod 2)

γ,∂=k+1 〉〈P
(0 mod 2)
γ,∂=k |+ |P(1 mod 2)

γ,∂=k+1 〉〈P
(1 mod 2)
γ,∂=k |

]
. (7.33)

Here subscript 2ph, 12 denotes simultaneous two-photon dissipation on both the oscilla-

tors and cor denotes correction against photon loss errors. �e dissipators in the second
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and third row essentially gravitate the system towards C∂=0 code-space. �is is accom-

plished by jumping from C∂=k to a bit-�ipped version of C∂=k−1 code-space for every

k > 0 and from C∂=k to C∂=k+1 code-space for every k < 0. �e reason for including

the bit-�ip when k > 0 is because photon jumps in the �rst mode themselves introduce

bit-�ips along with a change in eigenvalue of ∂̂. In order to make the implementation of

this engineered dissipation easier, we simplify the correction against photon loss errors as

follows. Firstly, it is not necessary to correct for all the single-mode photon losses. Cor-

recting the single-mode photon loss events that are less probable than the simultaneous

photon loss, does not o�er any increase in �delity of correction, since â1â2 always consti-

tutes an uncorrectable error. �erefore, correcting for {â1, â2, â
2
1, â

2
2} is bene�cial as well

as su�cient for �rst-order error correction. A further simpli�cation is accomplished by

realizing

â†1|P(kmod 2)
γ,∂ 〉 =

Nk
γ,∂

Nk−1
γ,∂−1

|P(k−1 mod 2)
γ,∂−1 〉+O

(
|γ|−1/2e−|γ|

2
)

(7.34)

for |γ| � 1. Moreover, the leakage out of the code-space (the O
(
|γ|−1/2e−|γ|

2
)

) term, is

continuously pumped back into the code-space in presence of κ2ph,12D[â2
1â

2
2−γ4] term as

long as the rate of con�nement |γ|4κ2ph,12 is much stronger than the rate of leakage out

of the code-space. As a result, the dissipation operators in the second row of Leng can be

replaced by

∑

k=1,2

D
[
|P(0 mod 2)

γ,∂=k−1 〉〈P
(1 mod 2)
γ,∂=k |+ |P(1 mod 2)

γ,∂=k−1 〉〈P
(0 mod 2)
γ,∂=k |

]
→
∑

k=1,2

D
[
â†1P̂∂=k

]
(7.35)

where P̂∂ is the projector on ∂-sub-space de�ned in Eq. (7.32) and we have limited our-

selves to correcting one or two photon losses on the �rst mode. With similar arguments,
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the correction against the photon losses on the second mode can be simpli�ed to

∑

k=−1,−2

D
[
|P(0 mod 2)

γ,∂=k+1 〉〈P
(0 mod 2)
γ,∂=k |+ |P(1 mod 2)

γ,∂=k+1 〉〈P
(1 mod 2)
γ,∂=k |

]
→

∑

k=−1,−2

D
[
â†2P̂∂=k

]
.

(7.36)

Combining, the required engineered dissipation is then given by

Leng = κ2ph,12D[â2
1â

2
2 − γ4] +

∑

k=1,2

κcorD
[
â†1P̂∂=k

]
+ κcorD

[
â†2P̂∂=−k

]
.

�is dissipator, under the assumption of κ2ph,12|γ|4 � κcor|γ| allows us to autonomously

and continuously correct, up to �st order, all the errors on a logical pair-cat qubit. In the

next section we see how to engineer such a dissipator with the techniques that we have

already explored.

7.2 Engineering fully autonomous protection

In the last section we constructed the required dissipative processes for autonomously

correcting all the errors, to the �rst-order, on a logical pair-cat qubit. In this section the

goal is to give an experimental proposal for implementing the required dissipation. A car-

toon of a possible experimental system is shown in Fig. 7.4. We propose to engineer the

two high-Q harmonic-oscillator modes, required for storing the pair-cat qubit, with the

help of a ‘double post’ cavity. �is cavity is essentially a single superconducting enclo-

sure with two identical posts as shown in Fig. 7.4a. �ese identical posts give rise to two

hybridized modes with frequencies ω1 and ω2 and �eld distributions as shown in panel

Fig. 7.4b and Fig. 7.4c respectively. �e main advantage of utilizing this architecture is

the ease of coupling to both the cavity modes simultaneously. A nonlinear device or a

coupling port placed at the right or le� end of the enclosure, enjoys equal participation
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(d) Complete system 

(a) Double post cavity (b) Fields excitation of mode 1 (c) Field excitation of mode 2 

+ + + -

Figure 7.4: (a) Proposal for realizing two high-Q harmonic oscillator modes using a ‘dou-
ble post’ cavity. �e Two identical posts inside an aluminum enclosure gives rise to two
λ/4-like modes at the same frequencies. �ese modes hybridize with each others to form
two high-Q modes at frequencies ω1 and ω2. �e frequency di�erence |ω1 − ω2| can be
tuned by changing the distance between the posts. (b) Fields of the higher frequency mode
(ω1, â1) in the top view of the cavity. �e �elds extend radially outward from both the
posts. (c) Fields of the lower frequency mode (ω2, â2) in the top view of the cavity. �e
�elds are 180◦ out of phase with respect to the two posts. (d) All the parts required for
implementing the autonomous stabilization of the pair-cat qubit. �e cancellation circuit
on the le� mainly couples to the le� post and the and the SNAIL mode on the right mainly
couples to the right post. Since the high-Q harmonic oscillator modes participate equally
in the two posts, they participate almost equally in the cancellation circuit, as well as the
SNAIL mode. Moreover, the coupling to the cancellation circuit is symmetric for both the
harmonic oscillator modes. We assume the bias of the cancellation circuit to be such that
the asymmetric mode has four-wave mixing capabilities and a �nite anharmonicity, while
not having any cross-Kerr with both of the oscillator modes. �is mode is then utilized
as the nonlinear mode in a modi�ed four-photon exchange. Following our previous con-
vention, we label this mode by the le�er b. �e SNAIL mode on the right is utilized for
measuring the photon loss error syndrome and for engineering autonomous protection
against single-mode photon loss errors. We label this mode by the le�er c. �e two λ/2
resonators act as low-Q resonators, utilized for extracting entropy of the system. �e
�ux-transformers biasing the cancellation circuit also need to be engineered (not shown).

of both the high-Q oscillator modes. As a result, more complicated transmon designs like

a Y-mon [Wang et al., 2016] are not required. �e system, with all the required nonlinear

modes, is shown in Fig. 7.4d. A cancellation circuit is coupled on the le� of the cavity and

a SNAIL mode is coupled on the right of the cavity. We utilize the cancellation circuit for
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|f, n1 − 2, n2 − 2〉

|g, n1 − 2, n2 − 2〉

n̂1 n̂2
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ω̃1ω̃2 2ω̃2 − ω̃b 2ω̃1 − ω̃b + χbb

∆stab∆stab

ω̃b

Figure 7.5: (a) 3D energy level diagram showing the Raman-assisted cascading for ex-
changing two photons from each of the high-Q harmonic oscillator modes, a total of four
photons, with an excitation of the conversion mode. Imagine that the system starts in the
|g, n1, n2〉 state. A two-photon exchange process, enabled by a pump at frequency ωp2,
connects this state with a virtual state detuned from |e, n1, n2 − 2〉 by a detuning ∆stab.
Another two-photon exchange process, enabled by pump at frequency ωp1, connects the
virtual state with the |f, n1− 2, n2− 2〉 state, therefore exchanging two-photons of mode
1 and mode 2 for two-excitations in the nonlinear mode. �is modi�ed four-photon ex-
change, along with the f → g direct dissipation of the conversion mode and an f ↔ g
coherent drive on the conversion mode, produces the required D[â2

1â
2
2 − γ4] process. (b)

Frequency distribution of the pumps and the transitions involved in the scheme.

implementing theD[â2
1â

2
2−γ4] driven-dissipative process and the SNAIL mode for imple-

menting the correction against single-mode photon losses. A detailed explanation of how

the required dissipative processes are engineered is provided in the next two sub-sections.

From our discussion it will become clear that this experimental proposal is within reach

using the technology developed in this thesis.
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7.2.1 Driven-dissipative stabilization

�e order of nonlinearity of the κ2ph,12D[â2
1â

2
2−γ4] process is the same as that of the four-

photon driven-dissipative process that we have studied previously. As a result, our tech-

nique of Raman-assisted cascading can be utilized, with one simple change, to implement

the κ2ph,12D[â2
1â

2
2 − γ4] process. We utilize the cancellation circuit shown in Fig. 7.4d for

obtaining the required nonlinearity in order to engineer this driven-dissipative process.

Speci�cally, we assume that the cancellation circuit is biased such that the asymmetric

mode of the circuit has four-wave mixing capability and a �nite anharmonicity, however,

no cross-Kerr with either of the high-Q harmonic oscillator modes. We hereon call the

asymmetric mode as the conversion mode and label it with le�er b. �is nomenclature is

the same as the one we utilized while building the four-photon driven-dissipative process

previously.

An explanation of the Raman-assisted modi�ed four-photon exchange used for im-

plementing the driven-dissipative process is provided in Fig. 7.5. �e idea is to exchange

two-photons of the oscillator mode 2 with a virtual excitation of the conversion mode, fol-

lowed by an exchange of two-photons from mode 1 while exciting the conversion mode

to the f state, and vice versa. Combining this modi�ed four-photon exchange with an

f → g dissipation and an f ↔ g coherent drive on the transmon results in the requisite

D[â2
1â

2
2−γ4] dissipation. �e calculations behind this modi�ed four-photon exchange and

the �nal driven-dissipative process proceed in a similar manner to the ones presented in

Sec. 4.3. Here we simply quote the initial Hamiltonian and the �nal results without re-

peating the intermediate steps.

�e Hamiltonian of the system in presence of the pumps is given by

Ĥsys,stab

~
=ω̃1â

†
1â1 + ω̃2â

†
2â2 + ω̃bb̂

†b̂− χ11

2
â†21 â

2
1 −

χ22

2
â†22 â

2
2 −

χbb
2
b̂†2b̂2
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+
∑

k=1,2

(
gstab,ke

−iωpktâ†2k b̂+ h.c.
)

+
(
gstab,3e

−2iωp3tb̂2† + h.c.
)

(7.37)

where the subscript stab is used to indicate that we are only talking about the part of

system that is geared towards engineering the driven-dissipative stabilization. In addition,

the cross-Kerr term between the oscillators and the conversion mode is le� out since we

are canceling that term with the help of the cancellation circuit. �e frequencies ω̃1, ω̃2

and ω̃b are the renormalized and Stark-shi�ed frequencies of the modes as usual. �e

pump frequencies are given by

ωp1 = 2ω̃1 − ω̃b + χbb + ∆stab

ωp2 = 2ω̃2 − ω̃b −∆stab

ωp3 = ω̃b −
χbb
2
. (7.38)

�e master equation governing this part of the system is given by

ρ̇sys,stab =− i

~
[Ĥsys,stab, ρsys,stab] +

∑

k=1,2

κ1ph,kD[âk]ρsys,stab

+ Γ↓,bD[b̂]ρsys,stab + Γfg,bD[|g〉〈f |]ρsys,stab. (7.39)

Utilizing the same tricks that we have previously demonstrated in Sec. 4.3, we get an

e�ective equation of motion for the harmonic oscillators as

ρ̇12 = − i
~

[
Ĥeff,12, ρ12

]
+
∑

k=1,2

κ1ph,kD[âk]ρ12 + κ2ph,kD[â2
k]ρ12 + κ2ph,12D[â2

1â
2
2 − γ4]ρ12

(7.40)

with

Heff =

(
− |gstab,1|2

∆stab + χbb
− χ11

2

)
â†21 â

2
1 +

( |gstab,2|2
∆stab

− χ22

2

)
â†22 â

2
2. (7.41)
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�e new dissipation rates κ2ph,1, κ2ph,2, κ2ph,12 and γ are given by

κ2ph,1 =

∣∣∣∣
gstab,1

∆stab + χbb

∣∣∣∣
2

Γ↓,b,

κ2ph,2 =

∣∣∣∣
gstab,2

∆stab

∣∣∣∣
2

Γ↓,

κ2ph,12 =
4|g2ph,12|2

2Γ↓,b + Γfg,b
,

γ =

√
2gstab,3

g2ph,12

(7.42)

with

g2ph,12 =
√

2gstab,1gstab,2

(
1

∆stab

− 1

∆stab + χbb

)
. (7.43)

It is clear from this e�ective equation of motion that, along with the requiredD[â2
1â

2
2−γ4]

process, we also gain two-photon dissipation on both the modes. However, this is not a

problem since the pair-cat code corrects against single-mode two-photon losses as well.

In comparison, this was a severe issue for the four-component cat code, since two-photon

dissipation is a logical bit-�ip error in that case. Finally, notice the denominators in the

expressions for κ2ph,1 and κ2ph,2. It is clear that κ2ph,1 � κ2ph,2 when the anharmonicity

χbb � ∆stab > 0. �is asymmetry in the dissipation rates arise due to the particular

pump choices we have used. In our case ωp1 is selected to o�-resonantly exchange two-

photons of the �rst oscillator with the e↔ f excitation of the conversion mode while ωp2

is selected to exchange two photons of the second oscillator with the g ↔ e excitation

of the conversion mode. �is asymmetry in our pumps is essentially translated to the

asymmetry in the single-mode two-photon dissipation rates. It is possible to implement

the modi�ed four-photon exchange protocol in a more symmetric manner by exchanging

one photon from each oscillator (â1â2 process) with the g ↔ e and e↔ f transitions of the

conversion mode. �is will still result in exchanging two-photons from each oscillators
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Figure 7.6: (a) Energy level diagram (black lines) of mode the ancillary mode c and the
oscillator mode 2 under the in�uence of a pump at ω̃2 − ω̃c − ∆exch shown in panel (b).
�is pump induces a red detuned beam-spli�er interaction (â1ĉ

† + â†2ĉ) which o� reso-
nantly couples the |g, n1, n2〉 ↔ |e, n1, n2 − 1〉 as indicated by the double sided brown
arrows. As a result of this coupling, the |e, n1, n2 − 1〉 levels are shi�ed downward (yel-
low lines) along with some higher-order Stark-shi�s (not shown). Moreover, the shi�
increases linearly as we climb up the ladder, since it is proportional to the square of the
|g, n1, n2〉 ↔ |e, n1, n2− 1〉 coupling strength, which itself increases as√n2 owing to the
stricture of the â2 operator. As a result, a negative detuning induces a negative cross-Kerr
between mode 2 and the ancillary mode c. (c) Energy level diagram (black lines) of the
system under the in�uence of a pump at ω̃2 − ω̃c + ∆exch as shown in panel (d). �e blue
detuned beam spli�er interaction induced by this pump shi�s the |e, n1, n2 − 1〉 levels
upwards as shown. �e shi� again increases linearly as we climb up the ladder. In e�ect
the pump induces a positive cross-Kerr between mode 2 and the ancillary mode c. �us,
o�-resonant beam-spli�er interaction allows us to engineer cross-Kerr interaction.

with f ↔ g transition. However, in presence of Γ↓,b, this leads to a simultaneous photon

loss on each mode, i.e. aD[â1â2] process. �erefore, our implementation with exchanging

two-photons from a single-mode with the g ↔ e and e ↔ f transitions of the oscillator

is be�er suited for engineering the desired cascaded process.
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7.2.2 Correction against single-mode photon losses

Let us now turn our a�ention to engineering correction against single-mode photon loss

errors. Accomplishing this goal involves three parts: (i) engineering a photon-number

di�erence (∂) dependent frequency shi� on an ancillary mode, (ii) utilizing such a fre-

quency shi� to selectively add a photon to the appropriate high-Q oscillator mode while

exciting the ancillary mode at the same time, and (iii) rese�ing the ancillary mode to the

ground state. In this sub-section we show that executing these three parts simultaneously

results in the promised autonomous and continuous correction against photon loss errors.

However, let us �rst discuss, in a step by step manner, how to implement each of these

parts.

As we previously discussed, the photon-number di�erence operator ∂̂ = â†2â2 − â†1â1

acts as the syndrome for the photon loss errors on the pair cat codes. �erefore, engi-

neering the photon-number di�erence dependent frequency shi� on an ancillary mode

essentially results in mapping of the error syndrome on the frequency of the ancillary

mode. Let us denote the ancillary mode by the le�er c and its destruction operator by ĉ.

�e required interaction between the two oscillator modes and the ancilla is then given

by χ∂ ∂̂ĉ†ĉ = χ∂(â
†
2â2 − â†1â1)ĉ†ĉ. It is clear from this expression that the photon-number

dependent frequency shi� is nothing but equal and opposite cross-Kerr interaction be-

tween the ancillary mode and the high-Q oscillator modes. We propose to accomplish

this ‘cross-Kerr engineering’ with the help of the SNAIL mode shown in Fig. 7.4d. We

assume that the SNAIL is biased such that geff
4,sn < 0 and g3,sn 6= 0, where geff

4,sn is quoted

in Eq. (6.36) and g3,sn is the one quoted in Eq. (6.35). �e Hamiltonian of the ‘syndrome-

sub-system’ consisting of the high-Q oscillator modes and the SNAIL mode is then given
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by

Ĥsys,syndrome

~
=
∑

k=1,2

(
ω̃kâ

†
kâk −

χkk
2
â†2k â

2
k

)
− ω̃cĉ†ĉ−

χcc
2
ĉ†2ĉ2

− χ1câ
†
1â1ĉ

†ĉ− χ2câ
†
2â2ĉ

†ĉ, (7.44)

where we have only kept the diagonal terms of the Hamiltonian. Note that three wave

mixing also produces diagonal terms to the second-order in perturbation theory, which

can be taken into account by de�ning the Kerrs in terms of geff
4,sn. When this ancillary

SNAIL mode is only dispersively coupled to the oscillators, the sign of the two cross-

Kerrs χ1c and χ2c comes out to be the same. �erefore, our task is to reverse the sign of

the cross-Kerr with one of the oscillator modes and match it with the abolute value of

the cross-Kerr with the other mode. For purpose of illustration we choose to manipulate

the cross-Kerr between mode 2 and the SNAIL. �is task amounts engineering additional

positive cross-Kerr of χ1c + χ2c between the two. Note that we cannot simply tune the

cross-Kerr by manipulating the �ux bias to change the sign and magnitude of geff
4,sn, since

that will change χ1c as well. Instead we utilize an o�-resonant pump to accomplish this

task. �e pump frequency is chosen such that the so called ‘beam-spli�er’ interaction

between mode 2 and the SNAIL, described by â2ĉ
†+â†2ĉ , is addressed in a detuned manner.

�is interaction o�-resonantly addresses the |g, n1, n2〉 ↔ |e, n1, n2 − 1〉 transitions. If

we pump at a frequency lower than that of |g, n1, n2〉 ↔ |e, n1, n2 − 1〉 transition, then

the |e, n1, n2 − 1〉 levels are pushed downwards, creating a negative cross-Kerr as shown

in Fig. 7.6a. On the other hand, if we pump higher than the |g, n1, n2〉 ↔ |e, n1, n2 − 1〉

transition, then the |e, n1, n2−1〉 levels are pushed upwards creating the required positive
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cross-Kerr. To show this formally, let us extend our system Hamiltonian to

Ĥdriven,syndrome

~
=
Ĥsys,syndrome

~
+ gexche

−iωp,exchtâ†2ĉ+ g∗exche
iωp,exchtâ2ĉ

†. (7.45)

with

ωp,exch = ω̃2 − ω̃b + ∆exch. (7.46)

Here ∆exch can be positive or negative allowing us to situate the pump above or below

the resonance frequencies of the |g, n1, n2〉 ↔ |e, n1, n2−1〉 transitions. �e o�-resonant

beam-spli�er interaction is essentially a three-wave mixing process, obtained from the

g3,sn term in the potential of the SNAIL mode. In many circuit-QED experiments [Narla

et al., 2016, Wang et al., 2016, Axline et al., 2018], the â†2ĉ+â2ĉ
† interaction is obtained from

the four-wave mixing nonlinearity by applying two-pumps at appropriate frequencies.

However, our application requires |gexch| � |χ1c|+ |χ2c|. Typically, such high interaction

strength cannot be achieved by using the four-wave mixing nonlinearity as the χ1c, χ2c

are also of the same order in nonlinearity. Instead, a SNAIL mode can be tuned such

that g3,sn � geff
4,sn allowing us to satisfy |gexch| � |χ1c| + |χ2c| for reasonable pump

strengths. �e e�ective Hamiltonian of the system in presence of this applied pump can

be found by �rst going into the rotating frame with respect to Ĥ0/~ =
∑

k=1,2 ω̃kâ
†
kâk −

ω̃cĉ
†ĉ − χcc

2
ĉ†2ĉ2 and then performing the second-order RWA under the assumption of

∆exch � |gexch|. �e result of this calculation is given by

Ĥeff,syndrome

~
= −

∑

k=1,2

χkk
2
â†2k â

2
k − χ1câ

†
1â1ĉ

†ĉ+ χeff
2c â
†
2â2ĉ

†ĉ, (7.47)

where

χeff
2c =

[
|gexch|2

(
1

∆exch

− 1

∆exch − χcc

)
− χ2c

]
. (7.48)
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It is clear that the cross-Kerr term between the second oscillator mode and the ancillary

SNAIL mode is modi�ed due the o�-resonant gexche
−iωp,exchtâ†2ĉ + h.c. interaction2. Also,

similar to other cascaded processes, the cross-Kerr modi�cation is canceled if χcc = 0,

which implies that we require the SNAIL mode to retain some anharmonicity. By selecting

parameters such that

χeff
2c = χ1c = χ∂ (7.49)

the e�ective Hamiltonian becomes

Ĥeff,syndrome

~
= −

∑

k=1,2

χkk
2
â†2k â

2
k + χ∂

(
â†2â2 − â†1â1

)
ĉ†ĉ. (7.50)

�erefore, we have managed to engineer the required photon-number di�erence depen-

dent frequency shi�. �e inherited self-Kerr (χ11, χ22) by the high-Q oscillator modes are

typically small compared to rate of con�nement κ2ph,12|γ|4 and, hence, can be ignored.

Similarly, any mismatch between χeff
2c and χ1c can be ignored as long as |χeff

2c − χ1c| �

κ2ph,12|γ|4. As a result, in presence of strong κ2ph,12, we have a fair amount of �exibility

while tuning the cross-Kerr between mode 2 and mode c.

At this point, it is worth mentioning that the cross-Kerr engineering technique pre-

sented here is not the only one which allows us to achieve our goals. For example, one

could also utilize a detuned four-wave mixing interaction of the form â2ĉ
†2 + â†2ĉ

2 to ma-

nipulate cross-Kerr as demonstrated in [Rosenblum et al., 2018]. As this interaction is

simply four-wave mixing, it does not require a SNAIL mode to operate. However, at the

same time, it is hard to induce large positive cross-Kerr through this technique since the

required pump strengths tend to be high. Another technique that could be utilized for en-

gineering the positive cross-Kerr with an oscillator mode is to place the oscillator in the so
2In addition to the cross-Kerr modi�cation shown in Eq. (7.47), there are some higher order Stark shi�

terms generated by the o�-resonant pumps which we have ignored.
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called straddling regime [Schuster, 2007] of an ancillary transmon mode. In this regime,

the detuning between the bare oscillator mode and the bare transmon mode is less than

the anharmonicity of the transmon. �e hybridized oscillator and transmon mode then

have a positive cross-Kerr between them instead of the negative cross-Kerr that we get in

the typical dispersive regime. As a result, placing one of the oscillator mode in straddling

regime and another one in the dispersive regime will allow us to build positive cross-Kerr

with one mode and negative with the other. Moreover, by tuning the coupling strengths

and frequency of the transmon, we should be able to match the strengths of the cross-Kerr

interaction. Availability of multiple possible technique for achieving the same goal is re-

assuring for the experimental implementation of pair-cat code. From hereon, we assume

the presence of photon-number di�erent dependent frequency shi� on an ancillary mode

c.

Next, in order to correct against single-mode photon loss errors, we need to selectively

add a single-photon to the �rst mode if ∂ = 1, 2, and to the second mode if ∂ = −1,−2.

To make our correction autonomous, this selective photon addition should be performed

without explicitly extracting the value of ∂. We accomplish this by applying additional

pumps at the frequencies

ωcor,1 = ω̃1 + ω̃c + χ∂

ωcor,2 = ω̃1 + ω̃c + 2χ∂

ωcor,−1 = ω̃2 + ω̃c − χ∂

ωcor,−2 = ω̃2 + ω̃c − 2χ∂. (7.51)

�e �rst two pumps resonantly address the â†1ĉ†+ â1ĉ process when ∂ = 1, 2 and the sec-

ond two pumps resonantly address the â†2ĉ† + â2ĉ process when ∂ = −1,−2. �e e�ect

of these resonant processes is illustrated in Fig. 7.6d. As shown, they lead to addition of
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Figure 7.7: (a) Continuous correction against photon loss errors. �e level diagram shows
the |g〉 and |e〉 states of the ancillary mode c for di�erent values of ∂. �e gap between
the levels changes due to the χ∂ ∂̂ĉ†ĉ interaction. In order to correct for the photon loss
errors on the oscillator modes, one needs to put a single excitation in the appropriate
mode depending on the value of ∂. Let us consider the scenario when ∂ = 1, 2 due
to photon losses on the �rst mode. �e correction is accomplished by using the resonant
two-mode squeezing interactions of the form â†1ĉ

†+ â1ĉ between mode 1 and the ancillary
mode, induced by applying a pump at ω̃1 + ω̃c and ω̃1 + ω̃c +χ∂ . �ese processes take the
|g,P(kmod 2)

γ,∂=1,2 〉 states to the |e,P(k−1 mod 2)
γ,∂=0,1 〉 states by adding an excitation in both the modes.

Note that k is changing to k−1 which essentially corrects for the extra bit-�ip induced by
the photon losses on the �rst mode. A strong dissipation on the ancillary mode then resets
that mode to the ground state (wavy green arrows), e�ectively inducing a dissipation from
|g,P(kmod 2)

γ,∂=1,2 〉 to |g,P(k−1 mod 2)
γ,∂=0,1 〉 as required for autonomous correction. Similarly, for ∂ =

−1,−2 a single excitation is added to the second mode by using resonant beam spli�er
interactions of the form â†2ĉ

†+ â2ĉ induced by pumps at ω̃2 + ω̃c and ω̃2 + ω̃c−χ∂ . �ese
interactions, combined with the dissipation on the c mode induce continuous correction
from |g,P(kmod 2)

γ,∂=−1,−2〉 to |g,P(kmod 2)
γ,∂=0,−1〉 as required. Notice that there is no bit-�ip associated

with the losses in the second mode and hence k remains unchanged. (b) Frequencies of
the transitions and pumps involved in the protocol.

an excitation to the ancillary mode while simultaneously changing ∂ to ∂ − 1 if ∂ = 1, 2,

and ∂ → ∂+ 1 if ∂ = −1,−2. �erefore one can convert the ∂ dependent frequency shi�

of the ancillary mode into a correction of the single-mode photon loss errors. However,

the story is not �nished yet. To begin with, we require the strengths of these processes

(|gcor,k|) to remain much smaller than χ∂ for the transitions shown in Fig. 7.6d to remain

frequency selective. Moreover, the coherent â†1ĉ† + â1ĉ and â†2ĉ† + â2ĉ processes induced
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by the pumps will simply lead Rabi oscillations from C∂⊗|g〉 and C∂±1⊗|e〉 spaces, which

is not desirable. �ese oscillations can be eliminated by tuning the amplitudes gcor,k and

the time for which the four correction pumps are applied. In addition the ancillary mode

needs to be reset a�er every round of corrections. Combined such pulsed correction and

reset will realize a discrete autonomous correction. Engineering continuous autonomous

correction, on the other hand, can be accomplished by simply introducing an e → g dis-

sipation on the ancillary mode and keeping all four correction pumps on simultaneously.

Every time a correction pump becomes resonant, an excitation is added to the appropriate

oscillator mode and the ancillary mode. However, for Γeg,c � |gcor,k| the SNAIL excitation

is quickly dissipated by the strong relaxation of the ancillary mode, resulting in dissipative

transfer from C∂ ⊗ |g〉 to C∂±1 ⊗ |g〉. An additional condition for the process to remain ∂

selective, we require χ∂ � Γeg,c as well. Indeed, it can be formally shown, by adiabatically

eliminating the ancillary mode, that the four pumps introduce e�ective dissipation of the

formD[â†1P̂∂=1],D[â†1P̂∂=2],D[â†2P̂∂=−1] andD[â†2P̂∂=−2] when χ∂ � Γeg,c � |gcor,k|. We

do not go into the details of this derivation.

Finally, let us summarize the time scales involved in realizing the fully autonomous

correction for pair cat code. �e driven-dissipative process requires ∆stab � |gstab,k| and

Γfg,b � |g2ph,12|. Similarly, the continuous protection against photon loss errors requires

∆exch � |gexch| and χ∂ � Γeg,c � |gcor,k|. In order to make sure that both the processes

work simultaneously, we also require ∆stab � χ∂ since the frequencies of the high-Q

oscillator modes depend on χ∂ . Furthermore, in order to ensure that the â†kP̂∂ do not

distort the code-space we need to ensure that |γ|4κ2ph,12 � κcor � κ1ph,k. Pu�ing all of

these requirements together and assuming |γ| ≈ 1 for the sake of comparison, we have

∆stab,∆exch � |gstab,k|, |gexch|,Γfg,b � |g2ph,12|, |χ∂|

� Γeg,c � |gcor,k|, κ2ph,12 � κcor � κ1ph,k. (7.52)
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�antity Symbol Value

Single-photon dissipation rate for high-Q oscil-
lators

κ1ph,1/2/(2π) 500 Hz

Rate of exchange interaction between mode c
and the oscillators

gexch/(2π) 2 MHz

Detuning of the exchange interaction ∆exch/(2π) 10 MHz

Resultant ∂ dependent frequency shi� χ∂/(2π) ≈ 500 kHz

Rate of the correction drives gcor,k/(2π) 25 kHz

Rate of reset (e→ g dissipation) for the ancillary
mode c

Γeg,c/(2π) 100 kHz

Resulting rate of photon-loss correction κcor/(2π) ≈ 5 kHz

Strength of stabilization drives g2stab,k/(2π) 2 MHz

Detuning of the stabilization drives ∆stab/(2π) 10 MHz

Resulting rate of simultaneous two-photon ex-
change

g2ph/(2π) ≈ 500 kHz

Rate of f → g dissipation for the stabilization g2stab,k/(2π) 2 MHz

Resulting rate of stabilization κ2ph,12/(2π) 25 kHz

Table 7.1: Here we propose a set of parameters that satis�es the separation of timescales
required for implementing pair-cat code based on theoretical considerations. �ese pa-
rameters are well within the range of current cQED technology and hence it is possible
realize fully autonomous quantum error correction. �e values quoted of the derived
quantities are obtained from the respective formulas. �is set of parameters should sup-
press the dephasing error exponentially as γ increases. Moreover, since κcor is an order of
magnitude greater than rate of photon loss in the modes, we should also suppress photon
loss errors by close to an order of magnitude if not beyond.

Table 7.1 presents a plausible set of parameters that satisfy these conditions. Further nu-

merical modeling is required for establishing the �delity obtained with these parameters.

However, an expert would recognize that such parameters can be reasonably obtained us-

ing the current cQED technology. �erefore, it should be possible to realize a continuously

and autonomously protected pair-cat qubit.
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7.3 Summary and prelude to the next chapter

In this chapter we talked about the pair-cat code, a two mode cousin of the cat codes. �e

important takeaway points from our discussions are as follows:

(i) Pair-cat code stores information using the superpositions of the pair-coherent states

which are de�ned as the simultaneous eigenstates of the â1â2 and the ∂̂ = â†2â2 −

â†1â1 operators.

(ii) �e pair-cat states allow for protection against all the single-mode photon loss er-

rors. �e error syndrome for monitoring such photon loss is given by the ∂̂ operator.

As opposed to the four-component cat states, which admit Π̂ = eiπâ
†â operator as

the photon loss error syndrome, the pair-cat code o�ers a massive simpli�cation

since ∂̂ is simply a bi-linear operator. Moreover, being able to correct for multiple

single-mode photon losses is an added bene�t for the pair-cat code.

(iii) In order to protect pair-cat states from dephasing and energy relaxation errors on

both the modes, one requires a driven-dissipative process of the form D[â2
1â

2
2 −

γ4]. �is process is similar in the order of nonlinearity to the four-photon driven-

dissipative process and o�ers a similar exponential suppression of the dephasing-

like errors as the size of pair-cat state (|γ|) increases.

(iv) �e driven-dissipative process can be implemented by employing the Raman-assisted

cascading of two four-wave mixing processes that we have developed previously in

this thesis. �e single-mode two-photon dissipation errors inherited from this im-

plementation is not a problem for pair-cat codes since multiple photon losses on

single modes are correctable.

(v) Due to low-order of nonlinearity for the photon loss error syndrome, the photon

loss errors can also be corrected in an autonomous and continuous fashion. �e
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implementation of such continuous correction involves engineering an interaction

of the form ∂̂ĉ†ĉ with an ancillary mode c. Building such an interaction essentially

amounts to engineering cross-Kerr between the ancillary mode and the oscillator

modes. We utilize an o�-resonant beam spli�er interaction to engineer the required

cross-Kerr. To convert ∂̂ĉ†ĉ interaction into photon loss correction, we need to use

frequency selective two-mode squeezing interaction between the appropriate os-

cillator mode and the ancillary mode, along with a continuous relaxation of the

ancillary mode.

(vi) �e driven-dissipative stabilization and continuous correction against the photon

loss errors can be combined to engineer a completely autonomous and continuous

correction against all the correctable errors of the pair-cat codes.

�e complete experimental proposal for engineering an autonomously protected pair-cat

qubit presented in this chapter is squarely within the reach of currently available circuit

QED technology. We leave such experimental implementation as a future direction.

�e next chapter summarizes the conclusion and the immediate future directions for

the work presented in this thesis.



Chapter 8

Conclusion and perspective

�e goal of this chapter is to provide a conclusion for the work presented in this thesis

(Sec. 8.1), and to assemble a ‘to-do’ list for the work that needs to be done in the future

(Sec. 8.2). Let us begin our discussion with a summary and conclusion of the thesis.

8.1 Conclusion

In the beginning of this thesis, we set the engineering of hardware e�cient, continuous,

and autonomous logical qubit as a goal. In Ch. 2 we studied the concepts QEC and sur-

mised that hardware e�cient bosonic error correction codes enjoy many advantages over

traditional multi-qubit QEC codes, owing to the fewer error channels. In fact, from our

discussion about autonomous QEC in the same chapter, it also became clear that having

fewer sources errors is be�er suited for autonomous QEC as well. With this understand-

ing, we studied the Schrödinger’s cat codes in Ch. 3 since it allows one to store information

in hardware e�cient manner. Here the four-component cat code emerged as the lowest

order code that protects against all the error channels a�ecting a harmonic oscillator to

the �rst order. We studied how the protection against photon loss errors for this code has
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been implemented using a measurement based feedback scheme. �e protection against

the energy relaxation and dephasing errors, on the other hand, is best implemented au-

tonomously by engineering a four-photon driven-dissipative process.

�e next three chapter focused on our proposal for engineering such a driven-dissipative

process. �e Hamiltonian engineering technique, called the Raman-assisted cascading,

which allows us to build an eight-wave mixing interaction required for implementing the

four-photon driven-dissipative process was introduced in Ch. 4. �e next chapter (Ch. 5)

focused on experimentally verifying the feasibility of the cascading technique. We ac-

complished this goal by implementing a cascaded |g, 4〉 → |f, 0〉 process. Ch. 6 proposed

and demonstrated a new superconducting circuit, called the cancellation circuit, which

allows four-wave mixing without cross-Kerr. Such cross-Kerr free four wave mixing is

essential for the cascaded four-photon exchange process required for implementing the

four-photon driven-dissipative process.

�e concepts developed in chapters 4 to 6, when put together, are su�cient for en-

gineering the complete stabilization of four-component cat states against dephasing and

energy relaxation errors. However, the autonomous protection against photon loss er-

rors for the four-component cat code is still not possible using the current technology.

�erefore, in Ch. 7, we changed tactics and a�acked the problem of autonomous error

correction by simplifying the QEC code itself. We introduced a new kind of hardware ef-

�cient QEC code, the pair cat code, which massively simpli�es the error correction against

photon loss errors by lowering the order of the error syndrome operator. Moreover, the

autonomous protection against dephasing and energy relaxation errors is very similar

to the four-component cat code and can be implemented with the techniques we devel-

oped in the thesis. As a result this code is our answer to engineering fully autonomous

protection of a logical qubit.

In conclusion, we have completed the theoretical development for achieving our goal



8.2. Perspective 227

of engineering a fully autonomous protection of quantum information. We have also

experimentally veri�ed two of the Hamiltonian engineering components (cascading and

cross-Kerr cancellation) that are necessary for implementing the required driven-dissipative

process. �e remaining steps for a complete experimental implementation are outlined in

the next section as future directions.

8.2 Perspective

Along with a description of what we have accomplished, it is equally important to mention

what research needs to performed in the future. Here we list a few di�erent directions

that need detailed exploration:

(i) Implementation of complete four-photon driven dissipative process using the Raman-

assisted cascading and the cancellation circuit.

(ii) �orough study of the quality factors of the high-Q harmonic oscillator modes in

presence of �ux-transformers.

(iii) Engineering continuous error syndrome measurement for protection of pair-cat

code against photon loss errors.

(iv) Experimental implementation of fully autonomous error correction using the pair-

cat code.

(v) Designing and testing of a universal set of fault-tolerant gates for four-component

cat code and the pair-cat code.

(vi) Autonomous implementation of more elaborate error correction codes that protect

against photon-gain errors in addition to the photon-loss and dephasing errors on

the high-Q resonators..
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�e �rst four goals are the obvious next steps for the work presented in this thesis. �e

�nal goal is necessary for processing quantum information using the autonomously pro-

tected logical qubits.



Appendix A

Second order RWA in presence of

dissipation

In this appendix we illustrate how to perform second order RWA in presence dissipa-

tion. �e calculations performed here are pertaining to the particular application of four-

photon driven-dissipative process developed in Ch. 4. However, the techniques developed

here can be carried over to many other applications. For example, the analysis of the fully

autonomous error correction against photon-loss errors for the pair cat code, presented

in Ch. 7, can also be performed using the technique presented here.

As stated in section 4.3.3, the equation of motion of the transmon-oscillator system is

given by

ρ̇ = − i
~

[
Ĥsys, ρ

]
+ κ1phD[â]ρ+ Γ↓D[b̂]ρ+ ΓfgD[σ̂fg]ρ (A.1)

where the system Hamiltonian given by Eq. (4.65) is

Ĥsys

~
=ω̃aâ

†â+ ω̃bb̂
†b̂− χaa

2
â†2â2 − χbb

2
b̂†2b̂2 − χabb̂†âb̂†b̂

+
∑

k=1,2

(
gke
−iωpktâ†2b̂+ g∗ke

iωpktâ2b̂†
)

+
(
g3e
−2iωp3tb̂2† + g∗3e

2iωp3tb̂2
)
. (A.2)
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In order to perform the RWA in presence of dissipation, we model Γ↓ by extending our

system Hamiltonian to

Htot

~
=
Hsys

~
+
∑

k

ωkr̂
†[ωk]r̂[ωk] +

∑

k

(
Ω[ωk]b̂r̂

†[ωk] + Ω∗[ωk]b̂
†r̂[ωk]

)

+ ω̃r,fgr̂
†
fgr̂fg + Ωp,fge

−iωp,fg b̂2†r̂fg + Ω∗p,fge
iωp,fg b̂2r̂†fg, (A.3)

and changing the master equation to

d

dt
ρ = − i

~
[Htot,bath, ρ] + κ1phD[â]ρ+

∑

k

κ[ωk]D [r̂[ωk]] ρ+ κr,fgD[r̂fg]ρ. (A.4)

Here r̂[ωk] are the destruction operators of low-Q oscillator modes with resonant fre-

quency ωk and dissipation rates κωk . We assume that the coupling strengths Ω[ωk] �

κ[ωk] in our future calculations. Modeling Γ↓ by coupling the system to ancillary oscilla-

tors is reminiscent of the Caldeira-Lege� model. However, in this case, we have assumed

a discrete set of modes instead of a continuum of non-dissipative modes. �e justi�cation

such discretization comes from the fact that transmon typically dissipates to environment

by exchanging photons with other low-Q ‘�lter’ modes. We have also modeled the f → g

direct dissipation explicitly by using a two-photon-exchange coupling between the trans-

mon mode and the low-Q oscillator mode r̂. �e frequency ωp,fg is given by

ωp,fg = 2ω̃b − χbb − ω̃r,fg (A.5)

as we have previously discussed in section 4.3.3. Now, we go into a rotating frame with

respect to

Ĥ0

~
= ω̃aâ

†â+ ω̃bb̂
†b̂− χbb

2
b̂†2b̂2 + ω̃r,fgr̂

†
fgr̂fg +

∑

k

ωkr̂
†[ωk]r̂[ωk] (A.6)



231

and perform the second order RWA, giving us

Heff,bath

~

≈Heff

~
+
(

Ωp,fg b̂
2†r̂fg + h.c.

)

+
∞∑

n=0

(
Ω[ω̃b − (n− 1)χbb]r̂

†[ω̃b − χbb]
√
nσ̂n,n−1 + h.c.

)

+
(
g∗1Ω[ω+∆,0]r̂†[ω+∆,0]â2 + h.c.

) ∞∑

n=0

χbb −∆

(nχbb + ∆)((n− 1)χbb + ∆)
σ̂n,n

+
(
g∗2Ω[ω−∆,1]r̂†[ω−∆,1]â2 + h.c.

) ∞∑

n=0

2χbb + ∆

((n− 2)χbb −∆)((n− 1)χbb −∆)
σ̂n,n

+
∞∑

n=0

(
g1χbbΩ[ω+∆,2n]

(nχbb + ∆)((n+ 1)χbb + ∆)
r̂†[ω+∆,2n]â†2

√
(n+ 1)(n+ 2)σ̂n+2,n + h.c.

)

+
∞∑

n=0

(
g2χbbΩ[ω−∆,2n+1]

(nχbb −∆)((n− 1)χbb −∆)
r̂†[ω−∆,2n+1]â†2

√
(n+ 1)(n+ 2)σ̂n+2,n + h.c.

)
.

(A.7)

Here Ĥeff is the e�ective Hamiltonian speci�ed in Eq.(4.73) and n indicates the number

states of the junction mode (speci�cally n = 0, 1, 2 correspond to g, e, f levels of the trans-

mon). �e frequencies ω±∆,n are de�ned as ω̃b±∆−nχbb. Along with the terms presented

in Eq.(A.7), we also obtain terms of the form σ̂nnr̂
†[ωk]r̂[ωk] and σ̂n+2,nr̂

†[ωk]r̂
†[ωm]+h.c..

�e �rst type of terms corresponds to the dispersive coupling of the junction mode and

the bath modes and do not contribute under the assumption of a zero temperature bath.

�e la�er terms become resonant when ~(ωk +ωm) equals the energy di�erence between

the states n and n + 2 of the junction mode and give rise additional f → g dissipation.

However, such natural f → g dissipation is very small since the coupling strengths Ω[ωk]

are typically small. �erefore, we ignore this source of f → g dissipation. Next, under

the assumption of κr,fg, κ[ωk] � ||Ĥeff,bath/~|| we adiabatically eliminate all the low-Q
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oscillator modes to get an e�ective master equation of the form

d

dt
ρ =− i

~
[Heff , ρ] + ΓfgD[σfg]ρ+ κ1phD[â]ρ

+
∞∑

n=0

nΓ↓[ω̃b − (n− 1)χbb]D[σ̂n,n−1]ρ

+
∞∑

n=0

( |g1|(χbb −∆)

(nχbb + ∆)((n− 1)χbb + ∆)

)2

Γ↓[ω+∆,0]D[â2σ̂n,n]ρ

+
∞∑

n=0

( |g2|(2χbb + ∆)

((n− 2)χbb −∆)((n− 1)χbb −∆)

)2

Γ↓[ω−∆,1]D[â2σ̂n,n]ρ

+
∞∑

n=0

( √
(n+ 1)(n+ 2)|g1|χbb

(nχbb + ∆)((n+ 1)χbb + ∆)

)2

Γ↓[ω+∆,2n]D[â†2σ̂n+2,n]ρ

+
∞∑

n=0

( √
(n+ 1)(n+ 2)|g2|χbb

(nχbb −∆)((n− 1)χbb −∆)

)2

Γ↓[ω−∆,2n+1]D[â†2σ̂n+2,n]ρ. (A.8)

Here

Γfg =
4|Ωfg|2
κr,fg

Γ↓[ω] =
2|Ω[ω]|2
κ[ω]

. (A.9)

Note that under the assumption of white noise

∞∑

n=0

nΓ↓[ω̃b − (n− 1)χbb]D[σ̂n,n−1] = Γ↓D[b̂] (A.10)

which is the amplitude damping of the transmon mode. Limiting ourselves to only the g,

e, f states of the transmon, the e�ective master equation becomes

ρ̇ = − i
~

[Heff , ρ] + κ1phD[â]ρ+ (Γ↓[ω̃b]D[σ̂eg] + 2Γ↓[ω̃b − χbb]D[σ̂fe]) ρ+ ΓfgD[σ̂fg]ρ

+
(
κ2,ggD[â2σ̂gg] + κ2,eeD[â2σ̂ee] + κ2,ffD[â2σ̂ff ]

)
ρ+ κ2,fgD[â†2σ̂fg]ρ. (A.11)
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�e expressions for various dissipation rates can be inferred from Eq. A.8. �e adiabatic

elimination of the transmon, under the assumption of Γfg+2Γ↓[ω̃b−χbb]� ||Ĥeff/hbar||

then leads to the e�ective master equation of the oscillator mode, quoted in Eq. (4.79). �e

validity of this adiabatic elimination is checked in the next appendix.



Appendix B

Validity of adiabatic elimination

�is appendix is devoted to checking the validity of the adiabatic elimination of the trans-

mon mode through numerical simulations. As we mentioned in the last sub-section, for

the adiabatic approximation to be valid, we require Γfg + 2Γ↓ �
∣∣∣
∣∣∣ Ĥeff

~

∣∣∣
∣∣∣ where Ĥeff is

given by Eq. 4.73. In order to check the validity of this approximation we compare the full

dynamics given by Eq. (A.11) and the e�ective dynamics given by Eq. (4.79) for di�erent

values of Γfg in Fig. B.1a. �e black curves have Γfg/2π = 0.6 MHz and the magenta

curves have Γfg/2π = 6 MHz. �e other parameters are kept the same as those utilized

in Sec. 4.3.3 with the resulting g4ph/2π = 41 kHz and |α|2 = 4. �e amplitude damping

of the oscillator is ignored and that of the transmon is set to Γ↓ = 3 kHz. For the con-

sidered amplitude |α|2 = 4, the choice of Γfg/2π = 6 MHz satis�es the above separation

of time-scales, leading to a good agreement between the dashed and solid magenta lines.

�e choice of Γfg/2π = 0.6 MHz leads to a disagreement with the e�ective dynamics.

Note that the full dynamics still converges towards the expected state albeit at a slower

rate. To choose the optimum working point, we perform simulations of the full dynam-

ics (Eq. 4.78), while sweeping Γfg/2π from 0.1 MHz to 10 MHz. In Fig.B.1b we plot the

overlap with the |C(4 mod 0)
α=2 〉 cat state as a function of time and Γeng

fg . From this, we extract
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Figure B.1: (a) �e system dynamics before (Eq. (A.11)) and a�er (Eq. (4.79)) the adiabatic
elimination, denoted respectively by (BE) and (AE). We use the same parameters as in
Fig. 4.8 together with Γfg/2π = 0.6 MHz (black) and Γfg/2π = 6 MHz (magenta). �e
system is initialized in the ground state and the overlap 〈C(0 mod 4)

α=2 |ρ|C(0 mod 4)
α=2 〉 is plo�ed

as function of time. (b) �e overlap as a function of time, obtained by simulating (A.11)
with Γfg/2π ranging from 0.1 MHz to 10 MHz. (c) �e time taken to achieve 90% �delity
as a function of Γfg for |α|2 = 3, 4 and 5. Black and magenta squares indicate the choices
Γfg/2π = 0.6 MHz and Γfg/2π = 6 MHz, corresponding to the simulations of (a). �e
dots correspond to the optimum working points for various cat amplitudes.

the time taken to achieve 90% �delity as a function of Γfg. �is corresponds to the green

curve in Fig.B.1c. As illustrated by the green dot, the optimum working point is given by
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Γeng
fg /2π = 2 MHz. Note that the working point of Γfg = 4 MHz used in Fig. 4.8 is se-

lected to be well in the region of adiabatic validity while still ge�ing a strong four-photon

dissipation (κ4ph). �e same simulations for |α|2 = 3 and 5 give rise to di�erent working

points at 1 MHz and 3.7 MHz respectively. Indeed, the norm ||Ĥeff ||, in the assumption

Γfg + 2Γ↓ �
∣∣∣
∣∣∣ Ĥeff

~

∣∣∣
∣∣∣, corresponds to the norm of the Hamiltonian when con�ned to the

code space Span{|±α〉, |±iα〉}. �is implies a separation of time-scales which depends on

the amplitude |α| of the cat state, therefore leading to di�erent optimum working points.
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