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Coherent suppression of electromagnetic dissipation
due to superconducting quasiparticles
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Owing to the low-loss propagation of electromagnetic signals in super-
conductors, Josephson junctions constitute ideal building blocks for
quantum memories, amplifiers, detectors and high-speed processing
units, operating over a wide band of microwave frequencies. Never-
theless, although transport in superconducting wires is perfectly
lossless for direct current, transport of radio-frequency signals can
be dissipative in the presence of quasiparticle excitations above the
superconducting gap1. Moreover, the exact mechanism of this dis-
sipation in Josephson junctions has never been fully resolved exper-
imentally. In particular, Josephson’s key theoretical prediction that
quasiparticle dissipation should vanish in transport through a junc-
tion when the phase difference across the junction is p (ref. 2) has
never been observed3. This subtle effect can be understood as result-
ing from the destructive interference of two separate dissipative
channels involving electron-like and hole-like quasiparticles. Here
we report the experimental observation of this quantum coherent
suppression of quasiparticle dissipation across a Josephson junction.
As the average phase bias across the junction is swept through p, we
measure an increase of more than one order of magnitude in the
energy relaxation time of a superconducting artificial atom. This
striking suppression of dissipation, despite the presence of lossy
quasiparticle excitations above the superconducting gap, provides
a powerful tool for minimizing decoherence in quantum electronic
systems and could be directly exploited in quantum information
experiments with superconducting quantum bits.

Despite the success of Josephson’s theoretical predictions, the tun-
nelling current across a Josephson junction in the presence of quasi-
particles is still a subject of controversy3. It is customary to distinguish
four contributions to the current through a superconducting tunnel
junction, associated with Cooper pairs and quasiparticles2,3: (1) the cur-
rent of Cooper pairs, (2) the dispersive quasiparticle term, (3) the phase-
independent dissipative term, and (4) the dissipative term proportional
to the cosine of the phase difference. Contributions (1) and (2) comprise
the supercurrent (that is, the Josephson current), which was measured
shortly after its prediction and is nowadays extensively used in applica-
tions4. The cosine term, also known as quasiparticle-pair interference5,
has eluded conclusive experimental observation3. Only very recently,
thermal transport measurements showed the effect of quasiparticle-pair
interference on the heat conductivity of a superconducting quantum
interference device6. In a phase-biased Josephson junction, we expect
the cosine and dissipative quasiparticle terms in the tunnelling current
to add coherently and display a periodic dependence on flux7–9.

The physical significance of the contributions (1)–(4) to the tunnel-
ling current is best illustrated by the linear response of the junction to
an a.c. voltage bias of frequency v, V(v), at a given d.c. phase bias, Q. This
junction admittance, relating current and voltage by I(v, Q) 5 Y(v, Q)V(v),
takes the form

Y v,Qð Þ~Yqp vð Þ 1zecos Q
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The purely imaginary last term in equation (1) comes from the dissi-
pationless supercurrent through a Josephson junction (contributions
(1) and (2)), where LJ is known as the Josephson inductance. The factor
xA

qp accounts for the occupation of the ‘Andreev’ bound states, which
carry the supercurrent10,11; writing contribution (2) in this form allows
for a generalization to a non-equilibrium distribution of quasiparticles
(Methods). The complex function Yqp(v) depends on the bulk quasi-
particle population through the density xqp (normalized by the Cooper
pair density)7, and its real part accounts for dissipation in the junction.

According to standard Bardeen–Cooper–Schrieffer theory, for junc-
tions with identical electrode materials, the e prefactor in the ‘11 ecos Q’
term (corresponding to contributions (3) and (4)) approaches unity at
temperatures well below the critical temperature for superconductivity12

and we expect the quasiparticle dissipation to be suppressed at Q 5 p
(ref. 8). There have been several attempts to measure the sign and ampli-
tude of e (refs 13, 14); however, owing to the intrinsic dissipative nature
of the d.c. experimental methods available in the past, the results were
difficult to interpret and proved inconclusive3. In this Letter we present
direct measurements of dissipation as a function of the phase bias, Q,
over a Josephson junction. We observe a sharp decrease in dissipation
at Q 5p, thus putting stringent bounds on the value of e.

In principle, for commonly used superconductors such as alumin-
ium and niobium, the quasiparticle fraction, xqp, should ideally reach
its thermal equilibrium value, which is practically zero (xth

qp=10{20)
at typical dilution refrigerator temperatures of =40 mK. However, in
recent years it has become increasingly clear that non-thermal quasi-
particles can persist in superconducting circuits even at very low tem-
peratures, inducing relaxation and dephasing15–20. Using a fluxonium
artificial atom21, which consists of a Josephson junction shunted by a
superinductor22 (Fig. 1b), we directly measure the dissipation across a
flux-biased Josephson junction due to these non-thermal quasiparti-
cles. Superconducting quantum bits (qubits) are ideal testing systems
for different dissipation mechanisms. They can be manipulated and
measured at the single-photon level and their susceptibility to different
loss mechanisms can be tuned in situ. We measure the dissipation rate
by preparing the qubit in an excited state and observing its energy relax-
ation. In Fig. 1a, we present the schematic mechanism of quasiparticle
dissipation across a phase-biased Josephson junction, the main element
of a fluxonium artificial atom, whose first two energy levels constitute
a qubit. A quasiparticle from the left electrode can tunnel through the
junction while absorbing the qubit energy, resulting in qubit relaxa-
tion to the ground state. The quasiparticle can tunnel either as an elec-
tron or as a hole, with probability amplitude phases 1Q/2 or 2Q/2,
respectively7. Because these two events are indistinguishable, the pro-
bability amplitudes add coherently to produce the ‘1 1 cos Q’ term in
the total probability: jeiQ/2 1 e2iQ/2j2 5 2(1 1 cos Q).

To identify and quantify the multiple decay mechanisms acting on
the qubit, we need to be able to decompose the total relaxation rate into
its constituents. The fluxonium qubit (Fig. 1b) is a particularly attrac-
tive tool because its susceptibility to each loss mechanism has a dis-
tinctive functional dependence on applied magnetic flux, Wext (ref. 23),
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effectively providing a fingerprint for the dominant dissipation. To
illustrate this idea, in Fig. 1c we represent the expected magnetic flux
dependence of the energy relaxation time of the fluxonium qubit, T1,
assuming only quasiparticle dissipation. The T1 peak around Wext 5 0.5W0,
where W0 is the flux quantum, is predicted by the coherent cancellation
of the dissipative part of equation (1), and is the signature of quasipar-
ticle dissipation in the phase-slip junction8, so called because its phase
difference fluctuates by an amount of the order of 2p.

In Fig. 2a, we present an electron-beam image of an actual device.
The fluxonium artificial atom consists of a small Josephson junction

providing the nonlinearity, in parallel with the ‘superinductor’, which
shunts charge noise21. To suppress charge fluctuations effectively, the
superinductor should provide, in the gigahertz domain an impedance
larger than the resistance quantum RQ 5 h/(2e)2 5 6.5 kV, where h is
Planck’s constant and e is the electron charge. Recent studies24,25 have
demonstrated that superinductors can be reliably implemented using
arrays of Josephson junctions. In our design (Fig. 2a), we use an array
of 95 junctions, which yields a total inductance of 330 nH, or an equi-
valent impedance of 20 kV at 10 GHz. The relationship between the
applied flux and the phase bias is EJsin Q 1 EL(Q 2 2pWext/W0) 5 0, where
EJ is the Josephson energy of the phase-slip junction and EL is the induc-
tive energy of the superinductor.

In general, a superconducting qubit is simultaneously subjected to
multiple dissipation channels, including capacitive, inductive, radia-
tive and quasiparticle channels. To observe and identify one particular
loss mechanism, in our case quasiparticle loss, we need to increase the
characteristic times of all other relaxation channels so as to exceed the
quasiparticle-induced T1. Recent experiments on transmon qubits sug-
gest that this time is expected to be in the millisecond regime20. To achieve
this goal, we adopted a design strategy similar to the three-dimensional
transmon set-up26. The sapphire substrate of the fluxonium qubit is
clamped in the middle of a copper waveguide cavity (Fig. 2c), which
constitutes our sample holder. The coupling to the qubit is mediated by
an antenna (Fig. 2b) that couples inductively to the qubit through the
shared junctions, and capacitively to the waveguide cavity.

We perform microwave transmission measurements in a circuit quan-
tum electrodynamics set-up27 (Fig. 2d). The sample holder is thermally
anchored to the mixing chamber of a dilution refrigerator with a base
temperature of 17 mK. The cavity is housed inside a copper shield coated
with infrared-absorbing material, and all microwave lines are filtered
above 12 GHz using commercial low-pass filters, circulators and infra-
red absorbers similar to that in ref. 28. The output line is pre-amplified
by a cryogenic high-electron-mobility transistor anchored to the 4 K stage
of the cryostat. The copper cavity frequency is fc 5 8.894 GHz, with a
bandwidth of k/2p5 4 MHz, and the antenna mode frequency at zero
flux is fa(0) 5 10.6 GHz. The maximum qubit–cavity dispersive shift is
x/2p5 0.5 MHz.

To quantify the junction dissipation, we perform standard time-domain
measurements of the energy relaxation time, T1: after exciting the qubit
using a ‘saturation’ pulse, which divides its population equally between
the ground and excited states, we measure the energy decay as a func-
tion of time. For any decay channel degree of freedom X̂, coupled to the
qubit by an operator Ĉ, the relaxation rate can be written, following
Fermi’s golden rule, as

1
T1X

~
1

B2 0h jĈ 1j i
�� ��2SX

II v01ð Þ ð2Þ

where j0æ and j1æ are respectively the ground- and excited-state wave-
functions, B is Planck’s constant divided by 2p, SX

II is the current spec-
tral density of noise for the decay channel29 and v01 is the transition
frequency of the qubit:
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Figure 1 | Phase-dependent quasiparticle dissipation in a Josephson
junction. a, In the case of a Josephson junction biased at phase Q, quasiparticles
(QPs) receiving a quanta of excitation from the qubit or environment can
tunnel across the junction either as electrons, acquiring a phase 1Q/2, or as
holes, acquiring a phase 2Q/2. The Q dependence of quasiparticle dissipation
results from the interference of these two indistinguishable paths. b, Schematic
representation of the fluxonium qubit: the phase-slip junction (red) is shunted
by an array of bigger junctions (black) that form the superinductor. In the
fluxonium qubit, the external magnetic flux, Wext, sets the average phase
difference, Q, across the phase-slip junction. c, Flux dependence of the
fluxonium relaxation time, T1, due to quasiparticle loss across the phase-slip
junction. Quasiparticle loss is suppressed at Wext/W0 5 0.5, where the average
phase difference over the small junction is p. The insets show the potential
landscape (black), the qubit ground-state ( | 0æ; dark red) and excited-state ( | 1æ;
light red) wavefunctions, and the quasiparticle dissipation operator7, sin(Q/2)
(dashed magenta). The T1 divergence at Wext/W0 5 0.5 is explained by the
symmetry of sin(Q/2) around Q 5p, together with the respective even and odd
parities of | 0æ and | 1æ, which lead to the vanishing of the quasiparticle matrix
element Æ0 | sin(Q/2) | 1æ 5 0 (compare with equation (2)). Here the symbol Q
represents the dynamical coordinate associated with the operator Q̂.
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Figure 2 | Experimental set-up.
a, Electron-beam image of fluxonium
sample. The schematic diagram in the
upper left corner is a three-dimensional
model of the junction array. The
Al/AlOx/Al junctions are made using
bridge-free, double-angle evaporation30.
SQUID, superconducting quantum
interference device. b, Optical image of
the antenna with the fluxonium qubit in
the middle. c, Photograph of the
sapphire chip inside the copper cavity
(sample holder). d, Electrical scheme
for the fluxonium qubit coupling to
the input–output microwave lines.
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Here kB is Boltzmann’s constant.
When the qubit is coupled to dielectric, inductive and radiative loss

channels, then Ĉ!Q̂. Inductive losses in the array would mainly be due
to quasiparticles in the array junctions. When the qubit is coupled to

quasiparticle dissipation in the phase-slip junction, then Ĉ!sin Q̂
.

2
� �

.
The dashed lines in Fig. 3a represent numerical evaluations of equa-
tion (2) for dielectric loss (green), radiative loss (or ‘Purcell’ loss; magenta)
and quasiparticle loss (red). The continuous black line shows the expected
T1 as a function of applied flux, Wext, from the sum of all relaxation
rates. Although the qubit is limited by radiative and dielectric loss around
Wext 5 0, quasiparticle dissipation becomes dominant as Wext increases
above ,0.25W0. The remarkable, order-of-magnitude, increase in the
measured value of T1 (grey circles) in the vicinity of Wext/W0 5 0.5 is
the unambiguous signature of coherent suppression of quasiparticle
dissipation.

The sharpness of the measured T1 peak at Wext/W0 5 0.5, which
increases by more than an order of magnitude within a flux interval
of only ,2% of W0, allows us to place a stringent bound (Methods) on
the value of the cos Q prefactor, e . 0.99.

In Fig. 3b, we plot typical energy relaxation curves for different flux
biases in the vicinity of the half-flux quantum symmetry point, measured
after a saturation pulse. The averaging time for one relaxation curve
is 30 min.

A close-up view of the T1 peak at Wext/W0 5 0.5 (Fig. 3c) reveals quan-
titative information about the non-equilibrium quasiparticle density,
xqp. The coloured lines correspond to calculations of T1 for different
xqp values. Considering the volume of the superconducting ‘islands’
on each side of the phase-slip junction (0.05mm3), we estimate that
xqp 5 1026 corresponds to approximately one quasiparticle per island.

Using the xqp bounds from Fig. 3c, we deduce that the average number
of non-equilibrium quasiparticles on the phase-slip junction islands is
greater than 0.1 but less than 3. These bounds correspond to measure-
ments taken over a period longer than two months.

As an independent check, we can estimate the average quasiparti-
cle number by analysing individual energy decay curves measured after
excitation with a calibratedp-pulse. For a small number of quasiparticles,
fluctuations can become important, because the quasiparticle number
can change from shot to shot when repeating the measurement. Assum-
ing that the probability, pl(n), of having n quasiparticles is a Poisson
distribution with average l, pl(n) 5 lne2l/n!, we can then calculate the
average time-domain relaxation of the qubit polarization:

P tð Þh i~el exp ({t=~T1qp){1ð Þe{t=T1R ð4Þ
Here T

,
1qp is the relaxation time induced by one quasiparticle, and T1R

is the relaxation time associated with the remaining dissipation chan-
nel, which in our case is likely to be dielectric loss. We note that, owing
to fluctuations in the quasiparticle number, the first factor on the right-
hand side of equation (4) is not an exponential decay. Indeed, as we show
in Fig. 4a, the fast part of the measured decay is not linear when expressed
on a logarithmic scale. The second exponential factor contributes to the
linear dependence observed at longer times. Remarkably, the fitted value
of the average quasiparticle number, l 5 1.1, falls within the bounds
obtained from the above analysis of the data in Fig. 3c.

Because the p-pulse calibration unambiguously provides the signal
levels corresponding to the offset and the amplitude of the qubit exci-
tation, plotting the measured data on a logarithmic scale allows us to dis-
criminate between different quasiparticle dynamics. At random moments
in time, we measure qubit relaxations compatible with quasi-exponential
decays, as shown by the green dashed and magenta solid lines in Fig. 4b.
This behaviour can be explained by a reduction, during the measurement
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interval, of the average number of quasiparticles on the central islands
(l 5 0.3), together with a downward fluctuation in T1R. Such fluctua-
tions, illustrated by the scatter of T1 in Fig. 3a, are evident at any flux.

We have shown that the suppression of quasiparticle dissipation in the
vicinity of p-phase bias across the junction confirms Josephson’s original
prediction2. We establish the low-temperature value e 5 1 (expected
from Bardeen–Cooper–Schrieffer theory) within less than 1% error for
the prefactor in the 1 1 ecos Q interference term. The magnitude of the
dissipation indicates the presence of a non-equilibrium population of
quasiparticles. Although their origin remains unknown and further
characterization of their dynamics goes beyond the scope of this work,
the engineering of the qubit susceptibility to quasiparticle loss, as pre-
sented here, is a powerful tool for characterizing this ubiquitous dissipa-
tion mechanism and ultimately suppressing it altogether. The immediate
implications for quantum information processing with superconducting
circuits are evident in the achievement of relaxation times well above
1 ms in artificial atoms, an increase by two orders of magnitude.

METHODS SUMMARY
We have measured two nominally identical samples, fabricated in the same litho-
graphy cycle. In the main text, we focus on results obtained on sample A, which
was measured extensively and exhaustively. In Methods, we show that our results
and conclusions were also confirmed by measurements on sample B. Additionally,
we describe in detail the microfabrication process, measurement set-up, sample param-
eters, coherence time measurements and derivations of theoretical expressions
used in the main text.

Online Content Any additional Methods, Extended Data display items and Source
Data are available in the online version of the paper; references unique to these
sections appear only in the online paper.
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Figure 4 | Time-domain measurements of qubit relaxation after p-pulse
excitation. Typical measured traces of non-exponential (a) and
quasi-exponential (b) decays. The magenta curves represent theoretical fits
using equation (4). For comparison, the green dashed line in b is a fit with a
simple exponential decay and time constant of 720ms. The flux bias point at
Wext/W0 5 0.48 is chosen slightly off the maximum of the T1 peak to allow faster
repetition rates for the pulse calibration sequences. The data in a and b are taken
several days apart; the acquisition time for data in each panel is 30 min. We
observe non-exponential and quasi-exponential decays with similar occurrence
probabilities. The offset and amplitude of the qubit excitation are calibrated
using measurements of Rabi oscillations (insets). Error bars, 1 s.d. of the qubit
excitation signal.
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METHODS
Microfabrication. The fluxonium qubit fabrication consists of a single step of
double-angle evaporation of aluminium with an oxidation step in between. The
main improvement compared with previous junction designs is the use of bridge-
free fabrication30 (BFF), which relaxes the constraints imposed on the junction
geometry by the traditional Dolan bridge technique31. The use of BFF also allows a
more aggressive cleaning of the substrate surface before the junction deposition,
which has been proven to produce stable and reproducible tunnel barriers32.

The first step of the fabrication procedure is to clean the 430-mm-thick c-plane
sapphire substrate via sonication in acetone for 1 min and then 5 min in an oxygen
plasma at 300 mbar and a power of 300 W. The wafer is then soaked in heated
N-methyl-2-pyrrolidone (NMP) at 90 uC for 10 min, sonicated in NMP and rinsed
with acetone and methanol. Microchem EL-13 copolymer is spun onto the wafer
at 2,000 r.p.m. for 100 s and baked at 200 uC for 5 min. The second resist layer,
Microchem A-4 PMMA, is spun onto the wafer at 2,000 r.p.m. for 100 s and baked
at 200 uC for 5 min. An antistatic gold coating is then deposited on the surface of
the resist, in preparation for the electron-beam writing. The gold layer is deposited
using a Cressington Sputter Coater 108 for 45 s with Ar flow adjusted to 0.08 mbar
and a current of 30 mA, resulting in a 10 6 1 nm gold layer.

The device is then written using the Vistec Electron Beam Pattern Generator
(EBPG 50001) using a 100-keV electron beam. The development is started by soak-
ing in a potassium-iodide/iodine solution for 10 s to remove the gold layer. After
being rinsed in water, the resist is developed in a 3:1 IPA:water mixture at 6 uC for
1 min. Ultrasound is then turned on for 15 s, and the wafer is left in the mixture for
15 s after that.

Metal deposition is then performed in the Plassys UMS300 UHV multichamber
electron-beam evaporation system. First, the exposed surface is cleaned with an
oxygen–argon plasma for 30 s to prepare a good surface for metal deposition. Dur-
ing this step, which is quasi-homogeneous, 10 6 2 nm of resist is removed. A tita-
nium sweep is then performed to absorb residual gases in the evaporation chamber,
and the first layer of aluminium (20 nm) is deposited onto the substrate at an angle
of 19u. This layer is then oxidized (in a separate oxidation chamber) with a 3:17
oxygen:argon mixture for 10 min at 100 torr. Immediately after this, the second
layer of aluminium (30 nm) is deposited at an angle of 219u. A final oxidation for
10 min at 50 torr is then completed to passivize the aluminium surface, preparing
it for removal from the vacuum system.

Finally, the resist layers are removed (lifted off) in a heated bath of NMP at 90 uC
over 1 h, followed by 1 min of sonication and methanol rinsing. The 2-inch sapphire
wafer is then diced under protective optical resist (SC1827 spun at 1,500 r.p.m. for
120 s and then baked at 90 uC for 5 min). Before mounting the fluxonium chips in
the sample holder, they are rinsed in NMP and methanol.

The BFF relies on the ability to robustly produce undercuts in a PMMA/PMMA-
MAA bilayer, while minimizing exposure due to proximity effects and forward
scattering30. The recent development of 100-keV EBPGs has made this task much
easier. The dose calibration structures consist of long narrow openings (trenches)
in the resist bilayer, with a designed undercut on the left side. In Extended Data Fig. 1,
we present structures fabricated using the optimized doses of 1,200mC cm22 for
the trenches and 450mC cm22 for the undercuts, which are the doses used for the
fluxonium fabrication.
Measurement set-up. To measure the qubit state, we use a dispersive readout pro-
tocol that essentially consists of measuring the microwave transmission properties
of the joint system formed by the sample holder cavity and the fluxonium qubit.
When we send a measurement tone at the cavity resonance frequency, owing to the
dispersive interaction between the cavity and the qubit, the phase and amplitude of
the transmitted signal depend on the state of the qubit.

The schematic of a heterodyne interferometric experiment is shown in Extended
Data Fig. 2. Three microwave waveform generators are shown, the qubit (vQ), cavity
(vC) and LO (vLO 5 vC 1 vIF) generators, which are commercial microwave gen-
erators. The qubit generator produces microwaves at the qubit frequency, mixed
with pulse envelopes from an arbitrary waveform generator to create pulses to
perform qubit rotations. The cavity and LO generator are used for the readout, with
the cavity generator set to the interrogation frequency and the LO generator shifted
by the IF frequency, vIF 5 20 MHz. The cavity signal (either continuous wave or
pulsed) is split into two paths, making the interferometer. One of the paths goes
through the device, and the other is used as reference; each path ends in the RF
input of a microwave mixer. The LO generator is split to feed the LO signal of both
RF mixers. This mixing operation produces signals at the sum and difference fre-
quencies, vC 1 vLO and vC 2 vLO. Additional filters remove the high-frequency
component, and the vIF component is sent to a digitizer. The digitizer operates at
1 GS s21, and can effectively measure amplitude and phase of a signal at 20 MHz.

The sample holder and the low-temperature electronics are anchored to the dilu-
tion stage of a Kelvinox 400 system with a cooling power of approximately 400mW
at 100 mK and a base temperature of 15 mK, measured on the mixing chamber

plate. An additional thermometer mounted directly on the sample holder indi-
cates a base temperature of 40 mK.

In Extended Data Fig. 3, we present a schematic of the low-temperature micro-
wave circuitry. The signal is injected through 260 dB attenuated lines to the input
of the cavity. The coupling quality factor at the input port is 105. The cavity is over-
coupled to the output port with a coupling quality factor of 2,000. The output signal
travels through low-pass filters (see the following section for details on filtering)
and cryogenic isolators (Quinstar 8-12 GHz) to the commercial CITCRYO1-12A
Caltech high-electron-mobility transistor amplifier, which is coupled to the 4 K
bath and has a typical gain of 35 dB within the 1–12-GHz band.

In the past few years, increasing evidence showed that infrared light leaking
into the experimental set-up accounts for significant additional relaxation and
decoherence33,34. The goal of our filtering strategies is to attenuate any radiation at
frequencies starting from 10 GHz and extending to infrared frequencies. For this
purpose, we use a combination of commercial filters (K&L 12-GHz low-pass filters)
and custom-made Eccosorb filters (which are similar to the ones used in ref. 28).
Eccosorb CR-110, a proprietary material produced by Emerson & Cuming, was
chosen for this filter because it has the least attenuation below 18 GHz. This material
has a roughly linear attenuation-versus-frequency curve; higher frequencies are
attenuated more than lower frequencies. The Eccosorb filter consists of a short
section of microstrip placed in a copper box that serves as the ground plane. A thin
metallic strip is used for the microstrip trace. Two SMA connectors are placed
in the two opposing holes of the box, and then a metallic strip is cut to the size of
a 50-V microstrip trace. For the box size used here, the microstrip trace is cut out
of 0.01-inch thick copper, aiming for a width of 0.090 inch. The microstrip is then
soldered in place onto the centerpins of the two SMA connectors. The Eccosorb
CR-110 is then poured into the box, the lid is secured and the whole filter is cured
at 70–90 uC, depending on cure time, for several hours.

In addition to filtering the noise inside the microwave lines, it is important to
filter out infrared photons from external sources. These sources are likely to be hot
components at other stages of the dilution refrigerator, or 300 K photons directly
from room temperature components. Studied extensively in ref. 33, this stray
infrared light can be avoided by building a sufficiently ‘light-tight’ shield around
the sample box area. The infrared shield detailed here was based on this work. Addi-
tional work at IBM35 showed that this infrared light can significantly affect qubit
performance and is thus critical, especially for qubit experiments.

The infrared shield is an additional copper box surrounding the experimental
area. The infrared shield is composed of two pieces, a plate and a can. The plate is
mounted rigidly onto the mixing chamber and holds connectors through which all
input and output microwave signals will travel. An indium seal is used between the
plate and the can, and the can is screwed shut rigidly to achieve a hermetic seal. The
entire structure can be observed in Extended Data Fig. 4.

In addition to preventing infrared radiation from reaching the sample box, this
structure serves another purpose. A sheet of absorbing material is placed inside the
copper can in an effort to further reduce infrared radiation from reaching the sample
box. Even if infrared photons reach inside the can, they will quickly be absorbed on
the walls. Extended Data Fig. 4b shows that this absorbent coating (a mixture of
Stycast 2850 and carbon powder, containing 7% carbon powder by weight) is applied
to a thin copper sheet that is then placed along the walls and bottom of the can.
Parameters of measured samples. The relaxation and coherence properties of
two fluxonium qubits were measured. The qubits are nearly identical, with the only
difference being in the coupling antennas. Fluxonium A had three coupling SQUIDs
and a total antenna length of 1 mm, whereas fluxonium B had four coupling SQUIDs
and a total antenna length of 2 mm. Fluxonium A was measured extensively and
exhaustively over the course of 5 months; the results described in the main text
were obtained from this sample. Fluxonium B was used to check the coherence
repeatability, but was not measured in such detail.

Both qubits had visible spectroscopy peaks over the entire range of applied flux.
Qubit frequency is plotted as a function of applied flux in Extended Data Fig. 5 for
both fluxonium samples. This frequency dependence is fitted to that predicted
from theory21. The fit parameters are the three energies that entirely characterize a
fluxonium: EJ, the Josephson energy; EC, the capacitive energy; and EL, the induc-
tive energy. From design and room-temperature measurements, the parameters
were expected to be EJ < 12 GHz, EC < 2.6 GHz and EL < 0.5 GHz. Overall, the
parameters are close between the two samples, with only slight discrepancies between
expected and fit parameters.
Review of measured coherence times. In Extended Data Table 1, we list the mea-
sured coherence times for samples A and B at characteristic bias points. The mea-
surements are taken using calibratedp-pulses. From measurement to measurement,
the coherence times can vary by a factor of two. The minimum frequency (one-half
flux quantum) and the maximum frequency (zero flux) are flux ‘sweet spots’. There-
fore, it is not surprising that T2 is much larger at these points than at intermediate
fluxes. However, we note that T2 is never limited by T1, which suggests the existence
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of additional sources of dephasing. Near Wext/W0 5 0.5, the T1 values of both
fluxonium A and fluxonium B are observed to be roughly 1 ms (Extended Data
Fig. 6). As discussed in the main text (Fig. 4), this value is subjected to fluctuations
in time, owing to changes in the quasiparticle population.
Calculation of Purcell, capacitive, inductive and quasiparticle losses. As we
mentioned above equation (2), for any decay channel, X, coupled to the qubit by
an operator ĈX̂, the relaxation rate is given, following Fermi’s golden rule, by
1/T1X 5 (1/B2)jÆ0jĈj1æj2SX

II(v01), where j0æ and j1æ are respectively the ground-
and excited-state wavefunctions and SX

II is the current spectral density of noise for
the decay channel (equation (3)):

SX
II~Re YX v01ð Þ½ �Bv01 1zcoth

Bv01

2kBT

� �� �

In Extended Data Table 2, we list the respective expressions for the matrix element,
the real part of the environment admittance at the qubit frequency, and the fitted
bound for the quality factor of capacitive, inductive, quasiparticle and radiative
loss channels.

In Extended Data Fig. 7, we plot the calculated bounds on T1 for the four loss
mechanisms listed in Extended Data Table 2, for different quality factors. Because
the theoretical curves are upper bounds for T1, a good fit has to lie above the mea-
sured points. The quality factors that result in theoretical bounds compatible with
the measured data are listed in the last column of Extended Data Table 2. The value
for the capacitive quality factor is quoted at 5 GHz because it is expected to have a
weak frequency dependence36: Qcap / (f01)20.7.

Whereas radiative, capacitive and quasiparticle relaxation each dominate sig-
nificant flux bias intervals, owing to its markedly different dependence on flux,
inductive loss can only contribute over a narrow interval around Wext/W0 5 0.5
(Extended Data Fig. 7), where it adds to the quasiparticle and dielectric contribu-
tions. If the inductive loss is due to quasiparticles in the array8, we only need to
introduce a minor modification to the flux dependence of the calculated loss, which
can be accounted for by redefining Qind?Qind 1=2ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v10 fð Þ=v10 1=2ð Þ

p
. The

square-root dependence on the frequency originates in the quasiparticle current
spectral density (equation (7)). This additional square-root factor weakens the
flux dependence of the inductive loss, but does not qualitatively alter it compared
with that shown in Extended Data Fig. 7b.

When analysing the energy relaxation of nonlinear oscillators, it is useful to
introduce the notion of transition efficiency (also known as the reduced oscillator
strength), defined as the ratio between the quality factor of one of the lossy com-
ponents and the quality factor of the oscillator: g 5 Qx/Q1R0. For a harmonic oscil-
lator, g 5 1. For a qubit, depending on the value of the matrix element Æ0jĈj1æ and
the real part of the environment impedance, g can be smaller or larger than unity.
In Extended Data Fig. 8, we plot the transition efficiencies for capacitive, inductive
and quasiparticle loss. The sharp suppression of g for quasiparticle loss in the
vicinity of Wext/W0 5 0.5 is the signature of quasiparticle–hole interference. Also,
notice that inductive g is larger than unity for Wext/W0 . 0.42. This implies that the
transition efficiency for the qubit is larger than the efficiency of a harmonic oscil-
lator at the same frequency, and the bound that we place on Qind is larger than the
intrinsic quality factor of the transition, Q1R0.
Relationship between relaxation time and admittance. Here we detail the rela-
tion between the admittance of the Josephson junction (equation (1)) and the qubit
relaxation rate driven by quasiparticles (equations (2) and (3) and the definition of
the operator Ĉ). Most of what we summarize here is presented in greater detail in
refs 7, 8.

The admittance in the form of equation (1) can be obtained from the standard
microscopic theory of the Josephson current derived for an arbitrary time depen-
dence of the phase bias Q(t) (ref. 3). To find the linear response to a small altern-
ating potential difference, we take Q(t) 5 Q 1 (2eV/v)sin(vt), where V and v are
respectively the amplitude and frequency of the alternating voltage, and Q is the
constant component of the phase bias.

The first term on the right-hand side of equation (1) contains the dissipative
part of admittance. For Bv , 2D, where D is the superconducting gap, the a.c.
perturbation does not break Cooper pairs. Therefore, the amplitude, Re[Yqp(v)],
of the dissipative part is proportional to the dimensionless density of quasiparti-
cles, xqp. An extension7,8 of the standard theory3 relates Yqp(v) to xqp even if the
energy distribution of the quasiparticles deviates from equilibrium. Like in equi-
librium, the parameter e equals unity as long as the characteristic energy of qua-
siparticles (measured from D) is small compared with D. The cos Q functional form
of the dissipative part of the admittance was noticed first in ref. 2.

The second term on the right-hand side of equation (1) is the non-dissipative,
dispersive part of the admittance, which can be obtained by expansion of the con-
ventional Josephson current formula, j 5 jcsin Q(t), to linear order in V. The only
generalization here is the replacement of the factor tanh(D/2kBT) in jc (ref. 3) by
the factor 1{2xA

qp. To explain it37, we notice that tanh(D/2kBT) 5 1 2 2nF(D), where

2nF(D) is the value of the equilibrium Fermi occupation factor, 2nF(E) 5 2[exp(E/
kBT) 1 1]21, of an energy level E coinciding with the gap edge (the factor of 2
accounts for spin degeneracy). In fact, the equilibrium Josephson current evalu-
ated beyond the lowest order in perturbation theory in tunnelling38 contains the
factor 1 2 2nF(EA). The energy of an Andreev level, EA, asymptotically approaches
the value EA 5 D in the limit of weak tunnelling, yielding the familiar result for jc.
In the generalization to non-equilibrium quasiparticles, the occupation factor of
the Andreev levels, n EAð Þ~xA

qp, may differ from n(D) even in the limit EA R D;
there is no set relation between the density, xqp, of above-the-gap quasiparticles
and xA

qp.
The quasiparticle contribution, 1/T1qp, to the qubit relaxation rate can be written7,8

in the form of equation (2). In more detail, it reads

1
T1qp

~ 0h jsin(Q̂=2) 1j ij j2Sqp v01ð Þ ð5Þ

where Sqp(v) is related to the amplitude of the dissipative part of equation (1):

Sqp vð Þ< v

pgK
Re Yqp vð Þ

 �

<xqp
8EJ

pB

ffiffiffiffiffiffi
2D

Bv

r
ð6Þ

Here gK 5 e2/h is the conductance quantum. The derivations of equation (5) and
the second part of equation (6) assume the characteristic quasiparticle energy to
be small compared with the gap energy, D, and the energy of transition, Bv01,
respectively.

The fact that the transition rate j1æ R j0æ vanishes at f 5 1/2 is the manifestation
of symmetry between the electron-like and hole-like processes for the low-energy
quasiparticles. This fact remains unchanged even if the quantum uncertainty of
phase is not small7,8. In the range f {1=2j j=v01 f ~1=2ð Þ= 2p2ELð Þ, the transition
matrix element can be written as

0h jsin(Q̂=2) 1j i

<
p

2
f {

1
2

� �
v01 1=2ð Þ
v01 fð Þ

� �1=2

F
EC

EJ
,
EL

EJ

� � ð7Þ

where the function F can be evaluated analytically in certain limiting cases8 or, in
a generic setting, can be evaluated numerically using the approach described in
appendix B of ref. 39. Combining equations (5)–(7), we find

1
T1qp

~
p2F2

4
f {

1
2

� �2
v01 1=2ð Þ

pgK
Re Yqp v01 1=2ð Þð Þ

 �

ð8Þ

Now we compare the right-hand side of equation (8) with the dissipative part of
the admittance of a classical junction biased by the flux Q 5 2pf, with f < 1/2. For
that, we expand the real part of the admittance equation (1) around f 5 1/2:

Re Y v01 1=2ð Þ,2pfð Þ

~
1{e

2
zep2 f {

1
2

� �2
" #

Re Yqp v01 1=2ð Þð Þ

 � ð9Þ

For e 5 1, the right-hand sides of equations (8) and (9) are proportional to each
other, and so for f < 1/2 there is a direct relation,

1
T1qp

<
F2

4
v01 1=2ð Þ

pgK
Re Y v01 1=2ð Þ,2pfð Þ½ � ð10Þ

between the qubit relaxation rate and classical admittance, Y, of equation (1). We
stress that equation (10) is based only on the assumption of small deviations from
f 5 1/2 (jf 2 1/2j, v01(1/2)/4p2EL) and small quasiparticle energy compared with
the qubit frequency.

Being a consequence of the fluctuation-dissipation relation, equation (10) should
hold for any value of e (not only for the value e 5 1, which corresponds to low char-
acteristic energy of quasiparticles). In the next section, we use equation (10) to estab-
lish an experimental bound on e.
Placing a lower bound on e. By expanding equation (10) around f 5 1/2, within
the interval jf 2 1/2j, v01(1/2)/4p2EL, we find that

1
T1qp

<A 1{eð Þz2p2Ae f {
1
2

� �2

ð11Þ

The parameter A(1 – e) determines the relaxation time at f 5 1/2, and 2p2Ae gives
the width of the T1qp peak; both terms are due to quasiparticle loss in the phase-slip
junction. The relationship between A and the parameters in equation (10) can be
worked out, but it is not needed.

We use equation (11) to fit the measured data in the vicinity of f 5 1/2, with A
and e as adjustable parameters. The model is additionally constrained to give a
higher bound for all measured values of T1. This procedure yields e 5 0.991 with
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the standard error of 0.002 for the lower bound of e. For illustration, in Extended
Data Fig. 9 we plot T1(f) for a set of values of e (keeping the value of A(1 – e)
unchanged), overlaid on the measured T1 values. Comparing the theoretical curves
with the measured data, it is clear that the bound e § 0.99 is quite conservative.
Derivation of equation (4). As discussed in the previous section, it was shown in
refs 7, 8 that the quasiparticle-induced relaxation rate is, in general, a function of
reduced flux, f, and is proportional to the normalized quasiparticle density, xqp:

1
T1qp

~xqpF fð Þ ð12Þ

where the function F depends implicitly on the qubit parameters. This form for
the relaxation rate was obtained in the limit of a large number of quasiparticles
by averaging over their possible microscopic states. To investigate the effects of
quasiparticles number (nqp) fluctuations on the measured time evolution of the
qubit population, we explicitly factorize nqp by rewriting the relaxation rate in the
equivalent form

1
T1qp

:nqp ~C1qp fð Þ~nqp
1

~T1qp
ð13Þ

where ~C1qp represents the qubit relaxation rate in the presence of a single quasi-
particle and is inversely proportional to the electrodes’ volume, V (to recover the
density dependence in equation (12)).

For a given number of quasiparticles, n, by Matthiessen’s rule the qubit polar-
ization P behaves as

P t; nð Þ~e{t=T1R{n ~C1qpt

where 1/T1R is the total relaxation rate due to all non-quasiparticle processes. For a
small number of quasiparticles, fluctuations can have important effects because the
quasiparticle number can change from shot to shot when repeating the measurement
many times. We assume that for such repeated attempts the probability, pl(n), of
having n quasiparticles is a Poisson distribution with average l:

pl nð Þ~ lne{l

n!

We can then calculate the average relaxation probability, and find that

P tð Þh i~
X
n~0

P t; nð Þpl nð Þ~e{t=T1R el exp ({~C1qpt){1ð Þ ð14Þ

which coincides with equation (4) in the main text.
As a check, we consider the thermodynamic limit in which l, V R ‘ with

l/V / xqp constant; then ~C1qp?0 and, keeping only the leading term inside the
brackets on the right-hand side of equation (14), we have

P tð Þh i<e{t=T1R e{l~C1qpt

That is, we correctly recover the formula originally derived in limit of large quasi-
particle number (because l~C1qp~1

�
T1qp; compare with equation (13)). Note that

in the limit t R ‘ the last factor in equation (14) becomes e2l and does not vanish:
this accounts for the possibility that, with probability e2l, there are no quasipar-
ticles in the electrodes, and so the quasiparticle mechanism does not contribute to
the qubit relaxation.
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Extended Data Figure 1 | Scanning electron microscope imaging of
controlled undercuts. a, 500-nm-deep cut; b, 900-nm-deep cut. For the
purpose of scanning electron microscope imaging, the entire structure is

covered with a 10-nm layer of sputtered gold. Notice that the residual undercut
on the right-hand side of the trenches is at least an order of magnitude smaller
than the designed undercut.
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Extended Data Figure 2 | Heterodyne measurement experimental set-up.
Schematic diagram of experimental set-up to perform heterodyne
measurement, involving an interferometric measurement, which compares a
microwave signal going through the device under test with a signal bypassing
the device. Two microwave generators (cavity and LO) are mixed together to

produce a lower frequency tone at the difference frequency, vIF, that can be
digitized in the computer. The additional (qubit) microwave generator can
be used to stimulate the device and the effect on the cavity transmission can
be measured.
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Extended Data Figure 3 | Microwave cryogenic measurement set-up.
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Extended Data Figure 4 | Infrared shielding. a, Top plate of the infrared
shield and the attached samples connected by microwave coaxial lines. The
hermetic seal is on the top side of the plate. The top half of the cryoperm shield

is also visible. b, Inside of the infrared shield can. An infrared absorbent coating
was applied to a thin copper sheet and placed on the walls and bottom of the
can. c, Closed infrared shield, completely enclosing the experimental area.
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Extended Data Figure 5 | Measured qubit frequency as a function of applied
flux over the entire tunable range. Fits of the expected frequency dependence
from theory match well with the measured data and yield parameters as

listed for each fluxonium sample. The flux dependence of fluxonium B was
sampled more sparsely than that of fluxonium A.
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Extended Data Figure 6 | Measured relaxation times near Wext/W0 5 0.5.
Data are fitted to a single exponential and reveal that lifetimes are ,1 ms for
fluxonium sample A at f01 5 640 MHz (a) and fluxonium sample B at

f01 5 750 MHz (b). The presence of single exponentials as shown here
fluctuates in time, as shown in Fig. 4.
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Extended Data Figure 7 | Measured relaxation times. Measured T1 values and theoretical bounds for capacitive (a), inductive (b), quasiparticle (c) and radiation
(d) loss.
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Extended Data Figure 8 | Transition efficiency of the fluxonium qubit. Shown as a function of applied magnetic flux for capacitive (red), inductive (blue) and
quasiparticle (green) loss.
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Extended Data Figure 9 | Placing a bound on e. The lines represent T1 values
calculated from equation (11) for e 5 0.9, 0.991 (the fitted value), 0.999 and
0.9999, respectively. The green line (e 5 0.991) bounds all measured points
(grey circles), giving a conservative bound of e § 0.99.
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Extended Data Table 1 | Measured coherence times for fluxonium samples A and B at different bias points
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Extended Data Table 2 | Expressions used to calculate the qubit energy relaxation rate23

The values of capacitance, C, inductance, L, and junction conductance, Gt, can be estimated knowing the parameters EC 5 e2/2C, EL 5 B2/4e2L and EJ 5 GtDAlh/8e2, respectively (compare with Extended Data Fig. 5).
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