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This thesis work explores different ideas for realizing nonreciprocal photon dy-

namics using active parametric circuits based on Josephson junctions. The moti-

vation stems from developing non-magnetic alternatives to existing nonreciprocal

devices, invariably employing magnetic materials and fields and hence limited in

their application potential for use with on-chip microwave superconducting cir-

cuits. The main idea rests on the fact the “pump” wave (or the carrier) in an active

nonlinear system changes the phase of a small modulation signal just as the mag-

netic field rotates the polarization of the wave propagating in a Faraday medium.

All the implementations discussed in this thesis draw from the basic idea of chain-

ing together discrete parametric processes with an optimal phase difference be-

tween the respective pumps to realize nonreciprocity. Though discussed specif-

ically for microwave applications using Josephson junctions as a platform, the

ideas presented here are generic enough to be adopted for any nonlinear system

implementing frequency mixing.
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Foreword

Symmetries reveal the regularities in physical laws and help us separate the

definite from the whimsical and unpredictable. They allow us to formulate a

coherent description of nature immune to specificities of initial conditions, and

identify universal conservation laws. For instance, it is the invariance of physical

laws under space and time translations that yields conservation of momentum

and energy. Although the unifying thread between the physics of different sys-

tems is symmetry, much of what we observe is rooted in instances of symmetry

breaking. A recent example is offered by the discovery of the Higgs boson which

predicates a symmetry breaking mechanism believed to lend mass to all elemen-

tary particles. In this thesis, we deal with the breaking of a specific symmetry

called reciprocity.

Reciprocity refers to a symmetry in the dynamics of a system under an inter-

change of source and observer. It is ubiquitous in its appeal with applicability

ranging from

• optics — symmetry in transmission of light under an exchange of source and

detector (Helmholtz reciprocity),

• acoustics/geology — symmetry in transmission of sound/seismic waves

under an exchange of source and detector

• thermodynamics — symmetry in particle and heat flows under temperature

and pressure differences (Onsager reciprocity)
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• mechanics — symmetry under exchange between stresses and induced dis-

placements in elastic bodies

to even (!)

• religion — “So in everything, do to others what you would have them do to

you, for this sums up the Law and the Prophets.” (Matthew 7:12)

We will concentrate on the physics of breaking reciprocity in the realm of electro-

magnetism. Besides being an intriguing theoretical problem in its own right, the

realization of nonreciprocity in light transmission provides crucial practical appli-

cations across a wide spectrum of systems. Conventional nonreciprocal devices,

such as circulators and isolators, rely on magnetic fields to break the reciprocal

symmetry of wave propagation by implementing a nonreciprocal rotation of po-

larization vector of light known as Faraday rotation. The critical functionality

provided by such devices is marred by the adversity accompanying the use of

magnetic materials and fields which are a major roadblock in monolithic integra-

tion of such devices. This predicament is especially shared by superconducting

quantum circuits, which on one hand rely on the nonreciprocal components in

the measurement chains for preserving the delicate quantum coherence by block-

ing noisy signals from entering the sample stage, and on the other are endangered

due to their deleterious magnetic effects. In addition, nonreciprocal components

are an integral part of any measurement scheme relying on parametric amplifiers

which have emerged as one of the most promising low-noise quantum measure-

ment systems. Most of these amplifiers operating at microwave frequencies are

reflection-based amplifiers i.e. they amplify the desired signal in reflection and

are, therefore, totally dependent on circulators and isolators for a usable sepa-

ration of input and output signals. The above concerns are especially relevant

in the wake of huge strides in superconducting qubit technology in recent years

with coherence times fast approaching the fault-tolerant computation threshold.
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This has led to increasingly stringent experimental requirements on both qubit

environment and measurement — both of which crucially involve the circulators

and isolators. Thus, finding viable practical alternatives that can overcome the

weaknesses presented by the current magnetic technology for nonreciprocity has

turned into a compelling research activity.

In addition to immediate relevance, realization of non-magnetic nonreciproc-

ity goes a long way on the path to the long cherished goal of integrated microwave

and optical technology. A milestone in this direction is to build systems that can

exhibit nonreciprocal (or directional) low-noise amplification and hence fulfil the

noise-isolation and measurement requirement in one shot.

In this thesis we will show that it is possible to realize (tunable!) nonreciprocal

transmission of microwave light using active parametric devices based on Joseph-

son junctions. Further, we will focus on both flavors of nonreciprocal transmission

— without and with amplification of the signal. While the former simulates the cir-

culator action, the latter can be exploited to achieve directional amplification. In

addition to providing integrable nonreciprocal devices, such schemes offer us a

novel in-situ knob for controlling/steering light at single-photon level which can

open doors to qualitative new physics.

Thesis Overview

In this section, we include a brief synopsis of the main contributions of this the-

sis work, which will hopefully excite the reader enough to undertake the exercise

of reading the remaining manuscript.

In chapter 1, we begin with an introduction of underlying concepts of non-

reciprocity and motivate the importance of non-magnetic on-chip realizations by

presenting a brief review of ideas on passive options using magnetic components

and their associated problems. Traveling wave parametric amplifier (TWPA),
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popular in the optical domain, is discussed as a point in case for elucidating the

practicality of a non-magnetic directional device. It provides us with the right

background to initiate a discussion of Josephson parametric circuits which per-

form the same wave-mixing operation as in a TWPA but without the debilitat-

ing effect of phase mismatch between participating waves. JJ achieve this due

to localized nature of their nonlinearity as a circuit element, as compared to the

distributed nature of the nonlinear optical medium employed in TWPAs. In addi-

tion, JJ being non-dissipative at microwave frequencies, the platform provided by

Josephson parametric circuits is quite appealing for applications such as quantum

information processing where systems need to be manipulated at the level of few

photons. The phase-sensitive nature of parametric rotations, which is illustrated

by a scattering analysis of active Josephson circuits, provides the crucial ground-

work for following chapters which employ this idea in its different avatars.

In chapter 2, we discuss the symmetry breaking in spatial channels using two

Josephson parametric stages performing frequency conversion, arranged back to

back. We show that on tuning the difference in the phases of the two pumps to

be π/4, this assembly can emulate a circulator-like action and provides a viable

alternative to magnetic nonreciprocal devices. The analyzed prototype, based on

successive phase-sensitive rotations performed though a parametric process, is

quite promising for its universal appeal and should find easy applications in other

frequency regimes with a suitable nonlinear element replacing the JJ (such as an

acousto-optic modulator for optics).

In chapter 3, we extend the idea of phase-sensitive rotations to demonstrate a

novel scheme breaking the symmetry of frequency conversion. As a prototype,

we study the resistively-shunted Josephson junction (RSJ) biased with a dc cur-

rent greater than the critical current of the junction — a possible choice for JJ-

based mixers. This leads the phase associated the junction to have a non-zero
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average rate of change corresponding to the appearance of a finite voltage across

the junction, in contrast to the usual parametric devices which are operated in the

zero dc voltage state with the phase displacement is confined to a single well of

the Josephson cosine potential. We introduce an extended version of usual input-

output theory of circuits which enables us to capture the running state dynam-

ics of the junctions biased in the voltage regime. This allows us a self-consistent

formulation of dc and ac dynamics, in accordance with the ac Josephson effect.

Subsequent small signal analysis of the junction as a mixer pumped internally

by Josephson harmonics shows the emergence of nonreciprocal frequency con-

version. This finds an explanation in multi-path ‘interferences’ in the frequency

domain, with phases set by the respective parametric rotation.

Chapter 4 tackles the example of a prototypical microwave SQUID amplifier

which is the only known nonreciprocal amplifier based on Josephson junctions.

The workhorse of this amplifier is a dc SQUID which can be thought of as two RSJs

arranged in a flux-biased loop. The microwave characteristics of a SQUID have

been a subject of intense interest mostly due to its promising potential as a nonre-

ciprocal preamplifier for quantum-limited measurements. A quantum treatment

of SQUID dynamics at microwave frequencies has however remained an open

problem, with the most extensive studies being solely numerical. Based on the

ideas developed through the course of chapters 2 and 3, we perform an ab-initio

analysis of the SQUID dynamics and show the emergence of nonreciprocal gain

as a combination of asymmetric frequency mixing between the two spatial modes

(common and differential) of the SQUID ring. Besides unravelling the directional

nature of the SQUID response, this treatment also enables us to evaluate figures

of merit such as total power gain, noise number and directionality as a function

of bias parameters and signal frequency.

We conclude with some final thoughts and offer perspectives in chapter 5. Ap-
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pendices A-F present some useful derivations and annotate various ideas used
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CHAPTER 1

Background Concepts

“Symmetry is what we see at a glance.”

— Blaise Pascal

Reciprocity is a fundamental symmetry of physics which states that a ray of in-

coming light and its outgoing partner (“in” and “out” defined with respect to

any given observer/object) have an identity mapping between their life histories.

Rooted in core theoretical principles of electromagnetism, reciprocity occurs in a

gamut of practical situations. It is extensively used for analyzing electromagnetic

and antenna systems as it provides useful and handy rules such as, if an antenna

serves as an excellent transmitter, then reciprocity dictates that it will also work as

an excellent receiver! A simple way of stating this is to say “I see the eye that sees

me”. 1

The notion of nonreciprocity breaks this symmetry and leads us to a special sit-

uation of “seeing without being seen” (Fig. 1.1). It is worthwhile to note that such

symmetry breaking is completely elastic (conserves energy!) and not a special-

ized case of absorption. To gain a perspective on the realization and importance

of nonreciprocity, it may be pertinent to develop a better understanding of reci-

1This popular version explaining the perfect impartiality of physical dynamics under an inter-
change of source and detector is also known as the Helmholtz reciprocity theorem.
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Figure 1.1: Reciprocity vs nonreciprocity.

procity first. In the next section, we present a brief discussion of the underlying

concepts in reciprocity. This also provides the appropriate prelude to discuss the

concomitant challenges and strategies available for breaking it!

1.1 A primer on reciprocity

The earliest and one of the most widely used formal definitions of reciprocity

was originally propounded by Rayleigh, which naturally follows from Maxwell’s

equations describing electromagnetic fields [Landau and Lifshitz, 1984]. The for-

mal statement of the theorem is as follows: if a current density J(1) that pro-

duces an electric field E(1) and a magnetic field H(1), where all three are periodic

functions of time with angular frequency ω, and in particular they have time-

dependence exp(−iωt) and similarly a second current J(2) at the same frequency

ω which (by itself) produces fields E(2) and H(2), then under certain simple con-

ditions on the materials of the medium, the reciprocity principle states that for an

arbitrary surface S enclosing a volume V

∫
V

[
J(1) · E(2) − E(1) · J(2)

]
dV =

∮
S

[
E(1) ×H(2) − E(2) ×H(1)

]
· dA. (1.1)
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This result is usually applied (and more easily interpreted) for certain special cases

where either the surface integral or volume integral vanishes. For example, if the

surface S is chosen to exclude any external sources so that J(1) = J(2) = 0, then the

above equations reduces to

∮
S

[
E(1) ×H(2) − E(2) ×H(1)

]
· dA = 0. (1.2)

Alternatively, one can integrate Eq. (1.1) over an infinitely remote surface to kill

the surface integrals and obtain,

∫
V

[
J(1) · E(2)dV =

∫
V

E(1) · J(2)

]
dV (1.3)

The integrals here are taken only over the volumes of sources 1 and 2 respec-

tively as currents J(1) and J(2) are zero elsewhere. Both of the above forms are

referred to as the Lorentz reciprocity theorem. The basic assumption in the above

derivation is the symmetry of the permittivity ε and permeability µ matrices describing

the system. The concept of reciprocity is not limited to light waves. In fact, the

reciprocal symmetry in propagation of light in vacuum holds true for electromag-

netic signals in circuits, and is frequently employed to prove symmetries in the

descriptions of system response such as those based on impedance and scattering

matrices. For description of ohmic electrical circuits (i.e. currents respond linearly

to the applied field), we can rewrite Eq. (1.3) as,

I(1)V (2) = I(2)V (1) (1.4)

where we have used the fact that current density Jα represents the current cross-

ing a unit area defined perpendicular to the selected branch of the circuit I =∫
S

J · ndA and the line integral of electric field over a path connecting the two

9
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Figure 1.2: E and H fields for a closed loop conductor.

selected nodes gives the voltage around the loop V =
∫

E.dl (see Fig. 1.2 elaborat-

ing the choice of appropriate surface and line elements for a closed circuit loop).

Choosing our imposed stimuli to be either currents

V α = ZαβIβ (α, β = port indices) (1.5)

or voltages,

Iβ = Y βαV α (α, β = port indices), (1.6)

Eq. (1.4) yields the reciprocity condition for impedance or admittance response

matrices respectively, i.e.

Zαβ = Zβα or Y βα = Y αβ. (1.7)

It is important to remind ourselves that the indices in Eq. (1.7) expressing reci-

procity between spatially distinct channels (or ports) α, β of a circuit implicitly

assumes the associated current and voltage signals to be of the same frequency.

Nonetheless, one frequently encounters situations in which the system dynam-
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ics invariable involve multiple frequencies coupled to the same spatial channel or

different frequencies coupled to different spatial channels. These considerations

are especially inevitable for understanding reciprocal behavior in the paradigm

of nonlinear systems, such as the Josephson junction, which can perform mixing

of different frequency or temporal channels. To express reciprocal symmetry for

such cases correctly, we need to translate relations in Eq. (1.7) in a language inde-

pendent of the nature of the port involved (spatial or temporal).

A simple translation is offered by the input-output theory (IOT) which al-

lows us to establish a relationship between the traveling-wave quantities such

as input and output waves entering or leaving the circuit respectively, and the

standing mode quantities such as currents and voltages defined across fixed ter-

minals/branches of a circuit (see Appendix B for details). IOT models the circuit

dynamics as a scattering between incoming and outgoing field amplitudes of the

form a
in,out(α)
i = (V ∓ZαI)/

√
~ωiZα, representing a signal of frequency ωi traveling

on a spatial channel represented as a transmission line of characteristic impedance

Zα,


aout,(α)

aout,(β)

...

 =


Sαα Sαβ · · ·

Sβα Sββ · · ·
...

... . . .


︸ ︷︷ ︸

S


ain,(α)

ain,(β)

...

 . (1.8)

Here the Greek indices (α, β, ..) index the spatial channels as before (such as the

source and the detector). The vector notation has been introduced to denote the

different frequency components associated with each wave amplitude traveling

on a given spatial aout(α) = (aα1 , a
α
2 , ..., a

α
i , ..., a

α
Nα

) and aout(β) = (aβ1 , a
β
2 , ..., a

β
i , ..., a

β
Nβ

).

For such a case, each of the scattering ‘elements’ Sαβ become sub-matrices with di-

mensions, Nα × Nβ , determined by the number of temporal channels associated

11



with spatial ports α and β respectively. The scattering description is also closer

to many experimental situations where spatial ports are addressed with transmis-

sion lines serving as conduits of electromagnetic waves, rather than being con-

nected to voltage or current sources and multimeters. In case the circuit is passive

i.e. all input and output waves have the same frequency, then reciprocity leads

to a symmetry between off-diagonal scattering amplitudes describing mixing of

spatial ports at a given frequency

Sαβii = Sβαii . (1.9)

This can be, equivalently, expressed as the condition of full scattering matrix being

symmetric

S = ST , (1.10)

a condition completely analogous to the one in Eq. (1.7). As expected, the condi-

tion of reciprocity constrains the scattering matrices quite tightly; for instance, a

three-port network cannot be reciprocal, lossless (S is unitary or energy conserv-

ing) and matched (which means no reflections at the ports Sαα = 0 ∀ α) simulta-

neously [Pozar, 2005].

If the circuit can perform mixing of different frequency channels (temporal

ports), the off-diagonal scattering elements describing frequency conversion pick

up non-symmetric phases (usually equal and opposite) and hence break the reci-

procity in phase.2 Nonetheless, quite remarkably, we still have reciprocity in am-

plitude between pairs of frequency channels traveling on the same

|Sααi,k | = |Sααk,i | (1.11)

2See a detailed discussion in section 1.4.2.
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or different spatial ports

|Sαβi,k | = |S
βα
k,i |. (1.12)

It should be noted that for active devices performing frequency mixing, we can

define a scattering matrix S and corresponding reciprocity relationships just as

for a passive device, only if the S matrix is defined in basis of equivalent photon

amplitudes ain,out(α)
i = (V ∓ ZαI)/

√
~ωiZα at participating frequencies (note the

important normalization factor
√
ωi).

The wide applicability of the reciprocity principle, thus, arises from the fact

that the underlying basis of reciprocal response of electromagnetic fields draws

from rather simple and general ideas, which elevates it to a status of a Newton’s

third law for electromagnetic fields. The violation of this symmetry therefore requires

rather special conditions such as those realized in gyrotropic materials, the sub-

ject of our next discussion. It will also provide us with an example of how nonre-

ciprocity in phase can be exploited to achieve nonreciprocity in amplitude trans-

mission.

1.2 Nonreciprocity with magnetic fields: Faraday Ro-

tation

Reciprocity is violated by the magneto-optic Faraday effect [Pozar, 2005] — the

nonreciprocal rotation of the polarization vector of light that results from different

propagation velocities of left- and right-circularly polarized waves in the presence

of an applied magnetic field H parallel to the direction of propagation. The reason

for such a nonreciprocal response is due to the fact that the susceptibility tensor

(ζ), namely either the permittivity ε (gyrotropic) or permeability µ (gyromagnetic),

13



ceases to be symmetric in the presence of a magnetic field.

ζik(H) = ζ∗ki(−H) (ζ = ε or µ). (1.13)

For a lossless material, the tensor should be hermitian [Landau and Lifshitz, 1984]

but not necessarily real, i.e. ζik = ζ∗ik. In conjunction with Eq. (1.13), this gives the

condition that in a lossless gyrotropic medium, the real and imaginary parts of the

susceptibility tensor are even and odd functions of the applied field respectively.

Hence, a typical susceptibility tensor describing such a material is of the form,


Bx

By

Bz

 =


µ1 iµ2 0

−iµ2 µ1 0

0 0 µ3



Hx

Hy

Hz

 (1.14)

where µ2 reverses sign with the direction of the external field. This form of the

permeability tensor is also known as the Polder tensor [Polder, 1949]. We note

that the permeability matrix given above is hermitian and positive-definite, i.e.

µ1, µ3 > 0 and |µ2| < µ1.

The nonreciprocal phenomenon of Faraday rotation should be contrasted with

the superficially similar, though reciprocal, effect of optical activity where the po-

larization vector of light is rotated on passage through a non-centrosymmetric

(chiral) medium. Both of the above are similar in that they rest on the phenomenon

of circular birefringence which leads to different phase velocities for left and right

circularly polarized light — this difference causes a rotation of plane of polariza-

tion of the wave as it propagates through a birefringent material. However, there

is a crucial difference between the two: while the rotations in chiral or optically

active media are reciprocal, Faraday media perform nonreciprocal rotation of po-

larization (see Fig. 1.3). For interested readers, Appendix A includes a detailed
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Figure 1.3: Optical Activity vs Faraday rotation. (a) Rotation of the polarization
vector of light on passage through an optically active medium, recovers on revers-
ing the direction of propagation. This occurs because optical rotation depends on
the chirality of the medium (represented as a helix) which also reverses with the
direction of propagation. (b) In Faraday rotation, on the other hand, the sense of
light rotation as seen with respect to the direction of propagation is different for
the two propagation directions, leading to the doubling of the rotation angle on
reversing the ray through the medium. This is because the sign of optical rotation
is tied to a rotation-like property of the medium (shown by the arrows), set by an
external magnetic field that remains fixed for both forward and reverse propagat-
ing waves.

discussion of light propagation in the two kinds of birefringent media to explain

this difference.

The phenomenon of Faraday rotation is employed in nonreciprocal devices,

such as the isolators or circulator, by exploiting the nonreciprocal phase shifts in

conjunction with a polarizer-analyzer configuration of the optical devices. The
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3

Source: Philips Semiconductos

2

Figure 1.4: Schematic of a ferrite-based circulator. Conventional circulator de-
sign (a waveguide analogue is shown here) using Faraday rotation. The main
element is a rod of ferrite, biased using a permanent magnet, and a length ap-
propriate to rotate the phase of the propagating waves by 45 degrees. The green
arrows depict the rotation of polarization vector of the wave propagating from
left to right. The red arrows show the change in polarization on propagation from
right to left. For simplicity of representation the magnetic field vectors are shown
for the TE10 mode of the waveguide couplers.

scattering matrix of a device (see Appendix B), such as that shown for the circula-

tor in Fig. 1.3 can be written as:

S =


0 0 0 1

0 0 1 0

1 0 0 0

0 1 0 0


. (1.15)

As seen clearly from the last equation, Sij 6= Sji i ∈ {1, 2, 3, 4} i.e. S 6= ST and

hence the scattering is nonreciprocal. In addition, as the diagonal elements repre-

senting reflections at each port are identically zero the device is matched. Further,

as the matrix is unitary (i.e. S†S = 1) the device is lossless. 3

3In practical devices, there is a minor loss of the order of few tenths of a dB (< 0.2 dB for
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1.3 Nonreciprocity without magnetic fields

In conventional ferrite-based circulators, the rotation angle for a given material

varies proportionally with magnetic fields and the distance light covers in the

ferrite. Thus the requirement of large nonreciprocal phase shifts (such as those

shown in Fig. 1.4) necessarily translates into either large magnetic fields and/or

bulky nonreciprocal components – both of which present a severe handicap to

their integration with on-chip superconducting devices. Thus though quite simple

to use and hence ubiquitous in their application, there has been active research to

find a substitute for Faraday-active media by exploring alternative non-magnetic

options that can imitate nonreciprocal transmission characteristics.

Another area which can benefit greatly from on-chip nonreciprocity is low-

noise mesoscopic measurements, where one needs to amplify weak signals com-

ing from the sample at low temperatures before they are routed to noisy room

temperature electronics. Josephson parametric amplifiers (a.k.a. ‘paramps’) have

emerged as a popular choice for such applications as they exploit the non-dissipative

nonlinearity of the junction to process and amplify microwave signals with min-

imum possible noise. However, most paramps are operated in a reflection mode

with both the input and output signals collected on the same spatial channel

[Castellanos-Beltran and Lehnert, 2007; Yamamoto et al., 2008; Vijay et al., 2009;

Bergeal et al., 2010a] and hence are critically dependent on nonreciprocal com-

ponents for their functionality. Besides making the measurement chain vulnera-

ble to the usual pitfalls accompanying the use of magnetic nonreciprocal devices

(losses, bulk), it also places a limitation on multiplexing such set-ups due to in-

creased complexity. This becomes a pragmatic concern when evaluating practical

viability of a scaled-up version with multiple qubit-amplifier assemblies.

waveguide circulators and 0.3-0.5 dB for microstrip or coax circulators) owing to the losses in
ferrite and dielectric material.
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One of the most promising realizations of ‘magnet-free’ directionality4 is the

traveling wave parametric amplifier (TWPA). As evident from its name, this de-

vice also amplifies signals propagating along a preferred direction that is set by

proper phasing of signals desired for a parametric amplification process (not a

magnetic field!). Such a device working at microwave frequencies can be panacea

for applications such as superconducting qubit readout, alleviating both the iso-

lation and measurement problems simultaneously. There are already examples of

such a device in the optical domain, which is the subject of the discussion in next

section.

1.3.1 Traveling wave parametric amplifiers (TWPA)

The basic design of a TWPA involves nonlinear devices placed periodically along

the length of a distributed structure such as a transmission line. Originally pro-

posed for electronic amplifiers at microwave and radiofrequencies in 1961 [Tien,

1961], it was first adapted for optical amplifiers aided by the advent of lasers and

optical fibers [Hansryd et al., 2002] [Fig. 1.5(a)] which enabled the high power

densities necessary to access nonlinear effects required for parametric amplifica-

tion. The optical versions of TWPA usually employ a nonlinear dielectric in which

the polarization p has nonlinear dependence on the electric field E of the form:

p = ε0χE + χNLE
2, (1.16)

where ε = ε0(1 + χ) is the usual linear part of the polarization and χNLE
2 repre-

sents the nonlinear contribution.

To elucidate the underlying principle, we present here a simplified analysis

of parametric wave-mixing in a TWPA5, which involves three plane waves of
4The term directional is used in this thesis to describe systems that implement nonreciprocity

with gain of the transmitted signal. This choice is motivated by parlance in the community where
amplifiers exhibiting this property are called directional amplifiers.
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frequencies ωS , ωI and ωP propagating in a nonlinear medium according to the

equations

ES(t) = eSe
i(ωSt−kSz) + c.c., (1.17)

EI(t) = eIe
i(ωI t−kIz) + c.c., (1.18)

EP (t) = eP e
i(ωP t−kP z) + c.c. (1.19)

On substituting the instantaneous electric field in the mediumE(t) = ES+EI+EP

in Maxwell’s equations, we end up with a system of coupled equations of motion

of the form [Yariv, 1997]

dÃS
dz

= −iκÃ∗IÃP e−i(∆k)z, (1.20a)

dÃ∗I
dz

= +iκÃSÃ
∗
P e

i(∆k)z, (1.20b)

dÃP
dz

= −iκÃSÃIei(∆k)z, (1.20c)

where the Ãk = ek/
√
ωk are square roots of the photon fluxes [dimensions of

(power/area)1/2] at the respective frequencies and

∆k = kP − (kS + kI) (1.21)

κ = χNL

√
µ

ε0
ωPωSωI . (1.22)

The basic idea now is to amplify a weak signal, say at ωS , by means of frequency

conversion of photons from a strong beam at ωP (called the ‘pump’) into ωS (and

5A more detailed discussion of parametric systems, with emphasis on realization with Joseph-
son junctions, will be presented in the next chapter
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Figure 1.5: Traveling wave parametric amplifiers (TWPA). (a) Schematic of a
TWPA based on optical fiber. (b) Parametric three-wave mixing in TWPA between
pump (blue), signal (red) and idler waves (green). With proper phase matching
(∆k = 0), as shown by the k vector diagram in the inset, signal and idler waves are
amplified as they travel along the optical fibre. (c) Comparison of signal gain with
and without phase matching, as a function of distance traversed along a silica
fibre of core diameter 10 µm. The calculation is done assuming the phase mis-
match due to Kerr nonlinearity only i.e. ∆k = ∆n ω/c where ∆n = n2 × Intensity,
with typical values of nonlinear refractive index n2 = 10−14 cm2/watt) reported
for silica fibres.

ωI called the idler channel). For this to work correctly, we require

∆k = 0; (phase matching) (1.23)

ωP = ωS + ωI ; (frequency matching). (1.24)

On ensuring the above two conditions we get an amplification of photon fluxes

at the signal and idler frequencies as they propagate through the medium [see
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Fig. 1.5(b)]

NS(z) ∝ ÃS(z)∗ÃS(z) = |ÃS(0)|2 cosh2 gz

2

gz�1−−−→ |ÃS(0)|2

4
egz (1.25)

NI(z) ∝ ÃI(z)∗ÃI(z) = |ÃS(0)|2 sinh2 gz

2

gz�1−−−→ |ÃS(0)|2

4
egz (1.26)

where g = 2κÃP (0) and we have assumed no input at the idler frequency ÃI(0) =

0. It should be noted that in writing the above equations, we have assumed a stiff

pump ignoring the effect of pump depletion. This essentially involves ignoring

the dynamics of the pump described by Eq. (1.20c) and linearizing Eqs. (1.20a)

and (1.20b) assuming the pump amplitude AP to be constant 6.

We can see that TWPA has unilateral (or directional) gain as it only amplifies

signals that are traveling in the direction of the pump — we can see this from

Eqs. (1.20a), where if the signal opposes the pump (z → −z), then following the

calculation as outlined above we get exponential deamplification of the signal as

energy flows in reverse from the signal to the pump. Besides unilateral amplifi-

cation, the TWPAs have mainly being exploited for their large operational band-

widths which allow applications such ultra-fast switching and signal addressing,

as there are no resonating structures that limit the dynamic bandwidth of the de-

vice.

However, one of the major caveats in the version of the traveling-wave am-

plification discussed above is the assumption of phase matching (∆k = 0). For

6We will continue to make the approximations of a stiff drive throughout this thesis. The effect
of a depleted or ‘soft’ drive can indeed be appreciable as shown in Ref. [Marhic et al., 2001]
and like. In the paradigm of driven Josephson parametric amplifiers, we calculated this effect
for a double-pump scheme involving four-wave mixing [Kamal et al., 2009]. Such schemes are
expected to realize a stiffer pump due to relatively large spectral separation between the signal
and the pump.
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obtaining sufficient gain with traveling wave schemes, signals need to travel over

sufficiently large distances (gain coefficients being 0.5 − 0.7 cm−1 for typical non-

linear dielectrics). Ensuring a proper phase relationship between the interacting

waves of different frequencies over large distances becomes a challenge. This is

particularly complicated by the nonlinear ‘Kerr effect’ of the medium Eq. (1.16)]

which makes the refractive index, and hence phase matching, intensity dependent

(since k = ωn(ω)/c). As the signal propagates in a TWPA, its amplitude increases

continuously with distance due to amplification, making it harder to satisfy the

condition of phase matching throughout the propagation length. This leads to a

significant reduction in the gain coefficient g of Eqs. (1.25) and (1.26)

g
∆k 6=0−−−→

√
g2 − (∆k)2, (1.27)

which can be obtained from Eqs. (1.20a)-(1.20c) by including ∆k 6= 0. In fact, we

see that unless g ≤ ∆k, the amplification of signal is unsustainable and the photon

fluxes at signal and idlers oscillate as functions of the distance as cos[((∆k)2 −

g2)1/2z] and sin[((∆k)2 − g2)1/2z] respectively, as shown in Fig. 1.5(c).

In recent years there has been renewed interest in TWPAs based on nonlinear

superconducting devices such as Josephson junctions [Tholen et al., 2007; Siddiqi]

and high kinetic inductance nanowires [Ho Eom et al., 2012] to achieve wideband

operation at microwave frequencies.

1.4 Chain of parametric circuits: Discrete TWPAs(!)

The discussion of TWPAs in the last section shows that propagation in parametric

systems requires phase matching between the interacting signal and pump waves,

thus making this a useful knob to set a preferred direction. This idea can be ex-

ploited in a chain of multiple standing-wave parametric devices, such as those

22



realizable in optical and microwave domains, to realize a discrete version of the

TWPA. Very recently, promising experimental efforts [Abdo et al., 2013b] have

shown that by employing a chain of discrete “0D” parametric stages (essentially

where signal and pump waves interact only at a localized region in space), it is

possible to achieve a preferred propagation direction by exploiting a gradient in

the phases of the pumps across stages. The electrical version of paramps em-

ploying Josephson junctions (JJs) are examples of such “0D” parametric devices,

where the JJ acts as a localized nonlinear scatterer for microwaves. In this design,

parametric mixing occurs over a much smaller distance as compared to the total

distance travelled by the waves. This makes this scheme practically free of phase

mismatch between signal and pump waves as the wave mixing occurs in only dis-

crete stages, in contrast to the continuous mixing in distributed TWPA schemes.

The following section presents a brief review of basic equations governing wave

mixing in Josephson parametric devices and two practical strategies employing

JJs as a mixer.

1.4.1 Josephson parametric circuits

The phrase ‘parametric system’ refers to any generic system whose operation de-

pends upon the time variation of a characteristic parameter. This parameter can

be either be the bob-axis distance in a swinging pendulum, or a time-varying re-

actance (inductance/capacitance) in a circuit. For microwave parametric circuits,

the workhorse is the superconducting Josephson tunnel junction (JJ). A JJ con-

sists of a superconductor-insulator-superconductor sandwich and forms the only

known nonlinear non-dissipative circuit element working at microwave frequen-

cies. It has a current phase relationship of the form (also known as the first Joseph-
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son relation)

J = I0 sinϕ, (1.28)

where J denotes the supercurrent flowing through the junction, ϕ = 2πΦ/Φ0 rep-

resents the gauge-invariant phase difference between the superconducting elec-

trodes (corresponding to a flux Φ =
∫ t
−∞ V (t

′
)dt

′ across the junction) and I0 is the

critical current of the junction or the maximum possible zero voltage current that

can be passed through the JJ. 7 The usual way to achieve parametric operation is

to vary the flux Φ associated with the junction through a time-dependent exter-

nal stimuli such as an rf voltage or current. In such a picture, we can establish

the equivalence of this kind of nonlinear response with a parametric system by

differentiating Eq. (1.28)

dJ

dt
=

2πI0 cosϕ(t)

Φ0

V (t). (1.29)

Here V = Φ̇ is the voltage across the junction, and we identify a junction induc-

tance

LJ =
Φ0

2πI0 cosϕ(t)
. (1.30)

The Josephson junction can thus be thought of as a parametric (time-varying) in-

ductor whose value can be controlled by an associated time-dependent voltage

(and hence flux)

V (t) = Vdc + VRF cos(ωt+ θ). (1.31)

7I0 is a characteristic parameter set during the junction fabrication by controlling the area and
the thickness of the insulating layer.
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Here Vdc = 〈Φ̇〉 denotes the dc voltage associated with the junction.

Another useful way to parameterize a junction is to calculate the energy U

stored in the junction as

U =

∫
t

V (t
′
)J(t

′
)dt

′

=
Φ0I0

2π

∫
ϕ̇(t

′
) sinϕdt

′

= −EJ
∫ ϕ

0

sinϕdϕ

= −EJ(1− cosϕ), (1.32)

which shows that unlike a linear inductor which has a quadratic relationship be-

tween energy and flux, the Josepshon energy has a cosine dependence on flux8with

the depth of each cosine well being 2EJ .

1.4.2 Minimal model for parametric wave mixing

In this section we will consider how a parametric circuit such as that based on a

JJ can perform frequency mixing or conversion. The idea is completely analogous

to the three wave mixing introduced in the context of TWPAs in section 1.3.1 but

now instead of a distributed medium we will employ a parametric reactance (like

the Josephson inductance) to achieve the wave mixing. The circuit schematic,

conducive for a scattering analysis of such a process, is shown in Fig. 1.6. The

minimal system describing frequency conversion comprises two parametrically

coupled oscillators A and B with a low frequency (ωm) signal coupled to port A

and high frequency sidebands coupled to port B. The dynamics of the system can

8It is important to note that the dimensionless flux (or phase) associated with a junction as
ϕ(t) = Φ(t)/ϕ0 = ϕ−10

∫ t

−∞ V (t
′
)dt

′
is actually a gauge-invariant quantity, unlike the flux associ-

ated with a conventional inductor Φ =
∫
area

da ·B.
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M(t)=M0 cos(ωct + φ)
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(b)

ωc−ωc

Figure 1.6: Minimal model for a parametric three-wave mixer. (a) Circuit
schematic for a parametric circuit performing reversible frequency conversion.
The resonance lineshapes of the two spatially distinct channels A and B are cen-
tered at ωA,B = 1/

√
LA,BCA,B. The incoming and outgoing signals at modulating

frequency ωm = ωA travel on channel A. The two sidebands at ω± are detuned
by equal amounts from the carrier at ωc and travel on channel B. The parametric
element is represented by the time-varying mutual inductance which is varied si-
nusoidally at the carrier frequency ωc = ωB − ωA. (b) Spectral density/response
landscape for various channels in three-wave mixing. The dotted lines represent
the couplings between different channels. The solid and the dashed arrows repre-
sent different frequencies and respective conjugates.
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be described by coupled equations of the form:

CAΦ̈A(t) +
Φ̇A(t)

RA

+
ΦA(t)

LA
+

ΦB(t)

M
cos(ωct+ φ) = IARF (t) (1.33a)

CBΦ̈B(t) +
Φ̇B(t)

RB

+
ΦB(t)

LB
+

ΦA(t)

M
cos(ωct+ φ) = IBRF (t), (1.33b)

where the variables ΦA,B denote the node fluxes associated with each of the oscil-

lators. The parametric coupling is achieved by a time-dependent mutual induc-

tance9of the form identical to that realized using Josephson inductance Eq. (1.30)

M(t)−1 = M−1
0 cos(ωct+ φ). (1.34)

On expressing Eqs. (1.33) in the frequency domain and ignoring the rapidly rotat-

ing terms (rotating wave approximation), we obtain a linearly coupled system of

equations for the mode fluxes oscillating at the signal (ΦA
m), upper sideband (ΦB

+)

and lower sideband (ΦB∗
− ) frequencies

(δm + i)ΦA
m +

LA
M

(ΦB
+e
−iφ + ΦB∗

− e
iφ) =

2V in
m

ωA
(1.35a)

(δ± + i)ΦB
+ +

LB
M

ΦA
me

iφ =
2V in

+

ωB
(1.35b)

(−δ± − i)ΦB∗
− +

LB
M

ΦA
me
−iφ =

2V in
−

ωB
(1.35c)

where we have expressed the input rf drives as propagating waves on respec-

tive transmission lines. Following the notation introduced in section 1.1, the su-

perscripts index the spatial channels and the subscripts are a short-hand for the

9We discuss how to actually realize such an inductance using JJ circuits in section 1.5.
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respective frequency (temporal channel). Here

δm =
|ωm − ωA|

ΓA
; ΓA =

1

2ZACA

δ± =
|ω± − ωB|

ΓB
; ΓB =

1

2ZBCB
.

It is instructive to note that Eqs. (1.35) share the same structure as Eqs. (1.20c)

discussed for describing signal-idler coupling in a TWPA. The major difference is

that for frequency conversion the external drive is at the carrier frequency ωc =

ωB−ωA equal to the difference between the signal and idler resonator frequencies,

while for amplification it is at the pump frequency ωP = ωS + ωI equal to the sum

frequency of the signal and idler. On using the input-output relations

V out[ω] = iωΦ[ω]− V in[ω] (1.36)

and expressing input voltages in terms of normalized photon fluxes ain/out
i =

V in/out/
√

2~ωiRi, we obtain the following relationship between different incom-

ing and outgoing signals


aout
m

bout
+

b†,out
−

 =


rm tde

−iφ sde
iφ

tue
iφ r+ ve2iφ

−sue−iφ −ve−2iφ r−




ain
m

bin
+

b†,in−

 (1.37)
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where we have suppressed the superscripts for brevity. 10 Here

rm = −(δm − i)
(δm + i)

(1.38a)

r+ =
(δm + i)(δ2

± + 1)− 2iα2

(δm + i)(δ± + i)2
(1.38b)

r− =
(δm + i)(δ2

± + 1) + 2iα2

(δm + i)(δ± + i)2
(1.38c)

tu = td =
2iα

(δm + i)(δ± + i)
(1.38d)

su = sd =
2iα

(δm + i)(δ± + i)
(1.38e)

v =
−2iα2

(δm + i)(δ± + i)2
(1.38f)

with α−1 = M0/
√
LALB. It becomes immediately evident by looking at the off-

diagonal elements of the S-matrix that though the net up- and down-converted

amplitudes are equal, they pick up equal and opposite phases determined by the

pump phase φ.

To further elucidate the rotation of signals in the quadrature plane with the

pump phase, we present two equivalent representations of the sidebands in a

frame rotating with the pump, as shown in Fig. 1.7. In the first representation,

the each phasor is represented as a vector rotating at an angular frequency ωm

in the complex plane. In the second representation, we identify them with two

quadratures defined in the I −Q plane as

I = Re[b+ + b∗−] (1.39a)

Q = Im[b+ − b∗−]. (1.39b)

Figure 1.7(b) shows a plot of these quadratures, calculated using the expressions

in Eq. (1.37). We see that the resultant signal represented as a modulation ellipse
10The fact that different frequency components are traveling on different spatial channels is not

crucial to the following discussion.
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(a) (b)

Re[z+]

Im[z+]

Re[z−]

Im[z−]

φ

θavg

Figure 1.7: Different representations of a modulated signal. (a) Complex-plane
representation of sidebands as phasors z± = |b±|ei(ωmt+θ±) in a frame rotating at the
carrier frequency ωc. The amplitudes |b±| are encoded as the radius of the circle.
The time progression of rotation as eiωmt is shown as colored arrows with yellow
denoting the phases θ± at time t = 0. (b) The combined representation given in
Eq. (1.39) encodes the four real numbers associated with the two complex phasors
as four distinct properties of a modulation ellipse: (i) length of the semi-major axis
(|b+| + |b−|), (ii) length of the semi-minor axis (|b+| − |b−|), (iii) tilt of the ellipse,
(θ+−θ−)/2 and (iv) average phase at t=0, θavg = (θ++θ−)/2 (shown by the position
of yellow along the ellipse with respect to semi-major axis). The vector sum of the
two phasors is constrained to move along this ellipse at all times. As seen from
Eq. (1.37), the tilt angle is equal to the pump phase φ in the parametric mixing
scheme.
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I

Q

φUP = φ

φDOWN = φ

Figure 1.8: Phase-sensitive nature of parametric up- and downconversion. Re-
sultant signals after parametric upconversion (blue) and parametric downconver-
sion (red), described by Eq. (1.37). Different phases are obtained for upconverted
and downconverted signals generated using the same pump with phase φ.

has a tilt solely determined by the phase angle φ of the pump. This is closely anal-

ogous to the rotation of polarization of a linearly polarized light wave in Faraday

rotation, if we identify the phasors b+ and b− as right and left circularly polar-

ized components of modulated signal (see Fig. A.1 in Appendix A). Furthermore,

while in the upconversion case we get a polarization by φ about the Q axis [‘blue’

block of Eq. (1.37)], in the downconversion case we get a polarization φ about the

I axis [‘red’ block of Eq. (1.37)].

The phase-sensitive nature of these parametric ‘rotations’ forms the crux of the

ideas presented in the following chapters:

• in chapter 3, we first show how chaining together two such parametric stages

with phase nonreciprocity realizes amplitude nonreciprocity in spatial chan-

nels

• in chapter 4, we show how in the presence of higher-order mixing with

pump harmonics, parametric rotations can lead to amplitude nonreciprocity
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in temporal channels and break the symmetry of frequency conversion.

• in chapter 5, the combination of spatial and temporal nonreciprocity will

help us explain directional amplification in SQUID amplifiers

Comment on symmetries of the scattering matrix

In this annotation to section 1.4.2, we comment on the various symmetries associ-

ated with the scattering matrix derived in Eq. (1.37).

1. Unitarity (conservation of energy and information)

The condition of unitarity is usually expressed as the scattering matrix obey-

ing S†S = 1. It can also be formulated for the full 2N × 2N scattering matrix

S̃ describing the device operation for all modes and their conjugates



aout
i

a†out
i

...

aout
2N

a†out
2N


=



sii 0 . . . 0 si,2N

0 s∗ii . . . s∗1,2N 0

...
... . . . ...

...

0 s∗2N,i . . . s∗2N,2N 0

s2N,i 0 . . . 0 s2N,2N


︸ ︷︷ ︸

S̃



ain
1

a†in1

...

ain
2N

a†in2N


. (1.40)

as

S̃TKS̃ = K, (1.41)

where K = iσX⊗UN where UN denotes unit matrix of dimensionN . We note

that the matrix obtained in Eq. (1.37) is non-unitary, that is S†S 6= 1, which

implies non-conservation of photon number as is natural for an active device

with an external energy source (‘carrier’ here). This is in agreement with the

observation that it recovers its unitary form as we turn off the coupling M0
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responsible for energy transfer between the pump and the signal modes.

2. Symplecticity (conservation of information alone)

The full 2N × 2N scattering matrix S̃



aout
i

a†out
i

...

aout
2N

a†out
2N


=



sii 0 . . . 0 si,2N

0 s∗ii . . . s∗1,2N 0

...
... . . . ...

...

0 s∗2N,i . . . s∗2N,2N 0

s2N,i 0 . . . 0 s2N,2N


︸ ︷︷ ︸

S̃



ain
1

a†in1

...

ain
2N

a†in2N


. (1.42)

describing the device operation for all modes is symplectic11 i.e.

S̃TJS̃ = J, (1.43)

where J = iσY ⊗UN represents a symplectic structure defined on the 2N×2N

phase space (N = number of degrees of freedom). Symplecticity can also be

expressed by the following constraint on the rows of the scattering matrix

2N∑
j=1

(−1)j−1|sij|2 = 1. (1.44)

The condition of symplecticity ensures the absence of any extraneous degrees

of freedom. It follows from the fact that a transformation of the modes as

performed by the scattering matrix needs to be a canonical transformation

which preserves the phase space volume and hence information. The con-

dition of no missing information [Clerk et al., 2003] or information preser-

vation is a crucial condition for achieving ultimate limits of system perfor-

mance constrained solely by laws of quantum mechanics (quantum-limited
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operation) [Clerk et al., 2010].

The condition of symplecticity has a deep analogy in quantum mechanics:

this translation is easily made by identifying that photon fluxes (ain,†[ω], ain[ω])

are nothing but the bosonic creation and annihilation operators [Yurke, 2004].

Symplecticity expressed in this language leads to preservation of quantum

mechanical commutation relations for the input and output photon opera-

tors (see Appendix B for details)

[aα,in/out[ωi], a
†,β,in/out[ωj]] = δαβδ(ωi + ωj). (1.45)

Thus, symplecticity is a more general symmetry than unitarity as it applies

to both active and passive devices.

1.5 Implementations of JJ-based frequency mixers

In this section we discuss two practical strategies to use Josephson junction de-

vices as frequency converters; the first involves frequency mixing using a single

voltage-biased JJ while the second is based a novel device known as the Josephson

ring modulator.

1.5.1 dc-biased single Josephson junction mixer

The use of Josephson junction as a mixer is an extensively investigated idea both

experimentally and theoretically. Here we present a brief synopsis of the funda-

mental concepts required for understanding frequency conversion using a single

JJ; we refer interested readers to reviews for details on this subject. The basic idea

involves irradiation of a JJ with rf signals, very similar to that introduced in sec-

tion 1.4.2. The main difference, however, is that unlike the case for parametric

11An immediate consequence is unimodularity i.e. det(S̃) =1
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Figure 1.9: Josephson junction in running/voltage regime. (a)Josephson poten-
tial for different values of a bias current. For IB > I0. (b) DC current-voltage
characteristics of a junction biased in the voltage state with and without rf drive.
In the presence of an rf drive, constant voltage steps appear due to locking of the
motion of the phase ϕ with external drive. The inset shows the demonstration by
S. Shapiro for a JJ irradiated with an RF tone of 9.75 GHz (from Physics Today, Oct
1969, pp. 45).

frequency conversion involving only an RF bias, the junction is now biased with

a constant dc voltage Vdc or equivalently a dc current bias IB > I0. This tilts the

Josephson cosine potential [Eq. (1.32)], leading to a potential profile known as a

washboard potential [Fig. 1.9(a)]. The phase excursions in such a junction are not

limited to a single well of the Josephson cosine potential and the junction phase

‘runs’ across many wells of the washboard

ϕ(t) = φ0 +
2eVdc
~

t, (1.46)

where Vdc is the constant voltage impressed across the junction. Using this equa-
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tion in Eq. (1.28) gives a supercurrent component oscillating at frequency

ωJ ≡ 2eVdc/~ = Vdc/ϕ0, (1.47)

where ϕ0 = 2e/~ = Φ0/2π represents the reduced flux quantum. Eq. (1.47) is

known as the a.c. (or second) Josephson relation and the oscillation frequency

ωJ is called the Josephson frequency. For performing frequency mixing with a JJ,

either the internally generated Josephson oscillation at ωJ or an external rf drive

can be employed as the pump. We present the mixing equations for the most

general case here by writing down the full expression for junction current in the

presence of the Josephson frequency and rf drives for both an external carrier of

frequency ωc and a modulating signal of frequency ωm,

J

I0

= sin[ωJt+ φ0 +
Vm
ϕ0ωm

cos(ωmt) +
Vc
ϕ0ωc

cos(ωct)], (1.48)

where Vc and Vm reprerent the respective amplitudes of rf voltages. This gives12

J

I0

=
∞∑

k=−∞

∞∑
l=−∞

Jk

(
Vm
ϕ0ωm

)
Jl

(
Vc
ϕ0ωc

)
sin[(ωJ + kωm + lωc)t+ φ0] (1.49)

where k and l are integers, and we have used the trigonometric identities

cos(X sin θ) =
∞∑

n=−∞

Jn(X) cos(nθ)

sin(X sin θ) =
∞∑

n=−∞

Jn(X) sin(nθ).

12The more realistic scenario is to use current bias IB > I0 as for a zero resistance device such
as JJ the current is fixed by an external resistor in the circuit [Henry et al., 1981]. Similarly, in the
rf case the drive is never an ideal voltage bias but is closer to a current drive for both rf as well
as dc. In such a case, numerical calculations are required to attain step widths and an analytical
closed-form solution such as that given is available only for the voltage-biased JJ case. [Tinkham,
1996]
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Here Jn’s represent Bessel functions of order n and determine the amplitude of

different frequency components of the supercurrent. Eq. (1.49) predicts the ap-

pearance of current steps at constant voltage, known as Shapiro steps [Shapiro,

1963], for definite values of frequencies which lead to a cancellation of the oscil-

lating part in the argument of sine and give a dc contribution to the supercurrent.

The currents steps at ωJ = kωm and ωJ = lωc, correspond to a single applied

rf signal [Fig. 1.9(b)]. However, we also get steps for voltage corresponding to

ωJ = kωm ± m∆ω and ωJ = lωc ± m∆ω where ∆ω = ω± = |ωc ± ωm| (m is an

integer). These additional steps form a series spaced by the difference frequency

ω± at each of the regular Shapiro steps (for ωm � ωc). The presence of such steps

in the dc characteristics of JJ is signature of three-wave mixing performed by the

junction.

Limitations of Josephson mixers

It has been known that biasing the junction on a Shapiro step results in large ex-

cess noise in conversion leading to unstable device behavior. This is attributed to

the rather large dynamic resistance of the device biased on a Shapiro step and sub-

sequent broadening of the Josephson oscillation playing the role of the carrier (see

Refs. [Schoelkopf] and [Likharev, 1996] and references therein for a comprehen-

sive discussion). One of the strategies to overcome this problem is using magnetic

fields to suppress Cooper pair tunneling and realize an SIS quasiparticle mixer

which take advantage of the strong quasiparticle nonlinearity of JJs along with an

external carrier. The analysis is similar to that presented in the last section with a

few differences: the current steps now occur at voltages n~ωrf/e due to quasipar-

ticle tunneling (Dayem-Martin steps), and hence have twice the voltage spacing as

compared to Shapiro steps. Also, their sharpness is defined by the sharpness of

the superconducting energy gap. An excellent review of SIS mixers can be found
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in Refs. [Tucker, 1979; Tucker and Feldman, 1985].

In the following section, we discuss an alternate strategy involving a novel

JJ-based frequency converter operated in the zero-voltage regime of the junction.

The unique feature of this device is its implementation of the minimal three-wave

mixing described in section 1.4.2, unlike the single JJ mixers which essentially

involve the full sinϕ nonlinearity of the junction and hence have a complicated

frequency landscape, in general.

1.5.2 Josephson parametric converter (JPC)

In this section, we describe an alternative system for implementing parametric

frequency conversion using JJs in zero voltage stage. The heart of the system is

Josephson ring modulator (JRM) consisting of four Josephson junctions, each with

critical current I0 = ~
2eLJ

forming a ring threaded by a flux Φ = Φ0/2 where Φ0 is

the flux quantum (see Fig. 1.10). The device has the symmetry of a Wheatstone

bridge and behaves as a dissipationless nonlinear mixer for the microwaves. If

the requirements of frequency matching and phasing are met for the input waves,

then this circuit is capable of showing interesting effects like parametric ampli-

fication, upconversion and downconversion [Bergeal et al., 2010b,a; Abdo et al.,

2013a].

The device dynamics are best described in its eigenbasis. The three spatial

eigenmodes of the system correspond to currents

IX =
−I(1) + I(3)

√
2

, (1.50a)

IY =
−I(2) + I(4)

√
2

, (1.50b)

IZ =
−I(1) + I(2) − I(3) + I(4)

2
(1.50c)

flowing in three external inductances LX , LY and LZ that are much larger than
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the junction inductance LJ = ϕ2
0E
−1
J . We refer the interested reader to Appendix

D for a simple and fun calculation of these modes. Each junction j ∈ {α, β, γ, δ}

IY
 

IY
 

Φ = Φ0/2

a

cd

b

LZ 

IZ IZ
 

IX
 

IX
 

LY LX 

LJ 

Figure 1.10: Circuit schematic of a Josephson ring modulator (JRM). Three-wave
mixing element consisting of a loop of four nominally identical Josephson junc-
tions threaded by a flux in the vicinity of half a flux quantum. Mutual inductances,
not shown here, couple this circuit to inductances LA, LB and LC of three external
oscillators via the inductances LX , LY and LZ respectively, which are much larger
than the junction inductance LJ . The three currents IX , IY and IZ correspond to
the three orthogonal modes of the structure.

is traversed by a current Ij and at the working point (i.e. Φ = Φ0/2) we express

its energy as Ej = EJ(Φ/4)[1 −
√

1− (Ij/I0)2]. Expanding up to fourth order in

current and using the effective junction parameters at the given flux bias Leff
J =

√
2LJ and I ′0 = I0/

√
2, we obtain [Abdo et al., 2013a]

Ej =
1

2
Leff
J I

j,2 − 1

24

Leff
J

I ′20
Ij,4, (1.51)

where we have used the relation EJ(Φ0/8) = Leff
J I

′2
0 for a single junction. The cur-
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rents in the junctions can be expressed in terms of eigenmode currents [Eq. (1.50)]

Ia =
IX − IY√

2
+ IZ + IΦ, (1.52a)

Ib =
IX + IY√

2
− IZ + IΦ, (1.52b)

Ic =
−IX + IY√

2
+ IZ + IΦ, (1.52c)

Id =
−IX − IY√

2
− IZ + IΦ, (1.52d)

where IΦ is the supercurrent induced in the ring by the externally applied flux Φ.

On using Eq. (1.52) in the expression of the total energy of the ring Eq. (1.51) and

keeping terms up to third order in the currents , we obtain

EJRM =
1

2
LeffJ

[
(IX)2 + (IY )2 +

1

4
(IZ)2

]
− 2

LeffJ IΦ

I ′20
IXIY IZ . (1.53)

We can express the currents as

IX,Y,Z =
Φa,b,c

La,b,c

Ma,b,c

LX,Y,Z
=

Φa,b,c

Leffa,b,c

, (1.54)

where Ma,b,c are the mutual inductances between LX,Y,Z and the oscillator induc-

tances La,b,c. It becomes evident from Eq. (1.53) that the only third order mixing

term is of the form IXIY IZ . For parametric operation, the Z mode is usually em-

ployed as the pump or carrier in amplification and frequency conversion respec-

tively. It is now straightforward to see that on identifying the associated fluxes

ΦX,Y,Z = LX,Y,ZI
X,Y,Z and using Eq. (1.53) to write down equations of motion will

lead to a parametric coupling term identical to that in Eq. (1.33).

The realization of a pure third order nonlinearity allows the JRM to perform

minimal three-wave mixing, without producing spurious modulation products.
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This condition is essential for information preservation, giving the JRM a pow-

erful advantage for quantum information processing applications such as qubit

readout. It is also important for stability of the JRM operated as a mixer, as pres-

ence of third order terms such as (IX)3, (IY )3, (IX)2IZ , (IY )2IZ would lead to an

undesirable change in mode frequencies with signal and pump powers.
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CHAPTER 2

Active Circulator: Nonreciprocity without gain

“Mother, may I go and maffick,

Tear around and hinder traffic?”

– H. H. Munro (from The Complete Saki)

Some of the most crucial components in any microwave measurement chain

are the passive nonreciprocal elements like circulators and isolators, which are

used to protect the samples from the noise breathed down by higher temperature

stages such as the cryogenic HEMTs (high electronic mobility transistors). A large

variety of qubit-readout protocols also involve reflectometric measurements and

rely on circulators and isolators for separation of input and output channels [Wall-

raff et al., 2004; Mallet et al., 2009] introduced in the section A.2. In this chapter,

we present the full analysis of a model for a four-port circulator based on para-

metric active devices with no magnetic components. In active devices the energy

source – provided by the pump – acts as the external “bias” field and sets the

reference phase for the system, in analogy with the role played by the magnetic

field in a Faraday medium. We exploit this effect in a two-stage chain of active

devices with pump phases at each stage shifted appropriately to obtain nonrecip-

rocal transmission.
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2.1 Proposed scheme

The main building block of our design is a reversible IQ (in-phase/quadrature)

modulator capable of performing noiseless frequency up- and down-conversion.

A convenient analytical model capturing the fundamental properties of the device

is shown in Fig. 2.1(a). The device comprises two low-frequency LC resonators

(addressed by two semi -infinite transmission lines A′ and A
′′) coupled to a high

frequency resonator (addressed by the transmission line B) through time-varying

couplings M1,M2 that emulate the role of the pump drive in active nonlinear de-

vices and transfer energy from the tone at ωc to the signal modes propagating on

the transmission lines. The presence of two low-frequency ports allows us to op-

erate the circuit in a manner analogous to the IQ modulation schemes routinely

used in radiofrequency (RF) communication systems and microwave pulse engi-

neering (hence the name). This circuit converts the two orthogonal spatial modes

(low frequency signals of frequency ωm travelling on A′, A
′′) into two orthogonal

temporal modes travelling on the same spatial line (B) (sidebands at frequen-

cies ω+, ω−). 1 In view of the reversible frequency conversion performed by this

device, we will henceforth refer to it as the up/down-converter (UDC). In prac-

tice, such a device can be implemented on-chip using a ring modulator based on

Josephson junctions, along the lines of the recently demonstrated experiment with

Josephson parametric converter [Bergeal et al., 2010b,a].

The complete design for the active circulator (Fig. 2.2) consists of a UDC func-

tioning as a frequency up-converter, a phase-shifter and a second UDC function-

ing as a frequency down-converter. A concise representation of the dynamics at

each of the three stages in the cascade is provided by the scattering matrix S which

relates the outgoing wave amplitudes to the incoming wave amplitudes as seen

1This construction is conducive from a transfer matrix analysis point-of-view also (presented in
section 2.3), which becomes significantly straightforward for even number of participating modes.
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Figure 2.1: Reversible I-Q modulator circuit. (a) Circuit schematic of an ac-
tive in-phase/quadrature modulator carrying out frequency up/down conver-
sion (UDC) containing only dispersive components. The UDC performs the same
operation as that of the circuit discussed in Fig. 1.6 but instead of one it has two
low frequency ports A′ and A” coupled to high frequency port B, with phases on
the respective carriers differing by 90 degrees. (b) Spectral density/response land-
scape for various channels of the UDC. The dotted lines represent the couplings
between different channels. The solid and the dashed arrows represent different
frequencies and respective conjugates. The resonance lineshapes of the two spa-
tially distinct channels A′ and A

′′ are centered at ωA′ = ωA′′ = 1/
√
LA′ ,A′′CA′ ,A′′ .

Here we show the case when the incoming signal at ωm is resonant with the center
frequency (ωm = ωA′ ,A′′ ). The two sidebands generated by the UDC on channel B
are detuned from the carrier ωc by equal and opposite amounts.
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Figure 2.2: Description of the active circulator. Circuit schematic of the active
circulator design: the first UDC stage acts as a frequency up-converter (indicated
by a gradation in the color of the relevant box) with a parametric coupling modu-
lated at the carrier frequency ωc = ω+ − ωm = ω− + ωm and a phase φL indicated
against the carrier wave in the IQ plane. This is followed by a phase shifter that
phase shifts both the sidebands by π/2. The final UDC stage acts as a frequency
down-converter, with the carrier phase φR.

from different ports of the network. In the following section, we present detailed

calculations of scattering matrix of each stage.

2.2 Scattering description of the individual compo-

nents

As many readers might have already realized, the design of UDC closely shares

its basic framework with the parametric frequency converter discussed in sec-

tion 1.4.2. Each of its IQ coupled ports performs frequency mixing in a way de-

scribed by the parametric model, though with different phases for the parametri-

cally modulated coupling. The UDC system can be analyzed in the input-output

paradigm using the method outlined in section 1.4.2 with inclusion of an extra

low frequency port. Here we present a different but equivalent method to derive

the scattering matrix S which is based on the linear response approach and allows

us to bypass writing down explicit equations of motion. This is accomplished by
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evaluating the impedance matrix Z of the UDC, as seen from its ports, and using

the identity [Pozar, 2005]

S = (Z + Z0)−1 × (Z− Z0). (2.1)

to calculate the S matrix. Here

Z0 = diag(ZA′ , ZA′′ , ZB, ZB), (2.2)

withZA′ = ZA′′ andZB denoting the characteristic impedances of the semi-infinite

transmission lines serving as low and high frequency ports respectively. For the

parametrically coupled series LC oscillators forming the UDC stage, [Fig. 2.1 (a)],

we obtain the total impedance matrix Z by adding the inductive (Zind) and capac-

itive (Zcap) contributions respectively. The inductance matrix L defines the con-

stitutive relationship between the currents and fluxes for different inductances of

the circuit:
Φ
′
m(t)

Φ
′′
m(t)

Φ+(t)

Φ−(t)


=


LA′ 0 M0e

−iφ M0e
iφ

0 LA′′ iM0e
−iφ −iM0e

iφ

M0e
iφ −iM0e

iφ LB 0

M0e
−iφ iM0e

−iφ 0 LB




I
′
m(t)

I
′′
m(t)

I+(t)

I−(t)


(2.3)

= L


I
′
m(t)

I
′′
m(t)

I+(t)

I−(t)


. (2.4)

In writing the above matrix, we ignore the fluxes at higher harmonics of the modes

at ωm and ω±. The inductive contribution to the impedance is then calculated
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using the identity, Vi = Φ̇i, to obtain


V
′
m

V
′′
m

V+

V−


= jL


ωm 0 0 0

0 ωm 0 0

0 0 ω+ 0

0 0 0 −ω−


︸ ︷︷ ︸

Zind


I
′
m

I
′′
m

I+

I−


, (2.5)

where the subscripts denote the relevant frequency modes. Here we have sup-

pressed superscripts A and B for brevity. It is straightforward to define the capac-

itance matrix for the circuit in the same manner,

C = diag(CA′ , CA′′ , CB, CB) (2.6)

and obtain the capacitive contribution to the impedance,


V
′
m

V
′′
m

V+

V−


= (jC)−1


ωm 0 0 0

0 ωm 0 0

0 0 ω+ 0

0 0 0 −ω−



−1

︸ ︷︷ ︸
Zcap


I
′
m

I
′′
m

I+

I−


. (2.7)

The extra negative sign on the fourth element along the diagonal in the ω matrix

of equations (2.5) and (2.7) accounts for the generation of the conjugate wave am-

plitude a†[ω−] as a result of mixing the carrier ωc and signal ωm. Hence, on taking

the Fourier transform of the current and voltage vectors, an extra negative sign

appears for the corresponding coefficient. The total Z matrix, using Eqs. (2.5) and
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(2.7), can thus be written as,

Z = Zind + Zcap

=


−iδmZA′ ,A′′ 0 −iαZBe−iφ −iαZBeiφ

0 −iδmZA′ ,A′′ αZBe
−iφ −αZBeiφ

−iαZA′ ,A′′eiφ −αZA′ ,A′′eiφ −iδ±ZB 0

iαZA′ ,A′′e
−iφ −αZA′ ,A′′e−iφ 0 −iδ±ZB


. (2.8)

As in section 1.4.2, we have introduced the symbols

δm =
|ωm − ωA′ ,A′′ |

ΓA′ ,A′′
; ΓA′ ,A′′ =

ZA′ ,A′′

2LA′ ,A′′

δ± =
|ω± − ωc|

ΓB
; ΓB =

ZB
2LB

α =
M0√

LA′ ,A′′LB
,

with Γi denoting the linewidth of the ith resonator. The slight difference in the

definition of linewidths Γi and coupling strength α is a consequence of using par-

allel vs. series LC resonators in the two cases — the two descriptions, being dual

to each other, are completely equivalent dynamically under RWA approximation

(valid for sufficiently high quality factor resonance circuits). Using Eq. (2.8) in

(2.1), we obtain the S-matrix as:


a
′out
m

a
′′out
m

bout
+

b†out
−


=


rm −qm tde

−iφ sde
iφ

qm rm itde
−iφ −isdeiφ

tue
iφ −itueiφ r+ 0

−sue−iφ −isue−iφ 0 r−




a
′in
m

a
′′in
m

bin
+

b†in−


. (2.9)

Here a and b denote the (reduced) amplitudes or the annihilation operators for the

waves travelling on left and right transmission lines respectively. We follow this
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convention for the rest of the circuit, as shown in Fig. 2.2. The reflection coeffi-

cients at various ports are denoted by rm, r+ and r−. The cross reflection between

the low frequency signal ports is denoted by qm. The transmission coefficients are

written as t (transmission without conjugation) and s (transmission with conju-

gation) with subscripts (u, d) indicating the up-conversion and down-conversion

respectively. The detailed expressions of scattering coefficients are given by:

rm =
(δ2
m + 1)(δ± + i)2 − 4α4

(δm + i)2(δ± + i)2 − 4α4
; (2.10a)

qm =
4α2(δ± + i)

(δm + i)2(δ± + i)2 − 4α4
; (2.10b)

r+ =
(δm + i)(δ± − i)− 2α2

(δm + i)(δ± + i)− 2α2
; (2.10c)

r− =
(δm + i)(δ± − i) + 2α2

(δm + i)(δ± + i) + 2α2
; (2.10d)

tu = td = i

(
2α

(δm + i)(δ± + i)− 2α2

)
; (2.10e)

su = sd = i

(
2α

(δm + i)(δ± + i) + 2α2

)
. (2.10f)

Equations (2.10) show that the effective coupling strength α plays the role of the

parametric drive (“pump”) in the UDC. In the limit α = 0, the transmission coef-

ficients ti and si become identically zero while the reflection coefficients ri reduce

to those for three independent series LCR circuits with resonance frequencies ωm

and ωc respectively. It is useful to note that the phase of the carrier, denoted by φ,

affects only the transmitted amplitudes and rotates the two sidebands in opposite

directions as can be seen from the corresponding scattering coefficients s and t

in Eq. (2.9). The invariance of reflection amplitudes to the phase of the coupling

will be important in understanding total reflections of the cascade, as we describe

later.

We can similarly describe the action of the frequency-independent phase shift-
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ing (PS) stage using a scattering matrix of the form


aout

+

a†out
−

bout
+

b†out
−


=


0 0 e−iθ 0

0 0 0 eiθ

e−iθ 0 0 0

0 eiθ 0 0




ain

+

a†in−

bin
+

b†in−


. (2.11)

2.3 Transfer Matrix Description

In order to obtain the combined action of the parametric chain, we use the transfer

matrix formalism. Starting from an “in-out” scattering representation,

 aout

bout

 = S

 ain

bin

 (2.12)

we can obtain a port-specific description using the transfer matrices as

 bout

bin

 = T

 ain

aout

 (2.13)

where, as before, a and b denote the (reduced) amplitudes or the annihilation op-

erators for the waves travelling on left and right hand side ports respectively. The

reversal of ‘in’ and ‘out’ in the column vectors on the left and right hand sides of

Eq. (2.13) is required to maintain a consistent sense of propagation through the

device as the output of the (N − 1)th stage acts as the input for the N th stage in the

chain. The transfer matrix representation allows us to calculate the total transfer

matrix of the device in a straightforward manner by successively multiplying the

transfer matrices calculated for each of the stages,

Ttotal = TDC × TPS × TUC . (2.14)
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Here the subscripts UC, DC index the upconversion (UC) and downconversion

(DC) stages respectively (Fig. 2.2). The scattering matrix of the whole device is

then obtained from Ttotal using the inverse of the transformation in Eq. (2.18). This

transfer matrix description is equivalent to the usual ABCD matrix of the cir-

cuit theory defined in terms of the voltages and currents for a two-port network

[Pozar, 2005],  V b

Ib

 =

 A B

C D

 V a

Ia

 . (2.15)

As there exists a straightforward mapping between the reduced wave amplitudes

ai introduced earlier, and the currents and voltages at the ports (Appendix B),

aout,i[ωj] =
V i + ZiI

i√
2Zi~ωj

, (2.16)

ain,i[ωj] =
V i − ZiI i√

2Zi~ωj
, (2.17)

we can easily adapt the concept to the above choice of variables.

First, we derive the transfer matrix of the (left) UDC stage performing up-

conversion, TUC , by expressing sideband amplitudes (b+, b
†
−) in terms of low fre-

quency amplitudes (a
′
m, a

′′
m),


a
′out
m

a
′′out
m

bout
+

b†out
−


= S


a
′in
m

a
′′in
m

bin
+

b†in−


7→


bout

+

bin
+

b†out
−

b†in−


= TUC


a
′in
m

a
′out
m

a
′′in
m

a
′′out
m


. (2.18)

On performing the above transformation for Eq. (2.9), we obtain the transfer ma-
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trix TUC as

TUC =


tLR+ eiφ t∗,RL+ eiφ −itLR+ eiφ it∗,RL+ eiφ

tRL+ eiφ t∗,LR+ eiφ −itRL+ eiφ it∗,LR+ eiφ

tLR− e−iφ t∗,RL− e−iφ itLR− e−iφ it∗,RL− e−iφ

tRL− e−iφ t∗,LR− e−iφ itRL− e−iφ it∗,LR− e−iφ


, (2.19)

with

tLR+ = i

(
(δm − i)(δ± − i)− 2α2

4α

)
tRL+ = i

(
(δm − i)(δ± + i)− 2α2

4α

)
tLR− = i

(
(δm − i)(δ± − i) + 2α2

4α

)
tRL− = i

(
(δm − i)(δ± + i) + 2α2

4α

)
.

The subscripts (+,−) refer to the resultant sideband generated at the output (ω+

or −ω−) while LR(RL) indicates the relevant direction of propagation as left-to-

right (right-to-left). We note that the condition for the transformation describing

the mapping between S and T matrices to be non-singular is that the determinant

of the off-diagonal blocks of S be non-zero. This is achieved by having different

phases for coupling (such as in the IQ scheme) the two low-frequency channels

A
′ and A

′′ with the high frequency channel B (Fig. 2.1). Further, IQ coupling en-

sures that mixing within sidebands is suppressed (s34 and s43, are zero in Eq. (2.9)).

However, if the phase difference between the two couplings M1 and M2 deviates

from 90 degrees, crosstalk appears between the two sidebands generated at the

high frequency port of the UDC. Furthermore, when M1 and M2 are completely

in phase (I − I), the two sidebands are maximally coupled while the cross reflec-

tions qm between the low-frequency input ports reduce to zero. In such a case,
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the aforementioned condition on the scattering matrix is violated and the usual

transfer matrix analysis is precluded.

Using the method described for the UDC, we can similarly obtain the transfer

matrix for the phase shifting stage from its scattering matrix [Eq. (2.11)]

TPS =


e−iθ 0 0 0

0 eiθ 0 0

0 0 eiθ 0

0 0 0 e−iθ


. (2.20)

We also note that

TDC = F−1 × T−1
UC × F

= F× T−1
UC × F, (F−1 = F) (2.21)

where F = σX ⊗ U2, (σX is the 2D pauli spin matrix and U2 is the 2D unity ma-

trix). This matrix F is required to flip the indices, thus maintaining consistency in

labelling the ‘in’ and ‘out’ amplitudes along a given direction of propagation.

For simplicity we consider the operation at resonance, that is, when the input

signal frequency coincides with the band center of the input resonators. Setting

the phase of the pump at the first UDC stage φL = 0 for calculational simplic-

ity, we observe a transmission resonance for θ = ±π/2 (phase rotation by the PS

stage), φR = π/4 (phase of the pump at the second UDC stage), δ± = 1/
√

2 (de-

tuning of the sidebands from the carrier in units of linewidth i.e. half width at

full maximum of the resonance lineshape) of the high frequency resonator), and

αL = αR = M0/
√
LA′ ,A′′LB = 2−3/4 (strength of the parametric coupling). For this

choice of parameters, we obtain the scattering matrix of the complete device (cf.
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Fig. 2.2) as


a
′out
m

a
′′out
m

b
′out
m

b
′′out
m


= Stotal


a
′in
m

a
′′in
m

b
′in
m

b
′′in
m


with

Stotal =


0 0 0 i

0 0 −i 0

i 0 0 0

0 i 0 0


. (2.22)

This is the matrix of a perfect four-port circulator described in section A.2, up to

constant phase factors.

2.4 Results and viability of the design

We next study the tolerance of the active circulator scheme to deviations of pa-

rameters such as the pump strength (α), phase shift (θ) and pump phase (φR)

in Fig. 2.3. The plot in (a) shows that the design is robust to moderate devia-

tions from the preferred phase angle θ = π/2, and coupling (or equivalent pump

strength) αR = αL = 2−3/4 (values indicated with dashed arrows along the axis;

this makes the active circulator design a feasible candidate for use in practical cir-

cuits. Further, we see that the response is periodic in the pump phase φR with a

period equal to π. An interesting feature of our device is the reversal of its trans-

mission characteristics with the phase of the pumps (φR,L 7→ −φL,R) [Fig. 2.3(c)]. In

the classic circulators based on passive Faraday rotation, this can be accomplished

by changing the polarity of the magnetic bias field. Thus the relative shift of the
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Figure 2.3: Variation of the difference between forward and backward transmis-
sion coefficients (|s31|−|s13|). Asymmetry in transmission calculated as a function
of strength of the coupling α and phase rotation θ carried out by the second phase-
shifting stage (a), and detuning δ± and the phase of the pump at downconversion
stage φR (also the relative pump phase as φL = 0) (b). The points of maxima
correspond to the ideal values reported in the text.
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Figure 2.4: Bandwidth of active circulator design. Isolation of the active circula-
tor as a function of reduced signal frequency ωm normalized in units of optimal
signal frequency corresponding to maximum isolation (ωopt

m = Γ±/
√

2), calculated
with α = 2−3/4, θ = π/2 and φR − φL = π/4.

pump phase in an active device indeed plays a role equivalent to the magnetic

field in a Faraday medium. One of the desirable characteristics of a circulator is

wide bandwidth. The commercial designs available for typical cryogenic setups

have operating frequency ranges of 4-8 GHz or 8-12 GHz for circulators and 4-12

GHz for isolators [Pamtech]. The typical bandwidth of active circulator design is
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around quarter of an octave, mostly limited by the quality factor of the resonators

employed in the active up/downconversion stages (Fig. 2.4). Though modest as

compared to conventional designs, this suffices for the applications such as qubit

readout. The main merit of incorporating such a device in the measurement chain

is of course noiseless operation of the device, as opposed to intrinsically lossy pas-

sive realizations based on ferrites. Another characteristic of a circulator is its large

power handling capability (usually in kilowatts for commercial designs). How-

ever, usually quantum systems are operated and measured at low powers at the

level of a few photons. The throughput of the active circulator scheme, limited

by the dynamic range of the parametric stages, should be sufficient for quantum

information applications. Since the active UDC stages in our design are ideally

realized using parametric devices like the JPC that employ large Josephson junc-

tions, the throughput of our device compares favorably to other recently proposed

passive designs based on small JJs shown in Fig. 2.5 [Koch et al., 2010]. Using large

Josephson junctions also helps overcome the natural disadvantage of very small

Josephson junctions which are susceptible to charging effects and hence charge

noise.

Fig. 2.6 shows a representative experimental demonstration of the idea of real-

izing isolation with cascaded parametric up- and downconversion using a circuit

employing regular mixers. The scheme shows an isolation of 30 dB between for-

ward and backward transmission. In the forward direction, the transmission is

−10 dB, a figure entirely explained by the insertion loss of the mixers in the chain.
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Figure 2.5: Passive JJ-based circulator. (a) A passive circuit comprising three JJs
arranged in a flux-biased ring coupling three resonators proposed in Ref. [Koch
et al., 2010]. By tuning the phase collected by the waves around the ring (π/6) with
the flux bias Φ, the system shows circulator-like action. (b) Calculated transmis-
sion coefficients for appropriate phase, when port 1 is driven with a frequency ωd.
For drive frequencies close to the resonator frequency ωr, the signal is transferred
from port 1 to port 2 nonreciprocally.

2.5 Comparison of passive and active circulator de-

signs

The analogy between a conventional circulator and the active circulator design

proposed in this paper is made apparent from the respective wave propagation

diagrams shown in Fig. 2.7. Nonetheless there are important differences between

the two designs despite the identity of the final S matrix. First and foremost, un-

like the conventional design in Fig. 2.7(a), the waves travelling along different

arms in Figs. 2.7(b), (c) are not of the same frequency. The active beam splitters

(UDCs here) implement frequency conversion and the two interference ‘paths’

between the beam splitters refer to the two temporal channels in the frequency
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domain (which actually travel on the same spatial port), as opposed to the two

physically distinct, spatially separate paths in (a). Further, the coefficients on the

forward (green) and backward (red) propagating arms of the active circulator de-

sign [Fig. 2.7(b)] involve deamplification followed by amplification, unlike the

passive splitters (90 or 180 degree hybrids) employed in Faraday rotation schemes.

This can be observed by squaring the amplitudes on each of the two arms origi-

nating from (or terminating into) a port and calculating the net power output, for

each isolated UDC stage. It is straightforward to observe that, unlike the case of

Fig. 2.7(a), they do not add up to unity. Nonetheless, the overall transmission is

unity due to an exact cancellation of the reduction and gain in amplitudes. The

wave propagation diagrams in Fig. 2.7(b) reveal another important difference of

this design from that of a conventional circulator. The non-reciprocal action of the

active circulator is not based upon any non-reciprocal phase shifters; instead it

relies on the active stages used for frequency up- and down-conversion.

To further elucidate this point, let us reconsider the sub-matrix of Eq. (2.9)

describing the scattering for one of the low-frequency I inputs,


rm te−iφ seiφ

teiφ r+ 0

−se−iφ 0 r−,

 (2.23)

where we have used the fact tu = td = t and su = sd = s. This matrix has the same

structure as the matrix obtained in Eq. (1.37) for a minimal parametric mixer. As

explained in section 1.4.2, the up- and downconversion blocks of this matrix im-

plement the phase-sensitive rotations shown in Fig. 1.8. In active circulator design

we have two such stages with the relative phase difference between carriers for

up- and downconversion to be π/4. For such a configuration, the net rotations in
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the forward and backward directions

[I,Q]FWD = [I,Q]DC

(π
4

)
× [I,Q]UC (0) (2.24)

[I,Q]BWD = [I,Q]DC (0)× [I,Q]UC

(π
4

)
(2.25)

in fact align along orthogonal quadratures in the I−Q plane, as shown in Fig. 2.8.

Here the angles in parentheses denote the phase angles of the respective car-

rier phases. Thus in the forward direction, an I input after parametric rotations

finds itself in the right quadrature to be demodulated into I channel; while in

the backward direction it is demodulated into the Q channel leading to perfect

isolation. The key idea to achieve nonreciprocity thus rests in exploiting non-

commutative phase-sensitive rotations for channelling the signal transmission in or-

thogonal quadratures after forward and backward propagation through the de-

vice.
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Figure 2.6: Experimental demonstration of the active circulator idea using IQ
mixers. (a) Circuit schematic of a non-reversible circuit implementing the active
circulator proposal. The circuit employs dissipative components such as the mix-
ers (represented by the cross in circle symbol). At each stage, the CW tone from
the generator imposing a carrier frequency ωc (‘pump’) is split into two copies, one
phase shifted by π/2 with respect to the other to realize an I−Qmodulation of the
carrier by the signal at ωm, as that described in Fig. 2.2(a). The modulated I and Q
channels are then combined to propagate onto a single spatial channel which en-
ter a phase shifter and then demodulated in a similar manner using a carrier that
is phase shifted by ∆φ. (b) Measurement of forward (|s31|) and backward (|s13|)
scattering coefficients using a vector network analyzer.
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Figure 2.7: Comparison of passive and active circulator designs. (a)Wave propa-
gation diagram of a conventional four-port passive circulator. The device consists
of two 90 degree hybrids (equivalent to optical beam splitters) separated by a non-
reciprocal phase shifter based on Faraday rotation. Solid black arrows indicate an
amplitude split with no phase change while open arrows indicate an amplitude
split with a 90 degree phase change. The non-reciprocal phase shift is effective
only for the propagation direction indicated by the arrow on the phase shifter box.
(b) Forward (green) and backward (red) propagation diagrams calculated using
transfer matrix method for circuit in Fig. 2.2 with appropriate choice of detuning
(δ± = 1/

√
2) and coupling strengths (αL = φR = 2−3/4) for maximum isolation.
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Figure 2.8: Non-commutativity of phase-sensitive rotations. Cascading two
phase-sensitive rotations in an up-down conversion scheme leads to modulation
along direction differing by π/2 in the I − Q plane. This is due to the phase-
sensitive nature of rotation of the parametric conversion process, as described in
Fig. 1.8. Thus, a modulation with a zero phase followed by a demodulation with
a π/4 phase (Forward) is different from a modulation with π/4 and demodulation
with zero phase (Backward), due to non-commutativity of these rotations (the
modulation phases are determined by the phases of the pump as explained previ-
ously). There is also a common phase change as shown by a change in position of
the yellow arrow with respect to the semi-major axis, but this does not participate
in deciding the net orientation as explained in Fig. 1.7(b).
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CHAPTER 3

Nonreciprocity in frequency domain

“There is nothing more deceptive than an obvious fact.”

– Sherlock Holmes in Boscombe Valley Mystery (by Arthur Conan Doyle)

Recent ideas regarding reciprocityl symmetry breaking, in the realm of super-

conducting JJ-based devices, have involved multi-junction systems with both pas-

sive[Koch et al., 2010] and active realizations [Kamal et al., 2011], the latter as de-

scribed in chapter 2. The active-circulator prototype showed that multiple para-

metric stages pumped using the same RF tone but appropriately tuned phases

across stages can realize nonreciprocity in spatial channels. In both the passive

and active realizations of non-magnetic nonreciprocal systems, the crux of the

mechanism of symmetry breaking rests on a passive (flux in a superconducting

ring) or active (carrier phase gradient in a parametric JJ device) ‘bias’ imposed

externally on the system. This causes the signals to gather appropriate phase

shifts leading to an interferometric reinforcement in one preferred direction set

by the bias. In this chapter, we explore a novel form of nonreciprocity in tempo-

ral channels, which manifests itself as symmetry breaking in frequency domain.

Though this may seem like an unconventional place to look for nonreciprocity at

first glance, it is actually more natural to think about it in the paradigm of para-
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metric processes whose dynamics essentially entail nonlinear frequency mixing.

Hence, this exercise may unravel the possibility of symmetry breaking at an even

more fundamental level in single JJ devices.

The system of our choice is a single resistively-shunted junction (RSJ), biased

using a dc current. This choice is not quite random, but rather an inspired guess.

The RSJ, besides being studied extensively both theoretically [Ingold et al., 1994]

and experimentally [Koch et al., 1980; Joyez et al., 1999] in the past, has provided

a model system for study of directed transport phenomenon such as realization of

fluxon ratchets. This mode of a current-biased single junction has received much

attention in recent years, though most investigations have centered on the dc

current-voltage characteristics of such systems, such as those discussed in section

1.5. In the following sections, we will attempt to gain a detailed understanding of

ac dynamics of an RSJ by studying it as a scatterer for microwaves. The language

of our analysis will be provided by the input-output theory of circuits (Appendix

B), well suited for such an exercise. There a dc understanding at rf frequencies of

A scattering description of the RSJ will also provide us with crucial insights into

the directionality of the microwave SQUID amplifier, which has the dynamics of

a “two-dimensional” RSJ.

3.1 Resistively-shunted junction (RSJ): A case study

We will begin with a brief introduction of an RSJ biased in the voltage (or running)

regime of the junction by means of a dc current IB > I0, where I0 represents the

critical current of the junction. In the presence of a dc current bias, we can write

down the Kirchhoff’s current law for the circuit shown in Fig. 3.1(a) as

I(t) + J(t) = IB + IRF (t) (3.1)
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Using the first Josephson relation J = I0 sinφ and the identification V (= IR) =

ϕ0ϕ̇, where ϕ0 = ~/2e is the reduced flux quantum, the dynamics of the junc-

tion can be modelled by means of a nonlinear equation of motion for the phase

difference ϕ across the junction

ϕ0

R
ϕ̇+ I0

∂

∂ϕ

(
U

EJ

)
= IRF (t), 1 (3.2)

in a washboard potential (Fig. 3.1(b)).

U = EJ

(
1− cosϕ− ϕIB

I0

)
. (3.3)

Equation (3.2) describes an overdamped oscillator with characteristic frequency

ω0 ≡ I0R/ϕ0. This Josephson frequency can also be thought of as the frequency of

oscillation of the supercurrent flowing in the junction at the characteristic dc volt-

age Vdc = I0R (with the identification ωJ = Vdc/ϕ0 according to second Josephson

relation).

To facilitate an input-output analysis of the RSJ circuit (see Appendix B for

details), we represent the shunt resistor R as a semi-infinite transmission line of

characteristic impedance R, with the rf drive modelled as incoming waves repre-

sented as IRF (t) = 2Ain/
√
R (shown in Fig. 3.1(c)). This leads us to the relation

qω + ω̂ = ωB + 2ωin(t), (3.4)

where we have expressed all currents and voltages in equivalent frequency (or

1Taking into account the junction capacitance leads to an ‘inertia’ term for the phase particle, of
the form RCϕ̈.
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Figure 3.1: Current-biased resistively shunted junction (RSJ). (a) Circuit
schematic of a resistively shunted junction (RSJ) with a dc current bias IB > I0. (b)
The effective potential of the junction with a current bias above the critical current
of the junction. In this regime, the phase particles runs down a tilted washboard
sampling different Josephson cosine wells leading to appearance of a net voltage
across the junction (hence this regime is also called the voltage or running regime).
(c) Equivalent input-output model for an RSJ where the signals of interest are ex-
pressed as propagating waves travelling on a semi-infinite transmission line.
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energy) units

ω̂ ≡ JR

ϕ0

(junction current) (3.5)

qω ≡ V

ϕ0

(junction voltage) (3.6)

ωB ≡
IBR

ϕ0

; ω0 ≡
I0R

ϕ0

(characteristic currents). (3.7)

It is instructive to note that Eq. (3.2) includes nonlinearity to infinite order due to

the presence of the sinϕ term in ω̂. Nonetheless, we can work in the perturba-

tive limit assuming the phase fluctuating component of the phase induced by the

oscillating current IRF (t) to be small compared to the average value of the phase

in the running state (i.e. IB > I0). Thus, we may express the phase ϕ across the

junction,

ϕ = ωJt+ δϕ(t) (3.8)

and expand the sinϕ term as a series in δϕ about the working point set by the

average value of the phase diffusion across the junction corresponding to a voltage

〈qω〉 = ωJ (second Josephson relation).

3.2 Harmonic Balance Treatment

To enable a harmonic balance analysis, we decompose the perturbative compo-

nent of the phase, δϕ in Eq. (3.8), in two oscillating parts:

δϕ(t) = Π(t) + Σ(t), (3.9)
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Figure 3.2: Frequency landscape for a junction in voltage state. Relevant fre-
quencies for a harmonic balance analysis of an RSJ biased in the voltage or run-
ning regime. The solid and the dashed arrows represent different frequencies and
respective conjugates. The tall arrows represent the various Josephson harmonics
Π(t) while the shorter arrows represent the signal and sideband frequencies Σ(t).
The dc bias is represented by a black arrow at zero frequency.

with 〈Π̇(t)〉 = 〈Σ̇(t)〉 = 0 and,

Π =
K∑
k=1

pxk cos kωJt+ pyk sin kωJt (3.10)

Σ =
+N∑

n=−N

sxn cos(nωJ + ωm)t+ syn sin(nωJ + ωm)t. (3.11)

This exercise enables a calculation of the response of the junction at the relevant

frequencies of interest (Fig. 3.2). Here Π(t) represents the phase components os-

cillating at the Josephson frequency and its harmonics while Σ(t) represents the

components at the signal frequency ωm (� ωJ ) and the corresponding sidebands

ω±N = NωJ ± ωm generated due to the frequency mixing performed by the non-

linearity of JJ.

3.2.1 Steady-state response: I-V characteristics

We first evaluate the δφP part of the system response at Josephson frequency and

harmonics (ωJ , 2ωJ , ...). We do this by evaluating the steady state response of the

junction, by setting ωin(t) = 0 in Eq. (3.4) as these are generated internally in the
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running regime and are not controlled by any external input drive 2.

As a check of the convergence and accuracy of the harmonic series expan-

sion, we self-consistently evaluate the dc contribution along with the response

at Josephson frequency and compare it with the exact expression known for the

IV-characteristics for the RSJ as ωJ =
√
ω2
B − ω2

0 . This is necessitated by the con-

nection between the amplitude of the dc voltage that appears across the junction

and the frequency of Josephson oscillation in the running state as per the second

Josephson relation.

For illustrative purposes, let us consider the expansion of the sine nonlinear-

ity to lowest order in Π(t) and include only the first Josephson harmonic in our

analysis [K = 1 in Eq. (3.10)]. Now from Eq. (3.4), we have

qω[ωJ ] + ω̂[ωJ ] = 0 (3.12)

with

qω = ϕ̇

= ωJ + Π̇K=1

= ωJ − px1ωJ sin(ωJt) + py1ωJ cos(ωJt) (3.13)

and

ω̂ = ω0 sinφ = ω0 sin(ωJt+ ΠK=1)

= ω0 sin(ωJt) + ω0 cos(ωJt)ΠK=1

= ω0 sin(ωJt) + ω0 cos(ωJt)[p
x
1 cos(ωJt) + py1 sin(ωJt)]. (3.14)

2We have also ignored quantum fluctuations at the Josephson frequency and harmonics.
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Collecting terms oscillating at ωJ from Eqs. (3.13) and (3.14), we obtain

px1 =
ω0

ωJ
; py1 = 0. (3.15)

Collecting terms at dc from Eqs. (3.13) and (3.14) and using the value of the Joseph-

son oscillation amplitude obtained above, we get

ωJ +
ω2

0

2ωJ
= ωB. (3.16)

Solving this quadratic equation in ωJ and retaining the leading order term gives

ωJ = ωB

(
1− 1

2

ω2
0

ω2
B

)
. (3.17)

This expression agrees exactly with the leading order contribution of the exact dc

solution ωJ =
√
ω2
B − ω2

0 [Henry et al., 1981].

This method becomes computationally intensive for higher order expansions

in the perturbation Π(t). It becomes important to include the effect of Josephson

harmonics and their sidebands at higher orders, as we access the nonlinear por-

tion of the dc characteristics by reducing the bias current IB towards the critical

current of the junction I0. This is evident from the phase trajectories shown in

Fig. 3.3, calculated by a direct numerical integration of Eq. (3.2) in steady state

(IRF (t) = 0). A clever trick is to expand the Josephson amplitudes pk,x, pk,y and

frequency ωJ as a truncated power series in a small expansion parameter of choice,
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Figure 3.3: Phase evolution of current-biased RSJl. (a) Phase evolution of the JJ in
a titlted washboard potential and the (b) corresponding voltage across JJ for three
different values of dc bias current IB. As IB is reduced towards I0, the particle
motion becomes increasingly nonlinear which leads to the generation of higher
Josephson harmonics.

say ε,

pxk =
2K−1∑
i=0

pxk,iε
i (3.18)

pyk =
2K−1∑
i=0

pyk,iε
i (3.19)

ωJ =
2K∑
i=0

wJ,iε
i (3.20)

and then impose harmonic balance at each order of ε. The degree k of the resul-

tant polynomial evaluation of a and b coefficients is set by the desired order of

expansion in δφ. The expansion parameter can be chosen to be either an explicit

bias parameter such as the inverse of the bias current ε = ω0/ωB (as I0 < IB in

the running regime of JJ), or an implicit bias seen by the junction such as the dc

voltage ε = ω0/ωJ that appears across the JJ in the running regime. Here we have

chosen the normalization constant to be the characteristic Josephson frequency ω0

corresponding to the critical current of the junction.

Use of these expansions in Eq. (3.12) leads to a system of linear simultane-
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ous equations correct to the relevant order in the perturbation parameter ε. They

can be then solved to calculate the amplitude and frequency of Josephson oscilla-

tion as a power series in ε. Determination of the Josephson frequency also leads

to an automatic evaluation of dc voltage as ωJ = 〈qω〉. Figure 3.4 shows the dc

characteristics evaluated in this manner for expansion of the sinϕ nonlinearity up

to the first, third and fifth order respectively. Equivalent expansions in previous

works [Clerk, 2006; Ingold and Grabert, 1999] have confirmed the convergence

of such perturbation series methods for experimentally relevant parameters. Fur-

thermore, this parameter serves as the effective strength of the different Josephson

harmonics which play a role analogous to the strong “pump” tone of conventional

parametric amplifiers. The pump values calculated using this approach for the

case of K = 1 in Eq. (3.10) are

px1,0 = 0; px1,1 = ε (3.21a)

py1,0 = 0; py1,1 = 0. (3.21b)

with

wJ,0 = 1; wJ,1 = 0; wJ,2 =
1

2
(3.22)

corresponding with the exact expansion for dc voltage ωJ to second order in ε

ωJ
ωB

= 1− ε2

2
. (3.23)

Similarly, on going to the next order in the perturbation [K=2 in Eq. (3.10)], we
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Figure 3.4: DC characteristics of an RSJ. Comparison of dc IV characteristics of
an RSJ calculated using the harmonic series method for different orders of expan-
sion in junction nonlinearity. In each plot the solid black line represents the exact
analytical result ωJ =

√
ω2
B − ω2

0 , while green (dotted), blue (dashed) and violet
(dotted-dashed) curves show the calculated dc response using the harmonic bal-
ance treatment with one [K=1], two [K=2] or three [K=3] Josephson harmonics
respectively. Figures (a) and (b) show the variation of bias current IB as a function
of voltage V across the junction, calculated using ε = ω0/ωB and ε = ω0/ωJ as
the expansion parameter respectively. Figures (c) and (d) show the corresponding
curves for current flowing the junction J as a function of voltage V .

find the following series for the amplitudes of higher Josephson harmonics

px1,0 = 0; px1,1 = ε; px1,2 = 0; px1,3 =
ε3

4
(3.24a)

py1,0 = 0; py1,1 = 0; py1,2 = 0; py1,3 = 0 (3.24b)

px2,0 = 0; px2,1 = 0; px2,2 = 0; px2,3 = 0 (3.24c)

py2,0 = 0; py2,1 = 0; py2,2 = −ε
2

4
; py2,3 = 0. (3.24d)
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along with the dc contribution

wJ,0 = 1; wJ,1 = 0; wJ,2 = −1

2

wJ,3 = 0; wJ,4 = −1

8
(3.25)

On extending the analysis, we find that the series of Josephson harmonics gener-

ated by the junction is of the form,

Π(t) =
K∑
k=1

px2k−1 cos[(2k − 1)ωJt] + py2k sin[(2k)ωJt]. (3.26)

Such a series with alternate even and odd harmonics phase shifted by π/2 is fre-

quently encountered in nonlinear systems such as driven ratchets and leads to di-

rected transport. In the following section, we will elucidate the symmetry break-

ing in frequency conversion performed by a JJ pumped by a biharmonic drive.

3.2.2 RF response: Symmetry breaking in frequency conver-

sion

Proceeding along the lines delineated in the last section, we now evaluate the re-

sponse of the junction at the signal and sideband frequencies. For this purpose,

we consider the second part of the phase perturbation Σ(t) [see Eq. (3.11)] and

perform the harmonic balance of Eq. (3.4) at ωm and nωJ ±ωm. In this analysis the

input/source term ωin(t) is included, which represents either the quantum fluctu-

ations or a weak probe at the signal frequency. The various Josephson harmonics

(Π(t)) evaluated earlier play the role of an effective ‘colored’ pump seen by the

junction. This can be seen by considering the lowest order dynamics in the small
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Figure 3.5: Equivalence between a junction in voltage state and a paramp. Cir-
cuit schematic showing the equivalence of a current-biased RSJ in (a) with a para-
metrically varying inductance LJ = I0ϕ0 in (b). The pump is the internal Joseph-
son oscillation of frequency ωJ generated due to phase running in the voltage
state.

signal limit Σ(t)/(ωJt)� Π(t)/(ωJt)� 1 described by Eq. (3.4) as

δΣ̇ + ω0 cos(ωJt)Σ = 2ωin(t). (3.27)

Eq. (3.27) describes an inductance, parametrically varied using a “pump” of fre-

quency ωJ and strength ω0 set by the critical current of the junction (Fig. 3.5).

Thus in the limit of a small amplitude input signal, which is the relevant limit

for most practical situations, we can describe the junction dynamics as that of

a parametric oscillator pumped by different Josephson harmonics. We can then

employ the usual input-output theory (Appendix B), to write down a linear re-

sponse description in terms of an admittance matrix YJ as seen from the resistance

75



port. This can be obtained from the current-phase and voltage-phase relationships

[Eqs. (3.5),(3.6)]

ω̂ = M̂Σ, (3.28)

qω = qMΣ (3.29)

as

YJ = M̂ qM−1. (3.30)

The vectors in the equations above are defined in the basis of all signal and side-

band frequencies of interest, (nωJ + ωm), n ∈ [−N,+N ] leading to a 2(2N + 1)×

2(2N + 1) admittance matrix. We further note that the matrix is block diagonal

YJ =

 Y 0

0 Y ∗

 . (3.31)

since harmonic balance leads to two disjoint mixing manifolds (±ωs,±ωJ±ωs,∓ωJ±

ωs) with (2N + 1) frequencies each. Each sub-matrix Y is a square matrix of the

form,

Y =
iε

2


0 −f(ε)

(ΩJ+Ωm)
f(ε)

(ΩJ−Ωm)

−f(ε)
Ωm

0 y+

−f(ε)
Ωm

y− 0

 , (3.32)

where f(ε) is a real-valued polynomial function in ε whose explicit form depends

on the order of expansion and Ωm = ωm/ωB represents the normalized signal

frequency. We have chosen to work with the ε expansion as it offers slightly bet-

ter convergence at a given order as shown by Fig. 3.4 — it is straightforward to
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switch from one representation to another using the constitutive relations pro-

vided by the dc calculation). For calculating the above admittance matrix, we

have restricted ourselves to N = 1 in Eq. (3.11) i.e. sidebands of only the first

Josephson harmonic ωJ are included.

To elucidate the dispersive ratchet implemented by the dc-biased RSJ, we con-

sider two cases:

• Case I: Π(t) = ε cosωJt [see Eq. (3.21)].

In this case,

y+ = y− = 0; f(ε) = 1.

• Case II: Π(t) =
(
ε+ ε3

4

)
cosωJt− ε2

4
sin(2ωJt) [see Eq. (3.24)].

In this case,

y± =
iε

2(ΩJ ∓ Ωm)
; f(ε) =

(
1− ε2

4

)
. (3.33)

The presence of the second Josephson harmonic 2ωJ thus leads to additional

off-diagonal terms mixing the two sidebands ΩJ ± Ωm. It should be noted

that these terms carry an additional phase i with respect to other compo-

nents in the matrix due to the phase shift π/2 of the second harmonic with

respect to the Josephson frequency ωJ .

We may now evaluate the scattering matrix S of the RSJ from YJ using the identity,

S = Ω−1(1 + YJ)
−1(1− YJ)Ω, (3.34)
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for both the cases listed above. We obtain

S =


rm td sd

tu r+ v+−

−su v−+ r−

 , (3.35)

where the matrix Ω = diag(|ΩJ + Ωm|, |Ωm|, |ΩJ − Ωm|) is used to normalize the

scattering coefficients in terms of single photon fluxes.

• Case I: On including only the first Josephson harmonic in our calculation

[K=1], we obtain

rm = 1 +
ε2

1− Ω2
m

(3.36a)

r+ = 1− ε2

2Ωm(1 + Ωm)
(3.36b)

r− = 1 +
ε2

2Ωm(1− Ωm)
(3.36c)

td = tu =
−iε√

Ωm(1 + Ωm)
, (3.36d)

sd = su =
iε√

Ωm(1− Ωm)
, (3.36e)

v+− = v−+ = 0, (3.36f)

where we have used the second Josephson relation to relevant order ΩJ =

〈qω〉/ωB = (2 + ε2)/2 for expressing all coefficients solely in terms of bias

parameter ε and input frequency Ωm. All scattering coefficients are correct

up to O(ε2) and the S matrix is symplectic up to O(ε3).

Eqs. (3.36) show that at first order, we recover the usual symmetric scatter-

ing. The junction functions as a regular mixer with net frequency up- and

downconversion being equal with respect to both the sidebands [Fig. 3.6(a)

upper panel]. However, the phase-sensitive nature of frequency conversion

78



0 20

Ωm
(a) (b)

Ω
J

Ω
J

Ωm
Ωm

0 Ω

2Ω
J

Ω
J

Ωm
Ωm

0

Ω
J

ε
Ω

Figure 3.6: Symmetry breaking in frequency conversion by an RSJ. (a) Vari-
ous frequency mixing processes in the presence of Josephson frequency (upper
panel) and in the presence of one additional Josephson harmonic (lower panel)
(K=1, N=1). In the first case three-wave mixing leads to symmetric frequency con-
version between the signal frequency (ωm) and sidebands (ω±). The second case
involves simultaneous three and four wave mixing, the latter performed by the
second Josephson harmonic (K=2,N=1). (b) Asymmetry in frequency conversion
parametrized as (|tu|2 + |su|2) − (|td|2 + |sd|2) for the two cases discussed above,
as a function of input frequency and bias parameter ε. The lower surface plot
(corresponding to the case I) shows zero asymmetry while the upper surface plot
(corresponding to the case II) shows a strongly nonreciprocal frequency upconver-
sion as the input frequency Ωm approaches zero and bias current IB is decreased
towards the junction critical current I0 (or ε increases).

in terms of distinct preferred quadratures for upconversion (I) and down-

conversion (Q) is still preserved (also see Fig. C.2 in Appendix C).

• Case II: On including one additional Josephson harmonic [K = 2], we find

that the presence of off-diagonal elements in Y leads to additional mixing of

sidebands by the second Josephson harmonic [Fig. 3.6(a) lower panel] given

by the matrix element

v±∓ = ± ε2

2Ωm

√
1± Ωm

1∓ Ωm

. (3.37)

Furthermore, in this case, the scattering is nonreciprocal i.e. ST 6= S [Fig. 3.6]

as the matrix elements for up- and downconversion in a certain temporal
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Figure 3.7: Monochromatic vs colored (multiharmonic) pumps. Pump config-
urations for the two cases discussed in Fig. 3.6, plotted as a function of dimen-
sionless time τ = ωBt. The presence of second Josephson harmonic (2ΩJ ), phase
shifted by 90 degrees with respect to the first harmonic (ΩJ ), breaks the temporal
symmetry of the pump Π(t) and makes it asymmetric about τ = 0.

channel cease to be equal,

td 6= tu; sd 6= su (3.38)

with

td =
−iε√

Ωm(1 + Ωm)

[
1 +

ε2

4

(
1− Ωm

1 + Ωm

)]
(3.39a)

tu =
−iε√

Ωm(1 + Ωm)

[
1 +

ε2

4

(
3 + Ω2

m

1− Ω2
m

)]
(3.39b)

sd =
iε√

Ωm(1− Ωm)

[
1 +

ε2

4

(
1 + Ωm

1− Ωm

)]
(3.39c)

su =
iε√

Ωm(1− Ωm)

[
1 +

ε2

4

(
3 + Ω2

m

1− Ω2
m

)]
. (3.39d)

The scattering coefficients are correct up to O(ε4) and the S matrix is symplectic

up to O(ε5). It is interesting to note that the reflection coefficients reported in

Eqs. (3.36)[(a)-(c)] hold good up to O(ε4). The essence of symmetry breaking in

case II lies in the fact that the presence of second Josephson harmonic leads to

a skewed effective pump seen by the junction, such that Π(t ± T/2) 6= −Π(t)
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(Fig. 3.7). Systems exposed to such biharmonic drives (ξ = t) and potentials (ξ =

x), popularly known as ratchets,

px cos(ωξ) + py sin(2ωξ) (3.40)

have been shown to exhibit a variety of symmetry breaking phenomena such as

rectification [Flach et al., 2000], directed electron or particle transport (see [Hanggi

and Marchesoni, 2009] for a comprehensive review). Thus the preferred upcon-

version of photons from low to high frequency, as shown in Fig. 3.6(b) is an anal-

ogous demonstration of ratchet physics in frequency domain. The significance

of higher pump harmonics in such symmetry breaking is also indicated by the

degree of terms that contribute to asymmetry between up- and downconversion

in Eq. (3.39); we see from Eqs. (3.39) that the leading order asymmetric term in

matrix Sa is of order ε3 — this originates from sideband mixing mediated by

the second Josephson harmonic with strength ε2 [see Eq. (3.24)] combined with

up/downconversion with strength ε.

3.3 Fluctuation Spectrum of the RSJ

In this section, we evaluate the noise spectrum of the RSJ. For this purpose, we

consider the admittance matrix derived for the junction in Eq. (3.32). The total

admittance matrix (YT ) may be calculated as:

YT = (1 + YJ) (3.41)

where YJ is normalized with respect to the characteristic admittance Z−1
C = R−1

corresponding to the shunt. We can, hence, obtain the total impedance matrix of
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the RSJ, ZT as,

ZT =
1

det[YT ]


1 −iε

2(1+Ωm)
−iε

2(1−Ωm)

−iε
2Ωm

1 0

iε
2Ωm

0 1

 , (3.42)

where we have only considered terms to first order in ε. We consider the first row

of ZT which gives the impedance contribution at the signal frequency ωs. We note

that

(det[YT ])−1 =

(
1− ε2

2(1− Ω2
m)

)−1

(3.43)

= 1 +
ε2

2
+O(ε4), (3.44)

which corresponds to the dynamic resistance across the junction. This can be seen

from the fact that, up to the first order in perturbation, we have

R−1RDyn = R−1 dωJ
dωB

= R−1dωJ
dε

dε

dωB

= 1 +
ε2

2
. [from Eq. (3.17)], (3.45)

Thus, we can now write the spectrum of voltage fluctuations for the RSJ, in the

limit of zero signal frequency (Ωm → 0) simply as:

SV V [ωm] = |z00|2SII [ωm] + |z0+|2SII [ωJ + ωm]

+|z0−|2SII [−ωJ + ωm] (3.46)

=

[
SII [ωm] +

ε2

4
(SII [ωJ ] + SII [−ωJ ])

]
R2

Dyn

=

[
2kBT

R
+
I2

0

I2
B

~ωJ
2R

coth

(
~ωJ

2kBT

)]
R2

Dyn (3.47)
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where in the second step we have used the coefficients in the second row of ZT cal-

culated in Eq. (3.42) and the identity SII [ω]+SII [−ω] = 2S̄II = 2R−1~ω coth(~ω/2kBT )

[Clerk et al., 2010]. Equation (3.47) is a well known result which shows that the

noise appearing near dc in the RSJ involves two contributions: (i) a direct contri-

bution from the input Johnson noise of the resistor and, (ii) noise that is down-

converted from the Josephson harmonics and appears at the input. The second

contribution is appropriately weighted by a bias-dependent factor ε2. This can be

easily understood in the scattering formalism presented here: the strength of the

internally generated Josephson frequency is solely determined by the bias condi-

tion [see Eq. (3.24)] and this acts as the pump used to perform the mixing down

of the high frequency noise. The downconverted amplitude scales directly with

the pump strength, a result well known in parametric literature, and hence the

intensity of the noise fluctuations which scale as the square of the amplitude are

weighted by ε2. This is not a nonreciprocal effect, which would be of order ε6

[coming from the ε3 term in scattering coefficients calculated in Eq. (3.39)] and

needs further investigation.

3.4 Discussion

In this chapter, we performed a first principles analysis of the rf properties of a

resistively-shunted Josephson junction (RSJ) biased in the voltage state. This was

accomplished by using a generalized input-output description that allowed us to

self-consistently evaluate the Josephson oscillation and its harmonics as a series

in a small external bias parameter (here ε = I0/IB < 1). Using this method we

first demonstrated that the series of Josephson harmonics generated in the volt-

age regime have alternate odd and even harmonics phase-shifted by π/2. On

identifying this harmonic series as the effective ‘pump’ for usual parametric mix-

ing of a small frequency signal performed by the junction, we established that the
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presence of higher pump harmonics leads to a symmetry breaking in frequency

conversion. The emergence of dynamical nonreciprocity in this regime for the RSJ

has remained hitherto unexplored to the best of our knowledge.

Further, in analogy with ratchet physics, the preferred direction of frequency

conversion (up- or down-) is governed by the relative phase between the suc-

cessive harmonics and the fundamental pump tone (Josephson oscillation in our

case). The maximum asymmetry in conversion is obtained when the relative

phase between harmonics is π/2, as is shown to be the case for the RSJ. One

way of understanding this phenomena is to note that the phase asymmetry in up-

and downconversion prevalent at even first order in Eq. (3.36), when combined

with a second order mixing process, can lead to an interferometric reinforcement

of scattering into a preferential frequency channel as shown in Fig. 3.6(a). This

generic protocol of phase-shifted biharmonic pumping can be employed in the

conventional externally pumped parametric devices such as optomechanical de-

vices [Teufel et al., 2008], optical parametric amplifiers, and MEMS to realize a

new regime of nonreciprocal operation. The neat part about the nonreciprocal

photon shuttling scheme discussed here is that it is not based on an symmetry in

photon population at two different frequencies arising due to quantum mechanics

but goes beyond it and can be implemented in a completely classical setting too.

We also derived the full fluctuation noise spectrum for the RSJ. This may prove

to be important in designing future devices by filtering the spectrum appropri-

ately to have maximum gain without introducing additional noise downconverted

from higher harmonics. In addition, the device shows gain in reflection [rm > 1 in

Eq. (3.35)] but with a concomitant increase in the voltage fluctuations; this is be-

cause the low frequency signal channel collects downconverted noise from modes

near Josephson harmonics. It may be possible to route noise away from the de-

sired frequency channels by exploiting asymmetric frequency conversion. Thus
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realization of a finite gain with suppressed downconversion of noise appearing at

the input, by imposing a definite phase relationship between various harmonics

of the drive, may provide us a way to realize a reflection-based amplifier using

the RSJ. For such a device, the reactance appearing at the RF needs to be care-

fully designed to ensure a small linewidth of the Josephson oscillations and hence

minimize the contribution of the broadband noise floor.
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CHAPTER 4

Directional Amplification: Nonreciprocity with
gain

“From error to error, one discovers the entire truth.”

— Sigmund Freud

In the previous chapters, we considered the case of nonreciprocity in spatial chan-

nels (a.k.a circulator) or temporal channels (asymmetric frequency conversion

such as that discussed in the context of a current biased RSJ). While a monochro-

matic pump tone with phase gradient in space is required for the former, the latter

can be realized using a multi-tone carrier pumping the mixing medium. In this

chapter, we will show how using both these ideas directional operation with gain

can be realized. As a specimen of this confluence, we will analyze the microwave

SQUID amplifier (MWSA) based on dc SQUID — a device ubiquitous in supercon-

ducting community for almost half a century. Besides providing the nucleus of the

MWSA which we discuss in detail here, the dc SQUID (Superconducting QUan-

tum Interference Device) has enabled a broad range of devices, including mag-

netometers, gradiometers, voltmeters and susceptometers [Clarke and Braginski,

2004, 2006]. Most of these devices are used at relatively low frequencies, and all

have the common feature of offering extremely low noise operation [Tesche and
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Figure 4.1: Microstrip design of the SQUID. (a) Conventional SQUID amplifier
(b) Microstrip SQUID amplifier (MSA). The microstrip geometry in MSA helps
prevent a reduction in gain due to parasitic capacitance.

Clarke, 1977]. The fact that the dc SQUID is potentially a quantum limited ampli-

fier in the microwave regime was recognized long ago [Koch et al., 1981], but not

exploited in practice until the Axion Dark Matter eXperiment (ADMX) provided a

powerful motivation [Bradley et al., 2003]. This need led to the development of the

Microstrip SQUID Amplifier (MSA, Fig. 4.1) in which the input coil deposited on

(but insulated from) the washer of a SQUID acts as a resonant microstrip [Mück

et al., 1998]. Such amplifiers have achieved a noise temperature within a factor

of two of the standard quantum limit [Caves, 1982; Mück et al., 2001; Kinion and

Clarke, 2011]. More recently, new designs have appeared intended to extend the

frequency of operation to frequencies as high as 10 GHz, aimed at the readout

of superconducting qubits [Hoffman et al., 2011] and the detection of microme-

chanical motion [Etaki et al., 2008]. These include incorporation of a gradiometric

SQUID at the end of a quarter wave resonator [Spietz et al., 2008] and the direct

injection of the microwave signal from a quarter wave resonator into one arm of

the SQUID ring [Ribeill et al., 2011; Hover et al., 2012].

Besides having desirable properties such as high gain, wide bandwidth and

near quantum-limited operation, microwave SQUID amplifiers (MWSAs) — un-

like conventional Josephson parametric amplifiers [Castellanos-Beltran and Lehn-

ert, 2007; Yamamoto et al., 2008; Bergeal et al., 2010a; Vijay et al., 2009; Metcalfe
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et al., 2007] — also offer an intrinsic separation of input and output channels of the

signal that makes them unique among amplifiers based on Josephson tunnel junc-

tions. They would be especially well suited as a preamplifier in the measurement

chain for superconducting devices by eliminating the need for channel separation

devices, such as circulators and isolators, between the sample under test and the

first amplification stage. Although MWSAs have been successfully used experi-

mentally, questions pertaining to their nonlinear dynamics and ultimate sensitiv-

ity as amplifiers have continued to remain challenging problems. Previous theo-

ries include quantum Langevin simulations [Koch et al., 1981; Danilov et al., 1983]

and treatment of the SQUID as an interacting quantum point contact [Clerk, 2006].

The ultimate exploitation of the amplifier, however, requires a deeper understand-

ing of its behavior at the Josephson frequency and its harmonics. Besides being

valuable for practical considerations, such understanding may help discern the

cause of intrinsically nonreciprocal operation of the MWSA that has hitherto re-

mained an open question. This concern is especially relevant to applications such

as qubit readout where the amplifier backaction may prove to be the Achilles’

heel. In this work, we develop an ab-initio theoretical framework to understand

the high frequency dynamics of the SQUID in detail. In addition to giving us cru-

cial insights into the amplifying mechanism of the MWSA and its nonreciprocal

response between the input and output signal channels, this approach enables us

to calculate the experimentally relevant quantities such as available gain, added

noise and directionality at operating frequencies of interest. We will begin by re-

viewing the basics of the SQUID circuit.

4.1 Analytically Solvable Model for the dc SQUID

In this section we present the details of the harmonic balance treatment of the

MWSA. The dc SQUID is biased in the voltage regime — in contrast to the usual
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Figure 4.2: Circuit schematic of a conventional MWSA. The SQUID consists of
two Josephson junctions, arranged in a superconducting loop, with inductance
L. The loop is biased using a static current source IB and an external flux Φext.
An input voltage V 1 generates an oscillating current in an input coil inductively
coupled to the SQUID thus inducing a small flux modulation δΦ of the flux en-
closed by the loop. For optimal flux bias [Φext = (2n+ 1)Φ0/4] that maximizes the
flux-to-voltage transfer coefficient VΦ ≡ (∂V 2/∂Φext)IB , this causes a large output
voltage V 2 = VΦδΦ to develop across the ring. Thus the device behaves as a low
impedance voltage amplifier.

Josephson parametric amplifiers operated in the zero voltage state with the phase

excursions of the Josephson junction confined to a single cosine well — and has

the dynamics of a particle sampling various wells of a two-dimensional tilted

washboard [Clarke and Braginski, 2004] which is kind of a curved egg crate (Fig. 4.3).

USQUID

2EJ
(ϕD, ϕC) =

1

πβL

(
ϕD − ϕext

2

)2

− cosϕD cosϕC − IB
2I0

ϕC . (4.1)

The presence of a dc bias current IB greater causes a tilt while imposing an exter-

nal flux in the loop ϕext = 2πΦext/Φ0 shifts the position of maxima and minima

of the cosine term in the potential. Here I0 is the critical current of each junction,

βL ≡ 2LI0/Φ0 denotes a dimensionless parametrization of the SQUID loop induc-

tance and Φ0 = h/2e is the flux quantum. AlsoEJ represents the Josephson energy

and I0 denotes the critical current of each junction. We have introduced the com-

mon, ϕC = (ϕL+ϕR)/2, and differential, ϕD = (ϕL−ϕR)/2, mode combinations of
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(a) (b)

USQUID

2 E
J

Figure 4.3: SQUID potential profile. The SQUID potential plotted as a function
of phases of the two junctions ϕL,R for (a) IB = 0 and ϕext = 0. (b) IB = 2.2I0 and
ϕext = 0. Here βL = 5.

the phases of two junctions that form the axes of the two-dimensional orthogonal

coordinate system.

For the purpose of our analysis, we consider the circuit in Fig. 4.4(a). The

key idea is to treat the SQUID like a parametric frequency converter, pumped

by a carrier which is a combination of different Josephson harmonics generated

due to the evolution of the “phase” particle in the running state of the device.

We perform our analysis in the paradigm of input-output theory (Appendix B),

generalized to take into account the phase running in the 2D tilted washboard.

In the spirit of the input-output analysis of the circuit, we replace the resistive

shunts across the junction with semi-infinite transmission lines [cf. Fig. 4.4(b)] of

characteristic impedance ZC = R, following the Nyquist model of dissipation.

Thus the shunts play the dual role of dissipation as well as that of the ports (or

channels) used to address and drive the device. This allows us to switch from

a standing mode representation in terms of lumped element quantities such as

voltages and currents to a propagating wave description in terms of signal waves

travelling on the transmission lines. The amplitude of these waves is given by the
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well known input-output relation [Yurke, 2004],

A
in/out
i (t) =

V i

2
√
ZC
∓
√
ZCI

i

2
; i ∈ {L,R}. (4.2)

where V i and I i denote the voltage across the shunt resistance and current flow-

ing in the shunt resistance respectively. From Eq. (4.1), we can write down the

common mode current, IC = (IL + IR)/2, and differential mode current, ID =

(IL − IR)/2, flowing in the shunts by identifying ϕC,D as the relevant position

variables. The current in each mode can thus be interpreted as the “force” [De-

voret, 1995] that follows directly from the Hamilton’s equation of motion as

IC,D

I0

=
∂

∂ϕC,D

(
USQUID

EJ

)
, (4.3)

which yields

ω̂C =
ωB
2
− ω0 sinϕC cosϕD1 (4.4a)

ω̂D =
ω0

πβL
(−2ϕD + ϕext)− ω0 cosϕC sinϕD. (4.4b)

Here we have expressed the currents in equivalent energy units,

ω̂C ≡ ICR

ϕ0

; ω̂D ≡ IDR

ϕ0

(currents) (4.5)

ωB ≡
IBR

ϕ0

; ω0 ≡
I0R

ϕ0

(characteristic currents), (4.6)

with ϕ0 = Φ0/(2π). Including a capacitance across the junction gives an additional

term, involving a second-order derivative of the common and differential mode

fluxes, of the form −ωBΩcϕ̈
C,D with Ωc = 2πIBR

2C/Φ0, on the right-hand side of

Eq. (4.4).This parametrization of capacitance, motivated by calculational simplic-

ity, leads to a plasma frequency (ωpl ≡ (I0/ϕ0C)1/2) that decreases with decreasing
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Figure 4.4: Equivalent input-output model of the SQUID. (a) The bare SQUID
loop without the input coupling circuit. As noted in Fig. 4.2, the circuit has two
static biases - a common mode bias current IB and a differential mode external
flux Φext. There is also a capacitance C across each junction, not shown here for
simplicity. (b) Equivalent SQUID circuit under Nyquist representation of shunt
resistances and separate static current biases ILB and IRB for each junction. The
common mode bias current IB now corresponds to the even combination of two
external bias currents −(ILB + IRB )/2 while the external flux Φext corresponds to the
differential combination of the two current sources L(ILB − IRB )/2. The oscillating
signals are modelled as incoming and outgoing waves travelling on semi-infinite
transmission lines, representing the shunt resistances across the two junctions. (c)
Effective junction representation for evaluating the signal response of the device.
Here, we have replaced the junctions biased with a static current with effective
junctions pumped by the Josephson harmonics (represented by a “glowing” cross
with a pumping wave) generated by phase running in the voltage state of the
junction.

bias current towards I0. The more conventional parametrization which maintains

a constant plasma frequency for all values of bias currents can be implemented in
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a more comprehensive calculation aided by numerical techniques.

Equation (4.4) represents a subtle current-phase relationship for the two junc-

tion system, analogous to the first Josephson relation. We note that Eq. (4.4) can al-

ternatively be derived using a first-principle Kirchhoff’s law analysis of the circuit

in Fig. 4.4(a). Similar to the currents, we can define the common and differential

mode voltages as,

qωC ≡ V C

ϕ0

; qωD ≡ V D

ϕ0

. (4.7)

We note that the usual mode of operation of a dc SQUID involves an input

flux inductively coupled using an input transformer of which the loop inductance

forms one of the coils (Fig. 4.2). The input transformer, however, is an empirical

artifact required to ensure the impedance matching with the input impedance of

the SQUID at a desired frequency. It is not crucial from the point of view of device

characteristics, however, as it is the SQUID which provides amplification and all

the relevant nonlinear dynamics of the device. In the ensuing analysis we do not

employ a separate input port, but rather consider a direct input coupling through

the differential mode of the ring which couples to the flux in an analogous man-

ner [Fig. 4.4(b)]. Such a scheme may also prove beneficial for a practical device

to overcome the problem of low coupling at high signal frequencies, as recently

shown experimentally using a SLUG (Superconducting low-inductance undula-

tory galvanometer) microwave amplifier [Ribeill et al., 2011; Hover et al., 2012].

We shall revisit the question of de-embedding the SQUID circuit impedance, as

seen from a matched input port, while calculating the power gain of the device in

sec. 4.3.
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4.1.1 Harmonic balance treatment

Using the input-output relation of Eq. (4.2) with Eqs. (4.4) and (4.7), we obtain the

equations

qωC,D(t) = ω̂C,D(t) + 2ωinC,D(t). (4.8)

for common and differential mode circuit quantities. We perform our analysis in

the paradigm of input-output theory and employ the method of harmonic bal-

ance to study the driven dynamics of the device. Since the dc SQUID is biased

in the voltage regime — in contrast to the usual Josephson parametric amplifiers

operated in the zero voltage state with the phase excursions of the Josephson junc-

tion confined to a single cosine well — the input-output analysis thus needs to be

generalized to take into account phase running evolution in this two-dimensional

potential. We account for the non-zero velocity of the phase particle by assuming

two parts to its solution for each variable of interest (ϕC and ϕD),

ϕC = ωJt+ δϕC(t) (4.9)

ϕD = φ0 + δϕD(t), (4.10)

where ωJt and φ0 represent the average static values of the common and differen-

tial mode phases [cf. Eq. (4.14)]. Just as in the case of RSJ discussed in section 3.2.1,

we separate the time-varying perturbative components δϕC(t) into two parts:

δϕC,D(t) = ΠC,D(t) + ΣC,D(t). (4.11)

Here ΠC,D(t) refer to the components at Josephson frequency ωJ and its harmonics

associated with each of the spatial modes C and D. The term ΣC,D(t) includes

the components oscillating at signal frequency ωm and the resultant sidebands
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Figure 4.5: Frequency landscape of common and differential modes of the
SQUID. The solid and the dashed arrows represent different frequencies and re-
spective conjugates. The tall arrows show the Josephson harmonics generated
internally in the running state of the device. The small input signal frequency
ωm and different sidebands generated by mixing with Josephson harmonics are
shown with shorter arrows. In the common mode the black arrow at zero fre-
quency denotes the external dc bias.

ωn = nωJ + ωm generated by wave mixing via the nonlinearity of the SQUID:

ΠC,D =
K∑
k=1

p
x,(C,D)
k cos kωJt+ p

y,(C,D)
k sin kωJt (4.12)

ΣC,D =
+N∑

n=−N

sx,(C,D)
n cos(nωJ + ωm)t+ sy,(C,D)

n sin(nωJ + ωm)t. (4.13)

Such an approach allows us to perform a self-consistent determination of the

working point of the device established by static bias parameters (the static bias

current IB and external flux Φext shown in Fig. 4.2). This involves deriving the re-

sponse of the SQUID at zero frequency and at the Josephson oscillation frequency

ωJ , which are intimately related through the second Josephson relation

〈qωC〉 = Vdc/ϕ0 = ωJ , (4.14)
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where Vdc is the static voltage that develops across the SQUID loop biased in the

running state. We note that the number of Josephson harmonics included in the

analysis [i.e. K in Eq. (4.12)] is determined by the order of expansion of the junc-

tion nonlinearity in δϕ. This in turn is determined by the bias condition of the

device set by the bias current IB. Analogous to the RSJ case (cf. Fig. 3.3), as IB is

reduced towards I0, the characteristics of the device become increasingly nonlin-

ear and higher Josephson harmonics become more significant. We can, therefore,

calculate the response perturbatively by expanding each of the coefficients p and

s in Eqs. (4.12)-(4.13) as a truncated power series in the reduced bias parameter

ε ≡ I0

IB
=
ω0

ωB
. (4.15)

The degree of the resultant polynomial evaluation of p, s coefficients is set by

the desired order of expansion in δϕ. As ε ≤ 0.5 (or equivalently IB > 2I0) for

the SQUID to operate in the running state at any value of flux bias [Clarke and

Braginski, 2004], which is the regime of interest for the SQUID to be operated as

a voltage amplifier, it provides a convenient small parameter of choice ensuring

rapid convergence of the perturbation series method. Furthermore this parameter

serves as the effective strength of the different Josephson harmonics which play a

role analogous to the strong “pump” tone of conventional parametric amplifiers

[Bergeal et al., 2010a].

4.2 Calculation of SQUID Dynamics

4.2.1 Steady state response: I–V characteristics

We first derive the response at zero frequency and at the Josephson oscillation

frequency ωJ in a self-consistent manner. The analysis is exactly on the lines out-
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Figure 4.6: Static transfer function of the SQUID calculated as a function of two
bias parameters ε = ω0/ωB at ϕext = π/2 (Φext = Φ0/4) for (a) strongly over-
damped (ΩC = 0) and (b) intermediately damped junctions (ΩC = 1). The (black)
triangles represent the transfer function calculated from the exact numerical in-
tegration of the SQUID equations. The (green) circles correspond to the K = 1
evaluation including only the Josephson frequency [ Eq. (4.12)]. This first order
evaluation does not show any voltage modulation with flux as there is no coupling
between the common and differential modes at this order. The (blue) squares and
(red) diamonds correspond to an evaluation including the second (K = 2) and
third Josephson (K = 3) harmonic respectively. The corresponding curves repre-
sent interpolating polynomials. In both plots, the agreement of the perturbative
series with exact numerical solution improves on including higher order correc-
tions corresponding to contributions of higher Josephson harmonics.

lined in section 3.2.1 but now instead of a single spatial mode we have two spatial

modes — common and differential. As before, we self-consistently evaluate the

working point of the SQUID in steady state along with the strength of the vari-

ous Josephson harmonics. This is done assuming no oscillating input drive at the

Josephson frequency and its harmonics. We obtain a set of boundary conditions

of the form

qω[kωJ ]− ω̂[kωJ ] = 0 k ∈ [0, K]. (4.16)

We solve this set of simultaneous equations to calculate the strength of the vari-

ous Josephson harmonics generated internally from the static bias due to the junc-

tion nonlinearity along with the zero frequency characteristics. Figure 4.6 shows
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a plot of static transfer function υΦ = ∂〈ωC〉/∂ϕext obtained using perturbative

series method to determine the coefficients pC,Dk [Eq. (4.12)], as described in the

section 3.2.1 for RSJ case. The agreement between the exact numerical calculation

and perturbative analytical calculation improves on increasing the order of the

perturbation series evaluation by including mixing processes mediated by higher

Josephson harmonics. Further, from the differential mode dc calculation, we ob-

tain a relation for the steady state phase angle between the two junctions in the

ring as,

φ0 =
ϕext

2
+ βL

K∑
k≥2

ckε
k sinϕext, (4.17)

where the coefficients ck are of order unity. Thus, we see that the average values

of both the explicit dc bias parameters namely ε (common) and ϕext (differential)

participate in establishing each of the implicit dc biases – Vdc (or equivalently ωJ )

for the common mode and φ0 for the differential mode. The contributions arising

from the bias current, as shown in Eq. (4.17), lead to a rolling of the static phase

difference along the SQUID loop that manifests itself as the change in curvature

of the transfer function curves shown in Fig. (4.6). Furthermore we note that, as

indicated by the steady state calculation, the flux dynamics of υΦ evaluated using

the truncated harmonic series calculation are ‘slower’ or shift to higher values of

bias with respect to the exact numerical results. Nonetheless, the predicted magni-

tudes are comparable and hence the theory is capable of making semi-quantitative

predictions in an analytically tractable manner. The major merit of this approach

over conventional methods lies in the natural extension offered for the study of

higher frequency dynamics as discussed in the following sections.
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4.2.2 Steady state response: Josephson harmonics

On solving the set of equations represented by Eq. (4.16) at Josephson frequency

and its harmonics, we find that for zero (or integer) flux quanta in the loop, Φext =

0,

ΠC(t) =
K∑
k=1

fC(ε) cos(kωJt) + gC(ε) sin(kωJt) (4.18a)

ΠD(t) = 0, (4.18b)

i.e. there is no coupling between the common C and differential D modes of

the device, as also corroborated by Fig. 4.7(a) where no movement along the dif-

ferential coordinate (2ϕD = ϕL − ϕR) takes place as the particle moves along

(2ϕC = ϕL + ϕR). On the other hand, for Φext = Φ0/2, though the particle under-

goes a zig-zag motion in the potential coupling C and D, due to symmetry of the

trajectory shown in Fig. 4.7(c), only even harmonics of the Josephson oscillation

are generated in the common (C) mode and only odd harmonics are generated in

the differential (D) mode

ΠC(t) =
K∑
k=1

fC(ε) cos(2kωJt) + gC(ε) sin(2kωJt) (4.19a)

ΠD(t) =
K∑
k=1

fD(ε) cos[(2k − 1)ωJt] + gD(ε)[sin(2k − 1)ωJt]. (4.19b)

Here fC,D(ε) and gC,D(ε) are polynomial functions of reduced bias parameter ε.

For quarter flux in loop, Φext = Φ0/4, in addition to coupling between the C and

Dmodes, there is an asymmetry in the trajectory in the SQUID potential [reflected,

for instance, in the relative size of contours around minima shown in Fig. 4.7(b)].

This leads to generation of both odd and even harmonics in each of the common
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(a) (c)(b)

Figure 4.7: Phase trajectory in 2D SQUID potential. The two contour plots above
show the projection of the tilted washboard potential calculated with IB = 0 and
βL = 5 for different values of flux frustration in the loop (a) ϕext = 0 (mod 2nπ), (b)
ϕext = π/2 (mod 2nπ) and (c) ϕext = π (mod 2nπ). The pale orange points denote
the positions of numerically evaluated potential minima, across which the phase
particle hops charting out the trajectory shown with dashed black lines (adapted
from [Clarke and Braginski, 2004]).

and differential modes.

ΠC(t) =
K∑
k=1

fC(ε) cos(kωJt) + gC(ε) sin(kωJt) (4.20a)

ΠD(t) =
K∑
k=1

fD(ε) cos(kωJt) + gD(ε) sin(kωJt). (4.20b)

We have already seen in chapter 3 that such pump configurations can implement

asymmetric frequency conversion protocols 2. In the following section we will see

how they lead to directional gain in the SQUID amplifier.

4.2.3 RF response: Scattering Matrix

We now study the rf dynamics using a perturbative series expansion around the

working point, established by static bias parameters (the static bias current IB and

2It is instructive to note that the transfer function of SQUID is also maximum for Φext = Φ0/4
(see Fig. 4.6 and [Clarke and Braginski, 2004]).
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external flux Φext shown in Fig. 4.2), evaluated in the last section. The aim is to

calculate signal amplitudes of the relevant modes, by including the ΣC,D(t) term in

our analysis and considering all the mixing processes with the pumps evaluated

in the last section, permitted by the harmonic balance of Eqs. (4.4), (4.7) and (4.8).

This is equivalent to the representation shown in Fig. 4.4(c), where we model the

mixing of the input signal by the SQUID as a parametric interaction with different

Josephson harmonics playing the role of an effective “colored” pump. In the limit

of a small amplitude input signal, which is the relevant limit for most practical

situations, we can then introduce a linear response description of the dynamics as

an admittance matrix seen from the ports. This can be obtained from the current-

phase and voltage-phase relationship [Eqs. (4.4),(4.7)] as

 qωC

qωD

 =

 qMCC
qMCD

qMDC
qMDD


︸ ︷︷ ︸

qM

 ΣC

ΣD

 (4.21)

 ω̂C

ω̂D

 =

 M̂CC M̂CD

M̂DC M̂DD


︸ ︷︷ ︸

M̂

 ΣC

ΣD

 (4.22)

yielding

Y = M̂ qM−1. (4.23)

The vectors in the equations above (bold letters) are defined in the basis of all

signal and sideband frequencies of interest, (ΣC [nωJ + ωm],ΣD[nωJ + ωm]), n ∈

[−N,+N ] leading to a 4(2N+1)×4(2N+1) admittance matrix. We further note that

the matrix is block diagonal as harmonic balance leads to two disjoint manifolds,

each of which forms a closed subspace of dimension 2(2N + 1).
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From the admittance matrix of Eq. (4.23), we can evaluate the scattering matrix

of the SQUID using the identity

S = (U + Y)−1(U− Y). (4.24)

Figure 4.8 shows the calculation for different orders in junction nonlinearity and

the relevant forward (|sCD|2) and backward scattering gain (|sDC |2). The disper-

sive mixing between various temporal modes of the system at different orders is

shown using grey arcs with the relevant Josephson harmonic acting as the pump

indicated next to them. The relative strength of the different mixing processes is

indicated by the respective widths of the arcs, with the strongest being denoted

by the thickest arcs. Also shown are plots of Π(t), the effective pumps in com-

mon (blue) and differential (red) modes at each order of the calculation. The first

order calculation shown in Fig. 4.8(a), involving only the Josephson frequency

ωJ , shows no asymmetry between the forward and backward gains (blue and red

surface plots respectively). As the nonlinearity of the device characteristics is in-

creased by reducing IB towards I0 (thus increasing the expansion parameter ε),

we extend the order of calculation by including higher order corrections due to

higher Josephson harmonics which become significant due to rapid phase run-

ning of the junctions in the two-dimensional tilted washboard. This leads to a

situation analogous to pumping of the SQUID by an effective multitone pump of

the form Π(t) =
∑K

k=1 pk cos(ωJt + φk) in both C and D modes (see Π(t) panels

in Fig. 4.8), asymmetric about t = 0 [shown in plots of Π(t) in Figs. 4.8(b) and

(c)]. The dynamics of such a system include multi-path interference involving

different Josephson harmonics. This scheme, analogous to symmetry breaking in

ratchet physics [Hanggi and Marchesoni, 2009], implements an asymmetric fre-

quency conversion protocol guided by relative phases φk of different Josephson

harmonics driving the junctions [Kamal et al., 2012]. The signal in the differential
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Figure 4.8: RF scattering response of the SQUID. Josephson harmonics and small
signal scattering gain of the SQUID calculated using harmonic balance with ex-
pansion of the sinϕ nonlinearity to (a) first, (b) third and (c) fifth order respec-
tively. Each panel shows the relevant modes of the frequency spectrum included
in the calculation at that order [Eqs. (4.12)-(4.13)]. The box panels show the re-
spective forward (|sCD|2) and backward (|sDC |2) scattering gains for a small signal
of frequency ωm processed by the SQUID. The asymmetry between forward and
backward scattering gains increases on increasing the order of calculation by in-
cluding higher Josephson harmonics and finally peaks at an optimal value of bias
parameter ε = 0.455.

mode is preferentially upconverted, coupled through higher order mixing pro-

cesses into the common mode and then preferentially downconverted into the

common mode, yielding a net forward gain from the differential mode to the com-
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mon mode. The reverse gain process from C to D is disfavored by the same rea-

soning leading to the nonreciprocal operation of the SQUID amplifier, enabling a

two-port operation for the MWSA unlike conventional paramps.

4.3 Power Gain of the SQUID

The dc SQUID operated as a two-port voltage amplifier resembles the configu-

ration of a semiconductor, operational amplifier as opposed to that of a conven-

tional parametric amplifier which is a matched device. (That is, the input and

output impedances are identical to the impedances of the transmission lines or

coaxial cables). In this sense the MWSA is the magnetic dual of the rf SET (sin-

gle electron transistor) [Devoret and Schoelkopf, 2000]. The dc SQUID amplifies

an input current (directly coupled as in this analysis or coupled as a flux via an

input transformer), and has a much lower impedance than the electromagnetic

environment in which it is embedded. Conversely, the rf SET amplifies an input

voltage, and has a much higher impedance than the electromagnetic environment

in which it is embedded. The true power gain of either device, as seen from the

ports, thus involves a de-embedding of the device characteristics. In the case of

the SQUID, this requires a translation from the matched (or scattering) descrip-

tion based on the input-output theory considered in this paper to the operational

amplifier (op-amp) or hybrid representation that is well suited for describing an

unmatched amplifier such as the microwave MWSA.

The hybrid matrix describing a two-port amplifier is of the form [Clerk et al.,

2010]

 V (2)

I(1)

 =

 λV Zout

Yin λ
′
I

 V (1)

I(2)

 . (4.25)
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The power gain for such an amplifier is given by

GP =
P out

P in
=

(V (2))2/Re[Zout]

(V (1))2/Re[Zin]

=
λ2
V

Re[Yin]Re[Zout]
, (4.26)

where λV represents the voltage gain of the amplifier, Yin is the input admittance

and Zout is the output impedance. Equation (4.26) calculates the effective gain of

an equivalent “matched” device accounting for the impedance mismatch at the

input and output ports. 3

In principle, the calculation of quantities in Eq. (4.25) can be performed using

the scattering matrix evaluated in Eq. (4.24) [Clerk et al., 2010], nonetheless it is

advantageous to transform to a description that is more natural in describing the

relationship between standing mode current and voltage variables. We find that

an impedance matrix (Z) representation is well suited for such a purpose due to

its rather straightforward mapping to the standing mode quantities of Eq. (4.25).

Using the Y-matrix derived in Eq. (4.23), we can write the impedance matrix Z of

the dc SQUID as

Z = (U + Y)−1 (4.27)

with

 qωC

qωD

 =

 zCC zCD

zDC zDD

 ω̂C

ω̂D

 . (4.28)

3One way to see this is that, in the zero reverse gain limit, Eq. (4.26) translated in scattering
language gives us |S21|2

(1−|s11|2)(1−|s22|2) . Here |S21|2 is the usual forward scattering gain from a signal
entering port 1 and leaving port 2, while the denominator is normalization to account for actual
power that enters and leaves the device after reflections at the input and the output. In Ref. [Spietz
et al., 2008], they calculate the power gain of a microwave SQUID amplifier using these arguments.
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Here, as before, qω, ω̂ are vectors defined in the space of all signal and sideband

frequencies of interest. Also U is an identity matrix of appropriate dimensions

and corresponds to the admittance contribution due to resistive shunts across the

junctions.

The next step is to make the translation from the impedance matrix derived in

the common and differential mode basis to the two-port description of Eq. (4.25).

This requires an identification of the correct “input” and “output” voltages and

current for the circuit in Fig. 4.4(a). As the SQUID readout involves measurement

of the voltage developed across it, the relevant output quantities are related to the

common mode quantities as V (2) = V C and I(2) = 2IC . The translation to the

input variables of the hybrid representation is more subtle. For this purpose, we

first note that in the conventional SQUID operation, the input flux coupled into the

ring modulates the circulating current J which is, thus, the relevant input current

of the device. The equivalent input voltage that causes the flux modulation of

the circulating current can be represented by a voltage source VJ in series with

the inductance of the loop. Figure 4.9 gives a summary of the different possible

two-port representations of the SQUID used in this paper.

On interpreting the loop variables (VJ , J) described above in terms of the dif-

ferential mode voltage V D and current ID (see appendix E for details), we ob-

tain the following equivalence between the coefficients of the hybrid matrix in

Eq. (4.25) and the Z-matrix of Eq. (4.28):

λV =

(
R

iωmL

)
zCD[ωm] (4.29)

λI =

(
R

iωmL

)
zDC [ωm] (4.30)

Zout =

(
R

2

)
zCC [ωm] (4.31)

Yin = (iωmL)−1 +

(
2R

ω2L2

)
zDD[ωm]. (4.32)
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Figure 4.9: Different representations of a two-port network and analog configu-
rations for the dc SQUID. (a) Y-matrix representation defined for closed bound-
ary conditions Y ij = dI i/dV j|V k 6=j=0 for the junctions and inductance, omitting the
shunts [Eq. (4.23)]. (b) Z-matrix representation defined for open boundary condi-
tions Zij = dV i/dIj|Ik 6=j=0 including the shunts [Eq. (4.27)]. (c) (Hybrid) H-matrix
or Op-amp representation defined with mixed boundary conditions [Eq. (4.25)].
In effective matrices for the SQUID, the common mode (C) and differential mode
(D) excitations of the ring play the role of ports 1 and 2, if the SQUID is addressed
using hybrids. In each panel, the quantities shown with solid arrows represent
the stimulus while those shown with dashed arrows represent the corresponding
response of the network.

Using the above translation in Eq. (4.26), we find an expression for the power gain

purely in terms of Z-matrix coefficients,

GP [ωm] =
|zCD[ωm]|2

Re[zCC [ωm]Re[zDD[ωm]]
. (4.33)

Figure 4.10 shows the power gain of the device as a function of bias and in-
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Figure 4.10: Power gain of the MWSA calculated with K = 3, N = 2, taking
into account the modification of the input and output impedances of the device
by matched loads. The parameters are Φext = Φ0/4, βL = 1 and ΩC = 1. (a)
Power gain versus bias parameter ε = ω0/ωB calculated for a fixed input fre-
quency ωm = 0.01 ω0. The solid curve is an interpolating polynomial of degree
two. (b) Power gain versus input frequency ωm/ω0 calculated with bias param-
eter fixed at ε = 0.455, the optimum value for attaining minimum noise tem-
perature [see Fig. 4.12(a)] at low frequencies (ω � ω0). The fit is of the form
GP (linear units) = [0.006/(ωm/ω0)2] + 2.

put frequency, calculated using Eq. (4.33). The power gain increases quadrati-

cally with decreasing input signal frequency, , a result corroborated by a simple

quasistatic treatment presented in Appendix F. This result also agrees well with

that derived for generic quantum-limited linear detectors in Ref. [Clerk et al.,

2010] where it was shown that power gain scales as (kBTeff/~ωm)2. Here, Teff is

the effective temperature of the detector. The characteristic Josephson frequency,

ω0 = 2eI0R/~ = kBTeff/~, thus sets the effective temperature of the MWSA and

the scale of power gain.

The reverse power gain of the device be calculated in a similar manner as [cf.

Eq. (4.25)]

Grev
P =

(I(1))2Re[Zin]

(I(2))2Re[Zout]
=

λ2
I

Re[Yin]Re[Zout]

=
|zDC [ωm]|2

Re[zCC [ωm]Re[zDD[ωm]]
. (4.34)
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parameter ε and reduced input frequency ωm/ω0. The red dots represent high
directionality and blue dots represent low directionality. The parameters used
were the same as those in Fig. 4.10.

The asymmetry between forward and reverse gain, which follows directly from

the asymmetric scattering gain discussed in the previous section, is a strong func-

tion of the bias ε (cf. Fig. 4.11); furthermore we see that the optimal bias for maxi-

mum power gain is not the same as that for maximal directionality. We note that

the results presented here have been obtained with a truncated harmonic series

excluding all Josephson harmonics above 3ωJ . In a real device, the achievable

isolation between forward (differential-to-common) and backward (common-to-

differential) gain channels maybe quantitatively different due to the presence of

the neglected higher order interferences.

4.4 Noise Temperature

In this section, we evaluate the noise added by the dc SQUID operated as a voltage

amplifier. The noise added by a system can be quantified by its noise temperature,
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TN , defined as

TN = AN
~ω
kB

(4.35)

where AN represents the Caves added noise number [Caves, 1982]. This noise

temperature corresponds to the effective input temperature of the amplifier ob-

tained by referring the added noise measured at the output to the input, and is

quantified in terms of energy quanta per photon at signal frequency. For a phase

preserving amplifier, such as the MWSA, the minimum possible noise tempera-

ture corresponds to half a photon of added noise, that is, A = 0.5.

Using the hybrid representation developed in the previous section and Ap-

pendix E, we write the noise inequality for the MWSA as,

kBTN ≥
√
S̄V CV C S̄JJ − Re[S̄V CJ ]2 − Im[S̄V CJ ]

λV
, (4.36)

where S̄V V represents the spectral density of the voltage fluctuations at the output,

S̄JJ represents the spectral density of the circulating current fluctuations and S̄V J

is the cross-correlation between the voltage and current fluctuations.

As in the case of power gain, we can evaluate the spectral densities in Eq. (4.36)

from the Z matrix of the SQUID derived in Sec. 4.3. This exercise is enabled by the

fact that the input-output theory treats the deterministic signal input and noise of

the system on equal footing. We note that this is equivalent to the assumption that

the response of the system to input noises is linear, i.e., the fluctuations of I and

V are linear in the fluctuations of the input noise operators. This is not apriori

obvious for a nonlinear system such as the SQUID. Linear response can always

be justified when calculating response coefficients such as the power gain, as one

could in principle always make the input signal (or the perturbation) arbitrarily

small. In contrast one cannot, in general, make the magnitude of the input noise
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operators arbitrarily small. However, we can justify such a small-signal linearized

approach for noise analysis of the SQUID as the typical photon energy at the fre-

quencies of interest, the Josephson frequency and its first few harmonics, is much

smaller than the energy dissipated per turn of the SQUID running phase because

of the low Q of the Josephson oscillations. We can illustrate this, heuristically, by

estimating the magnitude of the voltage fluctuations about the working point in

the running regime of the junctions. For this purpose, we evaluate the zero-point

fluctuations of the common mode voltage as

〈∆V C
ZPF 〉 = ωJ〈ΦC

ZPF 〉

= ωJ

√
~Z0

2
(4.37)

where Z0 represents the device impedance. Using the above relation, in conjunc-

tion with Eq. (4.14) to fix the value of 〈V C〉, we obtain

〈
∆V C

ZPF

V C

〉
=

√
Z0

2Rq

� 1. (4.38)

Thus, due to SQUID being a low impedance device, with impedance Z0 much

less than the reduced superconducting resistance quantum Rq ' 1 kΩ, the mean

voltage fluctuations are much smaller than the average voltage across the device

making the linear response a valid approximation even when one takes quan-

tum fluctuations into account. In light of the above argument we can calculate

the SQUID response to noise, both in the thermal and quantum regimes, simply

by replacing the input current signal with a noise signal described by a spectral

density of the form

S̄II [ω] = 2~ωRe[Y [ω]] coth

(
~ω

2kBT

)
. (4.39)
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Treating the noise and deterministic signal on the same footing, we can then use

the Z matrix to write the voltage noise spectral density in the common mode as

S̄V CV C =
N∑

n=−N

|zCC0n |2S̄ICIC [nωJ + ωm] +
N∑

n=−N

|zCD0n |2S̄IDID [nωJ + ωm].

(4.40)

Here, the first sum accounts for the contribution to the noise arising from the

common mode signal (n = 0) and sidebands about the Josephson harmonics

(n = ±1,±2) included in the calculation; the second sum accounts for the noise

generated in the common mode output signal by the differential mode signal and

sidebands, arising from coupling between C and D modes. Similarly, we can cal-

culate S̄JJ as

S̄JJ =
4

ω2
mL

2
S̄V DV D , (4.41)

by making the identification J = 2V D/(iωL). Here, as before, we calculate SV DV D

from the Z matrix:

S̄V DV D =
N∑

n=−N

|zDC0n |2S̄ICIC [nωJ + ωm] +
N∑

n=−N

|zDD0n |2S̄IDID [nωJ + ωm].

(4.42)

Finally, for SV J we have

S̄V CJ =
−2

iωmL

(
N∑

n=−N

zCC0n z
DC∗
0n S̄ICIC [nωJ + ωm]

+
N∑

n=−N

zCD0n z
DD∗
0n S̄IDID [nωJ + ωm]

)
. (4.43)

Figure 4.12 shows plots of the Caves noise number AN of the device, calculated in
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Figure 4.12: Caves added noise number for the MWSA. calculated using the
harmonic balance analysis with K = 3, N = 2 as a function of (a) ε = ω0/ωB
for ωm = 0.01 ω0 and (b) reduced input frequency ωm/ω0 with ε = 0.455. In both
plots, (round) black markers show the noise number A′N = TN/T obtained in the
thermal regime kBT � ~ωm, while (square) green markers show the noise number
AN = kBTN/~ωm calculated in the quantum regime kBT � ~ωm. The solid curves
represent interpolating polynomials. The quantum calculation gives a minimum
value for AN = kBTN/~ωm ≈ 0.5, attained at ε = 0.455, corresponding to one-
half photon of added noise (shown using dashed line). The optimal value of bias
current for minimum added noise does not coincide with that for achieving the
maximum power gain [Fig. 4.10(a)] or directionality (Fig. 4.11).

both the thermal regime [kBT � ~ωm and hence all the terms in Eqs. (4.40)-(4.43)

contribute equal amount of noise power] and quantum regimes [kBT � ~ωm and

hence each term in Eqs. (4.40)-(4.43) contributes an amount proportional to its

frequency in accordance with Eq. (4.39)].

The optimum bias point for minimum noise corresponds to the bias for maxi-

mum scattering gain [Fig. 4.8(c)] rather than for the maximum power gain [Fig. 4.10(a)].

This result follows from the fact that the added noise is a property of the bare

SQUID without any matching to input and output loads. In the case of conven-

tional parametric amplifiers, the minimum noise indeed occurs at the maximum

scattering gain. Furthermore, the partial cross-correlation between the output

voltage noise across the SQUID and the supercurrent noise circulating in the loop

is crucial to minimizing the noise in both thermal and quantum regimes. We also

note that for low enough signal frequencies, the calculated added noise number is
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found to saturate at a value slightly below the quantum limit of one half-photon

at the signal frequency. This result, we suspect, is due to the fact that at the bias

for minimum noise, the reverse gain is substantial and hence the isolation is not

perfect (Fig. 4.11). The quantum limit of one half-photon is a limiting value calcu-

lated for ideal detectors with zero reverse gain and high forward gain [Clerk et al.,

2010], a condition which is not satisfied at the optimal noise bias in our calcula-

tion. Finally, our calculation shows that the minimum noise number is achieved

only when the signal frequency is much lower than the characteristic Josephson

frequency ω0 = 2πI0R/Φ0, and increases significantly with increasing signal fre-

quency.

4.5 Discussion

SQUID as a measurement amplifier for superconducting qubit readout offers the

benefit of nonreciprocal amplification over conventional reflection-based paramps.

This property besides being most desirable has also been the least understood

characteristic of MWSAs. By a rather straightforward generalization of input-

output theory, we perform a first-principles analysis of the microwave SQUID

amplifier (MWSA). In this paradigm we treat the SQUID biased in its running

state as a parametric amplifier pumped by a combination of Josephson harmonics

generated internally by the motion of the phase of the junctions, which allows a

fully self-consistent description of both the static and rf dynamics of the device.

The scattering matrix calculation helped us to derive the nonreciprocal gain char-

acteristics from first principles and showed the crucial role played by the higher

Josephson harmonics in nonreciprocal operation of MWSA. It can be thought as

a consequence of two-stage parametric frequency conversion, with preferential

upconversion in the differential (input) mode followed by a preferential down-

conversion in the common (output) mode.
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Figure 4.13: SNR deterioration in MWSA with signal frequency. Calculated
power gain of a microwave SQUID amplifier as a function of signal frequency
(normalized by a characteristic Josephson frequency ω0 = 2πI0R/Φ0) for two bias
currents. The color of the respective dots represents the calculated noise tempera-
ture. Signal to noise ratio deteriorates with increase in signal frequency for a fixed
bias with the minimum noise temperature corresponding to noise number of 0.5
(half-a-photon of added noise) achieved only at low frequencies for an optimal
bias (ε = 0.455 according to Fig. 4.12). Also, as we demand higher power gain by
changing the bias, the noise number deteriorates for a given frequency.

One of the most important insights offered by this analysis is the deterioration

of signal-to-noise ratio of the MWSA with increase in signal frequency ωm, best

depicted by a plot shown in Fig. 4.13. We find that the power gain of the matched

SQUID amplifier decreases quadratically with reduced signal frequency ωm/ω0.

Further, though the MWSA achieves quantum-limited noise performance for op-

timal flux and current biases and for signal frequencies significantly lower than

the characteristic Josephson frequency ω0 = 2πI0R/Φ0, the added noise increases

significantly with increasing frequency. In addition, the simultaneous optimiza-

tion of gain, directionality and noise is a delicate operation since the optimal biases

for these three properties do not coincide; for instance optimal bias for minimum

noise does not necessarily translate into maximum power gain.
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The SNR deterioration with frequency can be alleviated by using junctions

with higher values of critical currents. With the present technology for niobium

junctions, critical current densities of tens of microamperes per square micron

are readily achievable. This translates into characteristic frequencies of about 100

GHz, which should be sufficient to achieve lower noise at GHz frequencies pro-

vided hot electron effects due to dissipation in the shunts are mitigated [Wellstood

et al., 1994]. Based on our calculation, at the working point for minimum added

noise, A ≈ 0.5, power gains of 15− 18 dB and directionality of around 5− 8 dB are

obtained. However, higher power gains of 20− 30 dB and directionality of 10− 12

dB can be realized by permitting a higher noise number A ≈ 5 − 10. Though the

predicted directionality is still modest, it suffices to reduce the number of nonre-

ciprocal elements (circulators, isolators) in the measurement chain typically em-

ployed for the readout of superconducting qubits. Moreover, the noise penalty

incurred with MWSAs compares very well to standard cryogenic amplifiers such

as HEMTs whose typical noise numbers lie in the range 40 − 50 for microwave

frequencies. As far as bandwidth considerations are concerned, though the direct

coupled design analyzed here shows a steeper decrease in gain with frequency as

compared to the usual SQUID operation with a matched input coil (where gain

scales as 1/ωm [Clarke et al., 2011]), a recently reported dc SQUID amplifier [Hover

et al., 2012] using the direct coupling method demonstrated a bandwidth of sev-

eral hundred MHz for an operating frequency of a few GHz.

The results presented here are semi-quantitative, as we have performed a trun-

cation of the harmonic series at fifth order in junction nonlinearity. Nonetheless

we believe that extension of the analysis to higher orders, in conjunction with

numerical optimization techniques, can be a useful tool to analyze SQUID-based

devices due to rapid convergence offered by the harmonic series method. This

approach would allow one to evaluate the appropriate parameters, depending on
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the intended application, that yield the best compromise between gain and noise

properties.
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CHAPTER 5

Conclusions

“In physics, you don’t have to go around making trouble for yourself.

Nature does it for you.”

– Frank Wilczek

“I am not always good and noble.

I am the hero of this story, but I have my off moments.”

– P. G. Wodehouse in Love Among the Chickens

In this concluding chapter, we reflect on some open questions and future direc-

tions that may emerge from this research.

5.1 Tunable nonreciprocity with photons

This thesis work explored the phenomenon of nonreciprocal dynamics of electro-

magnetic fields using active Josephson parametric devices as the preferred frame-

work for implementation. The crux of the ideas presented here rested on the fact

that in parametric frequency conversion, the phase of the carrier (or local oscil-

lator) sets the phase of the modulated signal. Further the phases associated with

up- and downconversion between two frequency channels are equal and opposite
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(phase nonreciprocity). This phase-sensitivity of parametric frequency conversion

was employed to show that we can achieve nonreciprocity in amplitude in both

spatial channels (preferred direction for transmission) and/or temporal channels

(preferred direction for frequency conversion) by arranging successive paramet-

ric stages performing frequency mixing. Further, we showed, through the exam-

ple of microwave SQUID amplifier, that by combining such ideas it is possible to

achieve nonreciprocity with gain at a given signal frequency (or directional am-

plification). It is worthwhile to note that in both the gain-less and with-gain pro-

posals, circulation/transmission direction can be reversed by varying the relative

phase difference between the drive tones pumping the parametric stages. This

may be exploited as an unprecedented in-situ knob for controlling/steering light

at single-photon level.

In chapter 2, we proposed a scheme based on two-stage parametric up/down

conversions which breaks reciprocal symmetry of transmission and realizes a cir-

culator. Preliminary experiments with lossy mixers seem to confirm the viability

of this design and it is exciting to see that experiments with JJ-based quantum-

limited mixers have already been initiated (see Fig. 5.1). As quantum information

experiments move towards more complicated multi-qubit setups, the ‘real estate’

inside cryostats can get prohibitively expensive. In such a scenario, non-magnetic

on-chip versions of crucial, but unfortunately bulky, components like circulators

would evolve from being an interesting intrigue to a practical necessity.

In chapters 3 and 4 we extended the interferences based on phase sensitive

parametric rotations by including higher order mixing processes. Such schemes

promise to exhibit gain accompanying nonreciprocity, with (RSJ) and without

frequency conversion (SQUID). This leads to several theoretical and experimen-

tal opportunities. For instance, it will be interesting to investigate the minimal-

ity/sufficiency of such schemes of directional amplification, guided by the phases
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Figure 5.1: Double JRM based active circulator design. Circuit schematic of a
JRM based design that implements the two-stage active circulator idea presented
in chapter 2. The input signal (red) coupled to Y mode of the left JRM is first
upconverted by means of a pump (blue) coupled to its Z mode. The generated
sidebands are collected in the spatially distinct X mode which is shared with a
second JRM. The second JRM on the right downconverts the sidebands to the
original input signal frequency, using a pump phase shifted (∆φ) with respect to
the first pump. The output signal is collected in the Y mode of the second JRM.
For appropriate value of phase shift ∆φ the signal should be transmitted only
from left to right and transmission in reverse should be suppressed.

of multi-tone pumps on multiple stages. Such an exercise will be crucial for the

realization of an on-chip directional Josephson amplifier with minimal noise.

5.2 Novel dynamical cooling protocols

Another area to harness controlled non-reciprocity lies in the frequency domain

with applications such as dynamical/sideband cooling of quantum systems. Usual

schemes of dynamical cooling employ symmetric frequency conversion between

two coupled oscillators with the high frequency oscillator (which is in the ground

state at ambient temperature) acting as a reservoir for dumping excitations. This

protocol mainly relies on a large difference between photon lifetimes of the os-
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cillators to achieve ground state cooling of the low frequency oscillator. If, on

the other hand, we can implement an asymmetric frequency conversion scheme

by tuning the relative phase between successive harmonics in a colored drive,

it should be possible to preferentially shuttle photons from a low frequency os-

cillator to a high frequency one (or vice versa!). This can lead to more efficient

cooling schemes indifferent to relative frequency and lifetime differences between

the two coupled systems. Besides superconducting qubits, such a protocol can

find tremendous applications in a host of architectures which share the underly-

ing physics of nonlinear interactions with JJ circuits, for example, optomechanical

systems [Teufel et al., 2011], trapped ions [Leibrandt et al., 2009], or nuclear spins

in single/double quantum dots [Maletinsky et al., 2007]. Further, there will be

several interesting theoretical questions to answer such as what is the ultimate ef-

ficiency of such cooling mechanisms, how is the backaction physics [Clerk et al.,

2010] modified and what are the fundamental limits on quantum measurements

in the presence of such modified coupling. A long term future direction can in-

clude the implementation of high fidelity state transfer between coupled quantum

systems for quantum communication, based on such nonreciprocal protocols.

5.3 Artificial magnetic fields

The idea of replacing magnetic fields by light fields with phase gradients, as ex-

ploited in this thesis work for nonreciprocity, can find very interesting applica-

tions in conjunction with lattices of cold neutral atoms (real or artificial) as quan-

tum simulators of strongly correlated matter. The electrons on a lattice in the

presence of strong magnetic fields are a hotbed for rich physical phenomenon like

quantum hall (QH) physics that allow a dissipationless transport mechanism even

in the presence of strong disorder. For a particle of charge q on a 2D lattice, “high”

implies fields that translates into a flux ~π/q through a unit cell area (or equiv-
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alently and Aharonov-Bohm phase shift of π per unit cell) . For real electrons

on atomic dimensions, this translates into fields of the order 103 tesla. The need

for such high magnetic fields severely limits the application potential of usual

QH systems based on electrons. On the other hand, implementing such a phase

shift using light waves is entirely feasible by tuning the relative phase of the light

beams driving different sites to induce nontrivial phases in photon hopping terms

across different sites. Simulators employing networks of quantum wires, based on

JJ arrays [Masluk et al., 2012] and coupled to a light field with a phase gradient

along the wire, can be used to realize novel states such as topologically protected

chiral photonic states [Wang et al., 2008] (analogous to edge states in QH effect)

or even fractional QH states [Kane et al., 2002].
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APPENDIX A

Faraday Rotation vs Optical Activity

Both Faraday rotation and optical activity are seemingly similar phenomena in-

volving rotations of polarization of light wave propagating through a medium.

Nonetheless, while optically active materials implement reciprocal rotations which

cancel themselves on a reverse pass through the medium, Faraday rotation is non-

reciprocal and leads to a doubling of angle of rotation after a reverse pass though

the medium, as shown in Fig. 1.3. To understand this difference in greater detail,

let us briefly consider the propagation of electromagnetic waves in birefringent

media.

The two different circular polarizations of an electric field vector E can be ex-

pressed as e+ = x̂ − iŷ and e− = x̂ + iŷ denoting the right-circularly polarized or

RCP (clockwise rotation of E in the plane of polarization) and left-circularly polar-

ized or LCP (anticlockwise rotation of E in the plane of polarization) components

respectively. Here we have assumed ẑ to be the direction of propagation of the

wave. Using these circular basis vectors we can write E as,

E = x̂Ex + ŷEy (A.1)

= ê+E+ + ê−E− (A.2)
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with E± = 1/2(Ex± iEy). In the following sections, we will derive expressions for

E± components of the field propagating through an optically active and Faraday

medium respectively, elucidating the difference between the two phenomenon.

A.1 Optical Activity

Usual optically active media include chiral materials like sugar solution, or the

more famous double-helical DNA molecule. The common characteristic of such

substances is the lack of structural inversion symmetry. A useful way of express-

ing the constitutive relationships between the displacement field D and electric

field E is to model them as bi-isotropic materials which have a coupling between

electric and magnetic fields as,

D = εE− iχH, (A.3)

B = µH + iχE (A.4)

where χ describes the chiral properties of the medium. We note that bi-isotropicity

is not a necessary condition for a material to possess optical activity but such a

model for chiral media, at a single frequency, can be used to describe the prop-

erties of general optically active media. For a lossless birefringent media use of

Eq. (A.4) in third and fourth Maxwell’s equations,

ẑ × ∂zE = −iωB

ẑ × ∂zH = iωD
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leads to a set of equations that can be diagonalized by defining following linear

combinations of circular E+ and H+ components

ER
± = E± − i

√
µ

ε
H± (A.5)

EL
± = E± + i

√
µ

ε
H±.

1 (A.6)

In this basis, propagation equations assume the form

∂

∂z

 ER
±

EL
±

 =

 ∓ik+ 0

0 ±ik−

 ER
±

EL
±


which give us the following relations for circular-basis fields

E+(z) = ER
+(z) + EL

+(z) = A+e
−ik+z +B+e

ik−z (A.7a)

E−(z) = EL
−(z) + ER

−(z) = A−e
−ik−z +B−e

ik+z (A.7b)

where k± = ω(
√
µε± χ) are the wave-vectors. Here

ER
± =

1

2

(
E± − i

√
µ

ε
H±

)
(A.8a)

EL
± =

1

2

(
E± + i

√
µ

ε
H±

)
. (A.8b)

with subscripts ± denoting the forward or backward propagation and super-

scripts R, L denote right- or left-polarization. Thus, as seen from Eq. (A.7) E+(z)

circular component propagates forward with k+ and backward with k−. Further-

more, the forward moving component of E+ and the backward moving compo-

nent of E− i.e. ER
+ and ER

− are both right polarized and propagate with same wave

number k+. Similarly, left-polarized waves EL
+ and EL

− propagate with wave vec-

1See Ref. [Orfanidis, 2008] for additional calculational details.

125



tor k−. Thus, a wave of given circular polarization (left or right) propagates with the same

wavenumber regardless of its direction of propagation. This is a characteristic difference

of chiral versus gyrotropic media in external magnetic fields (see below).

Thus, propagating a linearly polarized light E = ê+A+ + ê−A− at z = 0 by a

distance l according to Eq. (A.8), we obtain

E(l) = ê+A+e
−ik+l + ê−A−e

−ik−l

= [ê+A+e
−iφ + ê−A−e

iφ]e−i(k++k−)l/2 (A.9)

where

φ =
1

2
(k+ − k−)l. (A.10)

Eq. (A.9) represents a linearly-polarized wave with plane of polarization rotated

by φ. It is straightforward to see from Eq. (A.8) that on reversing the direction of

propagation the role of k+ and k− are interchanged and hence φ→ −φ. This leads

to zero rotation for a roundtrip (outbound+reflection+inbound) pass of the wave.

A.2 Faraday Rotation

Gyrotropic media such as ferrites, in the presence of a constant external magnetic

field, have the constitutive relationships such as that shown in Eq. (1.14). In con-

junction with the D = εE, it leads to relationships of the form

E+(z) = ER
+(z) + EL

+(z) = A+e
−ik+z +B+e

ik+z (A.11a)

E−(z) = EL
−(z) + ER

−(z) = A−e
−ik−z +B−e

ik−z, (A.11b)
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Figure A.1: Faraday effect. (a) Ferrite above its curie temperature does not affect
the RCP (+) and LCP (-) circularly polarized components. (b) Faraday rotation
when ferrite below Curie temperature induces an asymmetry between propaga-
tion velocities. (c) Faraday ellipticity when ferrite attenuates the RCP and LCP
components by different magnitudes. (d) Faraday effect – a combination of (b)
and (c) (adapted from [Shinagawa, 2000]).

where, as in the case of optically active media discussed in the previous section,

we have diagonalized the electric field E in circular basis by defining

ER
± =

1

2

(
E± − i

√
µ±
ε
H±

)
, (A.12a)

EL
± =

1

2

(
E± + i

√
µ±
ε
H±

)
. (A.12b)

Here, in addition, we have defined a left/right circular permeability (µ± = µ1±µ2)

and accordingly k± = ω
√
µ±ε.

According to Eq. (A.11) the EL
±(z) circular component propagates in forward
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and backward with different wavenumbers k+ and k− respectively (same forER
±(z)).

In contrast, in case of optical activity, Eq. A.9 showed us that EL,R(z) components

propagated with same wavenumbers irrespective of propagation direction. Thus,

in a Faraday medium, a wave of given circular polarization (left or right) propagates with

different wavenumbers depending on its direction of propagation. Doing the same anal-

ysis, as in the case of optical activity, using Eq. (A.11) we find that the roles of k+

and k− remain unchanged on reversing the propagation and hence the rotation

angle doubles after a roundtrip through a Faraday medium, i.e. 2φ = (k+ − k−)l.

If the RCP or LCP waves experience different attenuation coefficients (i.e. Im[k+]

6= Im[k−]), it gives rise to Faraday ellipticity where the transmitted light is ellipti-

cally polarized with the major axis of the ellipse pointing defined by the rotated

polarization vector 2.

2Similar to Faraday rotation which is a nonreciprocal rotation on transmission through a ferrite,
there exists a nonreciprocal effect exhibited in reflection from ferromagnetic materials known as
polar Kerr effect. Besides ferrites, it has been reportedly seen in high-temperature superconductors
[Kapitulnik et al., 2009] and has recently been predicted for bilayer graphene [Nandkishore and
Levitov, 2011].
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APPENDIX B

Input-output theory

Input-output theory (IOT) is a paradigm in scattering formalism (S-matrix the-

ory) which applies to a system coupled to a heat bath. It is well documented in

the literature [Yurke, 2004] but we include a brief description here for the help of

the readers and consistency of notation. For the analysis via IOT, the resistance

(R) of a circuit is replaced with a transmission line of characteristic impedance

Zc (= R) and the voltage and the current along the line are expressed in terms

of superposition of incoming and outgoing waves (Fig. B.1). The waves repre-

sent either a signal launched on the line to drive the oscillator (pumps, signal) or

the thermal/quantum fluctuations in the line (e.g. Nyquist noise of the resistor).

The power of this semiclassical technique, apart from its calculational advantage,

lies in the provision of simple physical insights into the link between the noise

sources and dissipation. The voltages (V) and currents (I) are expressed in terms

of incoming and outgoing field amplitudes (A) are expressed as:

V (z, t) =
√
Zc
(
Aout(z, t) + Ain(z, t)

)
I(z, t) =

1√
Zc

(
Aout(z, t)− Ain(z, t)

)
(B.1)
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Figure B.1: Input-output theory. Top panel shows a damped LC oscillator driven
by an RF current source. Bottom panel shows the equivalent circuit in which the
current source and its internal resistance have been replaced by a semi-infinite
transmission line (input output analog). The two cases are equivalent from the
point of view of the LC oscillator if we make the identification ZC = R and Ain =√
RIb/2.

It is straightforward to obtain constitutive relations linking input, output and in-

ternal fields of the amplifier by imposing the appropriate boundary conditions at

the termination of the line (z=0)

V (t) = V in(t) + V out(t); I(t) = I in(t)− Iout(t) (B.2)

where we have used the relation V in/out =
√
ZcA

in/out and I in/out = Ain/out
√
Zc

.

It is useful to define the quantities a[ω] as

√
~|ω|

2
a[ω] = A[ω] (B.3)

where A[ω] = 1√
2π

∫
dtA(t) exp(ı̇ωt). Here the square brackets imply that the fre-

quency ω can be either positive or negative. The dynamics of any system can be,
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thus, written down as a matrix equation of the form 1,

aα,out[ω] =

∫ ∑
β

Sαβ(ω, ω
′
)aβ,in[ω

′
]dω

′
, (B.4)

where S denotes the scattering matrix describing the relationship between differ-

ent incoming and outgoing modes. The participating modes of the system are

indexed by (α, β) and are distinct from each other spatially (i.e. leaving or enter-

ing the system on different ports). In case the device is time-translation invariant,

the element Sαβ(ω, ω
′
) = Sαβ(ω)δ(ω − ω′ and can be interpreted directly using the

formula,

Sαβ(ω) =
aα,out[ω]

aβ,in[ω]

∣∣∣∣
aγ,in=0∀γ 6=β

(B.5)

which leads to

aγ,in = 0 ⇒ V γ + ZcI
γ = 0 [Eqs. (B.1) and (B.3)] (B.6)

⇒ V γ

Iγ
= −Zc, (B.7)

i.e. all other ports are terminated with an impedance equal to the characteristic

impedance of the line Zc (or matched).

In case the device mixes discrete frequencies or temporal channels, we can

consider the scattering as mixing of distinct tones each represented as a dirac-

delta function in the spectrum, ain[ω
′
] =

∑
j a

in
j δ(ω

′ − ωj). In this case Eq. (B.4)

simplifies to

aα,out
i =

∑
β

∑
j

Sαβij a
β,in
j , (B.8)

1There is an underlying assumption of linear response here which means that the output field
depends linearly on the input fields Aout(t) =

∫ t

−∞ S(t, t
′
)Ain(t

′
)dt

′
.
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where the subscripts index temporal channels and superscripts index spatial ports.

We note that in case of a dispersive process without gain, the scattering is restricted

to positive frequencies alone while in the case with gain the scattering mixes posi-

tive and negative frequency components.

Besides being a gauge-independent choice, unlike the Hamiltonian descrip-

tion, the scattering formalism also offers a natural generalization to a quantum

mechanical description as the normalized wave amplitudes a[∓|ω|] in Eq. (B.3)

play the role of bosonic creation and annihilation operators, as defined for a har-

monic oscillator, respectively. The input-output scattering amplitudes obey the

following well-known field theoretical commutation relation [Courty et al., 1999]

[âin/out[ω], âin/out[ω′]] = sgn[ω] δ(ω + ω′). (B.9)

The fluctuations of field creation and annihilation operators is characterized by

the corresponding noise spectrum in thermal equilibrium

〈
{
âin[ω], âin[ω′]

}
〉T = 2Saa[ω] δ(ω + ω′)

Saa[ω] = sgn(ω)

[
1

exp( ~ω
kBT

)− 1
+

1

2

]
=

1

2
coth

~|ω|
2kBT

. (B.10)

The quantity ~ωSin
aa denotes the total energy per mode and reduces to ~ω

2
in the

limit of zero temperature (vacuum fluctuations) and the classical limit of kBT in

the limit of high temperature. Eqs. (B.9) and (B.10) are valid over the entire fre-

quency range, including the negative frequencies. We can return to the conven-

tional description restricted to only positive frequencies by the identification2

â[−ω]→ â†[ω].

2This follows from the fact that the corresponding time domain amplitude A(t) in Eq. (B.3) is
real valued.
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The preceding equations lead us to define the ordered spectral density

〈Â[ω]Â[ω′]〉 =
~ω
4

[
coth

(
~ω

2kBT

)
+ 1

]
δ(ω + ω′). (B.11)

Thus, we can easily write the fluctuations of the voltage across the resistor

〈V̂ [ω]V̂ [ω′]〉 =
Zc~ω

4

[
coth

(
~ω

2kBT

)
+ 1

]
δ(ω + ω′) (B.12)

which follows from V in/out =
√
ZcA

in/out.

The validity of this crossover to quantum description lies in the fact that in

case of parametric interaction, the difference between the classical and quantum

evolution vanishes when the number of photons in the line is large or the coupling

of the system to reservoir is weak [Courty and Reynaud, 1992]. We can then regard

the quantum fluctuations to be driven by classical random fields, obeying classical

equations of motion.
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APPENDIX C

Modulation ellipse

This scheme provides a geometrical visualization of superposition of two sinu-

soidal signals as an ellipse in the plane defined by the quadratures I and Q. In

general for any two complex phasors ~a and~b rotating in opposite directions

~aeiωt +~be−iωt = (a1 + ia2)eiωt + (b1 + ib2)e−iωt

= (a1 + ia2)(cosωt+ i sinωt) + (b1 + ib2)(cosωt− i sinωt)

= [a1 cosωt− a2 sinωt+ i(a2 cosωt+ a1 sinωt)]

+ [b1 cosωt+ b2 sinωt+ i(b2 cosωt− b1 sinωt)]

= [a1 cosωt− a2 sinωt+ b1 cosωt+ b2 sinωt]

+ i[a2 cosωt+ a1 sinωt+ b2 cosωt− b1 sinωt]

= Re[(~a+~b∗)eiωt]︸ ︷︷ ︸
I

+i Im[(~a−~b∗)eiωt]︸ ︷︷ ︸
Q

. (C.1)

The magnitudes and phases of the two complex signals (4 quantities in total) are

encoded as properties of a colored ellipse in the I−−Q plane: the semi-major axis

of the ellipse equals ρ+ = |a|+ |b|while the semi minor axis equals ρ− = ||a| − |b||,

the angle with the I axis equals (θa − θb)/2 and the location of the colors on the

ellipse represents the phase angle (θa + θb)/2.
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Now we present examples of two different kinds of phase rotations and the

resultant transformations (“rotations”) of the modulation ellipse (see Fig. C.1(a)-

(d) for additional examples clarifying the modulation ellipse representation).

• Phase shift The action of a phase shifter which performs frequency indepen-

dent phase rotations of both the phasors can be described using the trans-

formations:

a 7→ aeiθ and b 7→ beiθ. (C.2)

On using the above and performing the analysis in the IQ plane, we obtain

the expressions for new coordinates as

I = Re[aei(ωt+θ) + b∗ei(ωt−θ)], (C.3)

Q = Im[aei(ωt+θ) − b∗ei(ωt−θ)]. (C.4)

The action of such an operation can be easily visualized using the modula-

tion ellipse, as shown in Fig. C.1(e).

• Free evolution In contrast to the transformation described above, we now con-

sider the rotation preformed by a mere time evolution of the two counter-

rotating phasors (say by passage through a transmission line). In such a

case, the phases of the two signals continue to evolve in opposite directions

collecting a phase δ in time t (δ = ωt),

a 7→ ae+iδ and b 7→ be−iδ. (C.5)

The IQ coordinates are calculated as

I = Re[(a+ b∗)ei(ωt+δ)], (C.6)

Q = Im[(a− b∗)ei(ωt+δ)]. (C.7)
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Figure C.1: Modulation ellipse representation of two phasors. In each of the
panels, the first column describes the phasors under consideration, the second col-
umn gives a precise mathematical formula for them and the third column shows
the corresponding modulation ellipse. In a-d, we show both the input modes and
the resultant modulation ellipse. The tilt of the ellipse with respect to the I axis
represents the relative phase between the two modes [(θa − θb)/2] while the color
along the ellipse represents the average initial phase of the two modes [(θa+θb)/2],
with yellow representing the position of 0 (or 2π). Figs. (e) and (f) represent the
resulting ellipses on performing the indicated transformations on the ellipse in
(d).
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It is immediately evident that, under time evolution, there is only a trivial

phase accumulation leading to change of relative positions of the two pha-

sors along the circumference of the modulation ellipse with no rigid rotation

of the ellipse, Fig. C.1(f).

Representation of modulation schemes

Modulation ellipse representation also finds itself useful as a concise represen-

tation of different modulation schemes such as amplitude modulation and fre-

quency (or phase) modulation. To elaborate on how amplitude and frequency

modulation map on an I −Q plane, let us do the following brief exercise:

• Double sideband Amplitude Modulation (AM): In AM the signal amplitude

of a high frequency carrier is modulated by a small low frequency signal as

Ac(t) cos(ωct+ φ) = [A0 + am cosωmt] cos(ωct+ φ)

= A0 cos(ωct+ φ) + am cos(ωct+ φ) cosωmt

= A0 cos(ωct+ φ) +
am
2

(cos[(ωc + ωm)t+ φ] + cos[(ωc − ωm)t+ φ])

collecting ω+−−−−−−−−−−−−→
and −ω− components

ei(ω+t+φ) + e−i(ω−t+φ) (C.8)

• Double sideband Frequency Modulation (FM): In FM the frequency of a high

frequency carrier is modulated by a small low frequency signal as

Ac cos(ωct+ φ) = A0 cos(ωct+ φ+ am cosωmt)

= A0 cos(ωct+ φ) + amA0 sin(ωct+ φ) cosωmt

= A0 cos(ωct+ φ) +
amA0

2
(sin[(ωc + ωm)t+ φ] + sin[(ωc − ωm)t+ φ])

collecting ω+−−−−−−−−−−−−→
and −ω− components

ei(ω+t+φ) − e−i(ω−t+φ) (C.9)
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SSB

φ

φ

Figure C.2: Representation of different modulation schemes. Double sideband
AM (I-axis), double sideband FM (Q-axis) and single sideband modulation (cir-
cle). The carrier phase φ rotates the ellipses in the I −Q plane.

Eqs. (C.8) and (C.9), in conjunction with Eq. (C.7) show that an AM signal is en-

coded along the I-axis while an FM signal is encoded along theQ-axis in the mod-

ulation ellipse representation. Further, any single side band modulation scheme

will be encoded as a circle, similar to that shown in Fig. C.1(a).
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APPENDIX D

Derivation of the JRM eigenmodes

For complicated networks such as the Josephson ring modulator (JRM) depicted

in Fig. 1.10, it is advantageous to work with the eigenmodes of the system as they

constitute the simplest irreducible basis describing the dynamics of such compli-

cated networks. In other words, the resultant dynamical equations are the sim-

plest in this representation.

We derive the eigenmodes of the JRM using a method based on Kirchhoff’s

current and voltage laws. We consider the JRM circuit shown in Fig. D.1, where

the capacitance C connected to each node provides a simple model for the en-

vironment in each arm of the ring modulator. Note that the circuit has 4 inde-

pendent, fully dynamic loops and 4 independent, fully dynamic nodes. Neither

the degrees of freedom of the loops or the degrees of freedom are normal modes.

They are all coupled to each other, even if we linearize the current-flux relation-

ship of the junctions. We will focus on the node degrees of freedom, but a similar

analysis could be developed using the loops of the circuits. The currents flow-

ing through the capacitances C connected to the nodes {1, 2, 3, 4} are denoted as

IC = (I(1), I(2), I(3), I(4)) and the respective voltages across the capacitances are de-

noted as VC = (V (1), V (2), V (3), V (4)), with the usual sign convention imposed by

the direction of current. We write the equations for voltage across the capacitance
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Figure D.1: Simplified circuit model for the Josephson Ring Modulator (JRM).
Josephson Ring Modulator with capacitances to ground in each arm. All capaci-
tances are connected to a common RF ground. We ignore the capacitance of the
junction here.

at each node as

VC = ZIC. (D.1)

Here VC, IC represent column vectors with different components referring to the

respective nodes. The capacitance matrix Z of the network,

Z = (jωC)−1U, (D.2)

is diagonal in this node representation (U represents the unit matrix of proper

dimensions, here 4× 4).
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Similarly, for the four inductive branches {a, b, c, d}, a constitutive relation can

be written as,

IL = YVL, (D.3)

with IL = (Ia, Ib, Ic, Id), VL = (V a, V b, V c, V d) and

Y = (jωLJ)−1U. (D.4)

It must be noted from Eq. (D.4) that we consider only the linear part of the in-

ductance of the Josephson junctions for the purpose of deriving normal modes of

the JRM. In case the effective nonlinearity is perturbative in nature (as is the case

for most of the devices), this should not modify the mode structure of the ring

considerably.

We now define the matrices H and W for the JRM circuit, using Kirchhoff’s

current and voltage laws:


I(1)

I(2)

I(3)

I(4)


=


−1 0 0 1

1 −1 0 0

0 1 −1 0

0 0 1 −1




Ia

Ib

Ic

Id


⇒ IC = HL→CIL (D.5)

and 
V a

V b

V c

V d


=


1 −1 0 0

0 1 −1 0

0 0 1 −1

−1 0 0 1




V (1)

V (2)

V (3)

V (4)


⇒ VL = WC→LVC. (D.6)
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On using Eqs. (D.5), (D.6) in (D.2), (D.4), we obtain the following matrix equation:

 VC

IC

 =

 0 Z

HL→CYWC→L 0

 VC

IC

 . (D.7)

Eq. (D.7) has a nontrivial solution only if the determinant of the coefficient matrix

is zero. This leads to the condition

U− Ω̃ = 0, (D.8)

where

Ω̃ = ZHL→CYWC→L
1. (D.9)

We can immediately obtain the eigenfrequencies of the circuit from the roots

by diagonalizing the Ω̃ matrix in Eq. (D.8),

MT Ω̃ M = Ω =
ω2

0

ω2


4 0 0 0

0 2 0 0

0 0 2 0

0 0 0 0


, (D.10)

where ω0 = 1/
√
LJC. The respective mode vectors can be read off from the

1Note that the matrices W and H represent singular or non-invertible transformations, as seen
from the fact that their determinant is zero. This occurs in circuits like JRM which have purely
inductive loops not connected to any capacitors or purely capacitive nodes not connected to any
inductors. One way to work around such singular configurations is to include extra elements (such
as a large capacitor interrupting the JRM ring) and calculate the dynamics in the vanishing limit of
the spurious elements. Another way to alleviate such singular behavior is to work in an extended
basis, explicitly including internal degrees of freedom such as the circulating current in the ring.
The presence of such networks, however, is not necessarily pathological for the calculation. For
instance, Eq. (D.8) shows us that only a product of W and H matrices with Z and Y is required.
Of course, the singularity leaves its imprint in the final diagonalized product Ω̃ with one of the
eigenfrequencies being zero, corresponding to a “W” mode which doesn’t have any dynamical
significance.
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columns of the orthogonal matrix M as

IZ =
−I(1) + I(2) − I(3) + I(4)

2
, (D.11a)

IY =
−I(2) + I(4)

√
2

, (D.11b)

IX =
−I(1) + I(3)

√
2

, (D.11c)

IW =
I(1) + I(2) + I(3) + I(4)

2
. (D.11d)

The resultant current configurations of the JRM circuit for different modes are

shown in Fig. (1.10).
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APPENDIX E

Loop Variables for the dc SQUID

In this appendix we establish the correspondence between the differential mode

variables introduced in the analysis of sections 4.1 and 4.2 and the input variables

required for the hybrid representation discussed in section 4.3. The output vari-

ables in the two representations have a simple relationship as explained in section

4.3.

RI
D

J

IL

L/2

(a) V
D

V=0

R

J

J

L/2

(b) V
D

VJ/2

Figure E.1: Equivalence between the SQUID differential mode and the op-amp
input variables. Here we have used the symmetric version of the SQUID ring to
divide the ring along the equipotential for simplicity. The circuit in (a) models the
device as an impedance response function to an imposed current source ID, as a
result of which a voltage drop ±V D develops across the left (right) junction. (b)
Hybrid representation for the SQUID, which models the input response by intro-
ducing a differential voltage source in the squid loop and recording the current
that flows across the junction. The junction at this point is replaced with an ef-
fective junction pumped using the various Josephson harmonics generated by the
static bias current (also see Fig. 4.4(c)).

Figure E.1 shows the two representations [cf. Figs. 4.9(b) and (c)], one in terms
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of differential mode quantities (V D, ID) suitable for a scattering or matched rep-

resentation (since the input and output impedances are just the transmission line

impedance) and the other in terms of a circulating current J and a loop voltage

VJ , which are the relevant input quantities for the device in an unmatched hybrid

description. In Fig. E.1(a) Kirchhoff’s current law gives,

J = ID − IL, (E.1)

while in Fig. E.1(b), from Kirchhoff’s voltage law, we have

− VJ
2

= V D +
iωL

2
J, (E.2)

with J = IL.

To establish the equivalence of the two representations from the point of view

of the junction, we require the voltage across the junction V D and current through

the junction J to be conserved (Fig. E.1). Thus using Eq. (E.1) in (E.2), we obtain

VJ = −iωLID. (E.3)

Similarly it is easily seen that the circulating current J is given as

J =
2V D

iωL
. (E.4)
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APPENDIX F

Static analog circuit for the SQUID

The SQUID can be thought of as a current amplifier with a current transferred

from a low-impedance input port to a high-impedance output port. This descrip-

tion is very close to the FET dual model with the gain given by a transimpedance

instead of a transconductance. The equivalent ‘current gain’ of such a device

(Fig. F.1) for frequencies sufficiently close to zero [ωm � ρinR/L = ω0/(πβL) to

be precise] can be modelled as:

Iout

Iin

≈ VΦL

RD

. (F.1)

This leads to a power gain,

Gdc
P =

(
Iout

Iin

)2
RD

Re[Zin]
. (F.2)

For frequencies of interest, Re[Zin] ≈ ω2
mL

2/(ρinR). Using this result in Eq. (F.2),

we obtain the power gain

Gdc
P =

ρin

ρout

(
VΦ

ωm

)2

, (F.3)
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Figure F.1: Equivalent low frequency circuit for a SQUID for calculation of
unilateral power gain. The input circuit is modelled as an effective impedance
viewed by a low frequency differential mode current. The output circuit
impedance comprises a bias-dependent resistor denoting the dynamic impedance
of the junction, that converts the output voltage to a corresponding output current.
The net “transimpedance” is given by the dc flux-to-voltage transfer function of
the device. The symbols ρin, out denote bias-dependent constants of order unity.

which can be rewritten as,

Gdc
P ≈ ρg

(
ω0

ωm

)2

(F.4)

with ρg as a bias-dependent and frequency-independent constant. Here we have

used the relation V opt
Φ = R/L = ω0/π [Clarke and Braginski, 2006] for βL = 1 . This

shows that the gain drops quadratically with increasing signal frequency, and no

power gain is obtained for signal frequencies close to the plasma frequency of each

junction in the SQUID. This frequency dependence of the power gain is borne out

by the full rf analysis shown in Fig. 4.10(b). Figure F.2 shows a comparison of gain

calculated using quasistatic response functions as shown in Eq. (F.3) and a full rf

calculation at low frequencies [see Fig. 4.10(a)]. The agreement is better for lower

values of ε where high frequency components of the device are less significant.

Also, the impedance matrix calculation generates extra terms due to the inversion

operation involved in its calculation [cf. Eq. (4.27)] — this leads to higher order

corrections absent from the purely quasistatic calculation.
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Figure F.2: Comparison of the power gain as a function of bias ε = I0/IB calculated
using a full rf calculation (solid black line) and a purely quasistatic calculation
(dashed red line) of Eq. (F.3). For the quasistatic gain calculation, VΦ and ρin,out

were obtained from the I − V characteristics evaluated in Sec. 4.2.1.
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