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We often find “topics” in unstructured data




Topic models allow a categorization of unlabelled data

e The model assigns discrete topics to samples

character’

Garbage

high )
selection
variable

Text Mining Frameworks / API's

|

language

atural

tokenization

Neural Nets / Deep Learning

NLP / Tokenisation

distribution .
analysis

word

latent
topic X

allocatiog

T
Topic modelling

Gradient Descent/Boosting dirichlet

generalize model

linear
Regression/Classification Trees/Forests

oktimization

ds 5
escegﬁgonthm
basegradient

t
partitioning = implementation GLM/GAM/Penalised Models

“Topics of ML”



Topic membership can change over time

Topic 1 "Wow! Youre a great drawer!"
“Drawer”
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Samples can move between topics over time



Existing models use time or authorship, but not both
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Author Topic Process (ATP)

e Relate an author’s topic proportions over time through a Gaussian Process

e Common pitfall: observations are infrequent and irregular over time
o Topic proportion dynamics are learned in an interpolated latent space

e Atype of Neural Topic Model (NTM)
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Inference of ATP using a Variational Auto Encoder
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Experiments on UN Debates & ACL Papers
Datasets with author & time: We organized two popular datasets in
the literature in terms of papers written by authors over time

| YRS OBs AuU Doc \

UN 46 5 199 7,507 1,690
ACL | 20 1 1,763 37,144 2,725

Reconstruction task: Complete second half of document given
first (Compl) or generative next document given previous (Next).

UN DEBATES ACL PAPERS
Deep” LDA CoMPL NEXT | CoMPL NEXT

| GSM 1007 1127 | 1159 1374

LDA t
T — DTM 1176 1305 | 1497 1542
ATP 1032 1012 | 1141 1274

Perplexity = exp(NLL per word)




Example of topics inferred for a country (UN Debates)
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Example of topics inferred for an author (ACL Papers)
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Future directions of ATP

e Can ATP help use discover meaningful
e trajectories in Eg. disease history? and other
"y modalities (images)
e The use of word embeddings & document
embeddings instead of bag-of-words (BOW)
representations
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