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Motivation

thispersondoesnotexist.com

Problem: Generative Adversarial Networks (GANs) are popular 
but hard to train

• Alternating min-max optimization for a
non-convex objective is not fully understood

Contribution: Simple yet expressive framework to analyze 
convergence and failure modes

• MMD-GAN objective trained with gradient descent ascent
• Generator is unconstrained, discriminator is a kernel model



Problem setup
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First-Order Analysis



Second-Order Analysis



Key takeaways:

Why do we care?
• Neural networks can be thought of as kernel machines whose kernel shape 

evolves over time (evolves very little in NTK regime)
• Reducing effective kernel width of the discriminator during training promotes 

fast convergence to good minima, and is already done heuristically (Karras et. 
al 2018)!

• Min-max optimization is used outside of GANs, and techniques used here could 
be used to study other systems 



Thank you!
Questions?

Email: evbecker@ucla.edu
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