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Abstract

The proposed use of a flowing liquid metal layers as virtual first-walls for magnetic fusion energy reactors has prompted
the development of numerical models capable of predicting the motion of such free surface liquid-metal flows within complex
geometry boundaries and in the presence of strong magnetic fields. Several model variants were developed that utilize the
assumption of toroidal axisymmetry to simplify the governing Navier—Stokes and Maxwell's equations to a 2D form. Typically
an induced magnetic field formulation has been used to model eddy current formation and various numerical methods and free
surface tracking techniques (including height function and volume-of-fluid) have been employed. These axisymmetric models
predict a variety of interesting behavior including the effect of toroidal field gradients on the velocity profiles and stability, and
the effect of surface-normal magnetic field components on toroidal motion and flow thickness. However, axisymmetric models
cannot be used to simulate the true 3D geometry and magnetic field configuration of a magnetic fusion reactor. And so, a 3D,
flexible geometry, multiple material, free surface magnetohydrodynamic (MHD) solver called HIMAG has been developed over
the past several years. The HIMAG formulation is described in detail along with the results of several initial benchmark problems.
Preliminary data from the application of HIMAG to several fusion relevant liquid wall problems including: (1) motion of lithium
in a new sample holder for the Diverter Materials Evaluation System (DIMES) experiment on the DIII-D tokamak facility; (2)
motion of gallium alloy in a quasi-2D film flow test section in the MTOR facility; (3) motion of gallium alloy in a 3D field film
flow test section in the MTOR facility; are also presented and discussed. Finally, future plans for the HIMAG code, including
application to the simulation of the effect of insulator coating cracks on closed channel MHD flows, are described.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The APEX projectinits first phase examined a large
T A . number of first-wall and blanket concepts that had the
* Corresponding author. Tel.: +1 310 206 1230; . . .
fax: +1 310 825 2599, potential to handle high power density. One class of
E-mail addressmorley@fusion.ucla.edu (N.B. Morley). concepts that seemed particularly promising was that of
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liquid walls. During the initial evaluation of the liquid  Table 1

wall idea very simplified 1.5b evolution equations Typical parameter ranges for thin fast-flowing liquid walls and di-
for the liquid height were derived from the governing vertors. n afgs'on power reactor

Navier—Stokes and Maxwell’s equations and were used Quantity (unit) Symbol _ Value

to evaluate the dynamics of liquid-metal flow along a Flow depth (m) h 0.005-0.04
curved first-wall. Both thick liquid metal wall flows, ~ Flow length (m) L 1-8

that capture the majority of the neutrons, as well as Cgf;&gj!gi?e'“(fnc/’;)c“wawre (m) 5 g:go

thin liquid wall flows, where only the surface heatand o gidal magnetic field (T) B 5-15
particle fluxes are captured, were considered as possi-Toroidal magnetic field gradient ~ vB 0.25-1.5
bilities. There were also ideas advanced as to how exter-  (T/m)

nally applied electric currents might aid in controlling  Acceleration ¢+ U?/R) (m/s’) Qeft 1-130

the liquid flow by forcing it against the back wall and  Kinematic viscosity (r/s) v (0.3-1)x 1078
even providing some measure of in situ pumping by E'?g[ilci _Cf)nductivity o (2-4)x 10
maghetohydrodynamlc forces. This work, including a Density (kgi) ) 0011000
detailed treatment of the flow models, is documented g (- e tension (N/m) ot 03-06

in the APEX Interim Reporfl]—a summary of which Magnetic permeability (N/A) L ~dar % 107
is available in Abdou et a[2].

) A . Hartmann numbe®h(c/pv))-> Ha 500-50,000

The CondU_S'OnS of t_h|5 su_‘nplg mOdel'ng WOrK  Gradient Hartmann number Hav 0.1-100
were that, particularly, thin flowing liquid metal walls (VBMI2(olpv))®
(known asCLiFF concepts for Convective Liquid Flow  Reynolds numbet(y) Re 10010
First-Wall) appeared feasible within the assumptions U\‘/tega"t'o” %araragsﬂa /Rg \')‘v ig:)_llcg
of a simple single-component toroidal field and simple \Veber numberdU /o) © -

. . . . Magnetic Reynolds number Ren 0.05-1
cylindrical geometry.Table 1gives a typical range (omUh)
of thin liquid wall parameters. However, the APEX  Froude numberd2/hge) Fr 100-1000

Interim Report conclusions identified magnetohy-
drodynamic (MHD) issues in more prototypic fields
and geometries as a main feasibility issue that must vation, electromagnetics simulation, and free surface
be seriously addressed by any subsequent researchtracking capabilities are all accounted for in a much
In particular, the main flow issues were identified more complete fashion with a minimum of assump-
as magnetohydrodynamic drag and surface stability tions.
effects resulting from: The work reported here can be split into two main
efforts: axisymmetric flows, and arbitrary geometry
3D flows. While it was easy to see that a unsteady,
fully 3D, arbitrary geometry, free surface LM-MHD
flow simulation capability would ultimately be needed
to fully address issues of liquid metal wall flows, it was
Liguid metal MHD modeling research efforts inthe also apparent that the development of such a capability
second phase of the APEX project have focused mainly would take several years before even fledgling results
on developing the computational capability to investi- could be obtained, and that the parameter ranges
gate these complex free surface LM-MHD issues to a accessible by suchfall solutionmight be limited. The
greater degree, and address theirimpact on the feasibil-strategy then was adopted to begin development of a
ity of the thin liquid metal wall idea. A true resolution 3D simulation tool while also advancing the simulation
of these feasibility issues requires improved model- capability in reduced dimensions by making use of
ing where liquid mass, momentum and energy conser- the approximation of toroidal axisymmetry. In this
fashion, we have been continuously increasing our
" 1 1.5-Dnotationis used to denote formulations where the solution understanding of liquid m_etal wall _ﬂOWS by 'mod.ellng
has a 2D character, but one of the dimensions is subject to some More and more complex field and field gradient issues,
significant simplification. A similar notation is used for 2.5-D. while working towards the capability needed to simu-

1. multi-component magnetic fields;

2. strong toroidal and poloidal field gradients;
3. externally applied control currents;

4. 3D geometry, curvature, and penetrations.
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late complex geometry flows in 3D. In addition, work then we make the assumption tld&iz = 0 to simplify
in 2D and 2.5D will be used for benchmarking the the Navier—Stokes equations:
complex 3D simulation tools. Throughout the paper, ov
the models described all make the assumption of low ar
magnetic Reynolds numb&e, = ocumUh « 12 so
that induced magnetic fields are considered small and +L(jL><Bf2+ j:zfxB‘j)Jrijle‘j, (1)
contributions of the induced fields in electromagnetic P d
body force terms are neglected.
This paper focuses mainly on a description of the v, .v =0, 2)
modeling development and phenomena observed,
while serious application of the models to various where v = (u,v, w), p, and B are the velocity,
design ideas explored in the APEX study is reported pressure and applied magnetic induction; ana, g
elsewhere in this special issue. The subsequent sectiongire the density, kinematic viscosity and acceleration of
are organized to reflect this two-pronged approach to gravity all assumed constant throughout the working
modeling liquid metal walls in strong magnetic fields. liquid. This formulation keeps all three components
Section2 contains discussion and results of modeling of the velocity and applied magnetic field, but no
efforts using the axisymmetric approximation, includ- quantity is allowed to vary witla, so that the gradient
ing many results from several different codes using operator is 2D,v = (d/9x, d/dy, 0). We will also
somewhat different numerical procedures. SecBon use the standard fluid dynamics terminology where
contains a description of efforts to develop a fully streamwise denotes the main flow direction (usuglly
3D arbitrary geometry modeling capability as well transverse denotes the direction transverse to the main
as initial results to various benchmark and fusion flow and normal to the flow substrate (usually
problems. Sectiod will finally summarize important ~ and spanwise denotes the direction perpendicular
conclusions and direction of ongoing work in this area. to the flow but parallel to the back walg-(oroidal
direction for poloidal flow). The MHD terms in Eq.
(1) are separated in such a way to show forces acting

2. Axisymmetric models and simulation results in the poloidal plane and forces acting in the toroidal
direction.

It is fairly easy to see, given the toroidal geometry ~ The convenience of the axisymmetic assumption is
of a tokamak, that flows along a first-wall could be ide- that it decouples the effect of magnetic fields applied
alized such that they extend completely unbroken and in the direction of the axisymmetry (toroidal) from
without variation in the toroidal direction—around the those in the poloidal plane. The model of electric cur-
axis of revolution of a poloidal cross-section. The as- rents can be approached most effectively following a
sumption that the flow, and the magnetic fields through hybrid approach, wherg, is calculated from a cur-
which the flow must move, have no toroidal variation rent stream function, angd is calculated from Ohm’s
is termed heraxisymmetryln general we will use the ~ law:

+(V-Vi)v=—lVip+vViv+g
p

poloidal forces toroidal forces

terms “axisymmetric” and “infinite” in an interchange- 1 _

able way. In reality axisymmetric flows will have some j, = —V1 x B'Z, (3a)
element of curvature associated with them, but often "

we will assume that curvature is small anq approxi- ; — g(v, x BY), (3b)
mate such flows in Cartesian geometry with they

plane representing the poloidal plane, and witioor- whereB' is the induced magnetic field (also the stream

dinate in the toroidal direction. For axisymmetric flows function for poloidal current)y the electrical conduc-
tivity and um the magnetic permeability of the LM.
Eq. (3b) is sufficient for the calculation gf, since in
an axisymmetric 2D flow the electric field drops out,
2 |t should be noted that this inequality is not necessarily satisfied @S toroidal currents are able to loop around the entire
in all possible cases describedTiable 1 torus. But an induction type equation is necessary for
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B' and can be formulated based on theomponent of B times the characteristic length and not on any local

the curl of Ohm’s law, giving: value of the field.
The fully developed solution for the velocity and in-
1 V2B = (v-v,)B%— (B V,)w (4) duced field (electric current) is lengthy andis coveredin
Olm detail in Ref[5], but it is readily seen that the resultant

mass flow depends only on the gradient value. It is this
fact that allows a fully developed solution to be reached
at all. Also notable is that the induced current is only
streamwise, meaning there are no dijextB° retard-

ing forces, only forces acting perpendicular to the main
paperg4-8]. This material will not be described here flow direc.tion. Thgse forces create a streamyvise pres-
in detail, but certain features and conclusions of the SUré gradient that in turn affects the streamwise flow in
problems analyzed in these papers will be recounted drastic ways, depending on the strength of the applied

for completeness, while generally more recent work is field gradient. The'veilocity profiles fpr several values
highlighted. of Hay are shown irFig. 1, were at higtHay we see

the formation of an asymmetric, free surface equivalent
of the classic M-shaped velocity profile commonly ob-
served in closed channel flows in gradient fields, with
boundary jet thickness scaling witfiHay .

This asymmetric M-shaped velocity is driven purely
by the pressure gradient effects, and is the result of the

Deviations from this standard model (due to toroidal
curvature for instance) will be noted as needed.

Some of the modeling effort using the axisymmetric
approximation has already been summarized in Morley
et al.[3] with details reported in several other journal

2.1. Analytic solutions to special case problems

When focus is placed solely on the effect of varia-
tions in the toroidal field, with contributions of other
field components neglect&f = (0, 0,B,(x, y)), then
there is no source for motion or current in the toroidal

direction w, j; = 0) and the induced magnetic field 4 0
takes on the form described by 5
3
1 . 9BY  9BO
—VJZ_B’ =u—=4+v—= (5) U 40
olm 0x ay 2

20

What is notable from the form of Ed5) is that
the behavior of the induced field is governed by stan- 1
dard diffusion with a source term that depends on the
spatial (and temporal in a more complete treatment)  (A) o5 T — o8 i
variations in the applied field. In Cartesian geometry, Y
if there is no variation in the applied field, then there is
no MHD effect on the flow in this 2D treatment (aside
from laminarization which is implicitly assumed). In 3 A=0
other words, the axisymmetric geometry has no Hart- 5
mann layers as current closure paths, so that only the
effects of the gradients are studied.

It is possible to gain insight into some of the be- U1s ~0.005
havior of a free surface flow in a spanwise field with 1
streamwise variation by exploring a special case where 05
B,(X, y) = Cx + D (whereC andD are constants). In ®)
this case, with linear field gradient, it is possible to 02 04 06 S
construct an analytic solution to the fully developed 08 Y '
flow problem as a function of Hartmann numbba, Fig. 1. Fully developed velocity profiles for flow in a linear gradient

= VB(hZ/Z)(U/PV)llza whereinHay is based on a char- () with applied fields of various strength and (B) with streamwise
acteristic field strength calculated from thedientof externally applied current of various strength.

Ha=0
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same physical effect as the so-called magnetic propul- ordinary flows and is not repeated here. When dealing
sion idea[9] proposed to aid in situ pumping of free  with the group of the equations for the electromagnetic
surface flows in fusion reactors. Inthe magnetic propul- quantities, the induced currents are allowed to form a
sion scheme, a streamwise applied electrical current closed loop within the flow domain. Therefore unlike
is injected into the film flow. This current is oriented the flow equations, all the second derivatives in the
such that it pushes the liquid against the supporting induction equations were kept unchanged (a more
wall (which could in theory be inverted to gravity), complete treatment is available in REf0]).
and due to gradient in the field strength (or the current  The full model describes basic 3D effects due to
density itself since the flow cross-sectional area can the wall curvature and spatial variations of the applied
change) provides a streamwise pressure gradient thatmagnetic field. As a particular case, equations for
propels the flow along. This applied current can be eas- flows with rotational symmetry have been derived
ily added to the preceding analysis through a change inand numerical calculations were performed for
boundary condition oB', and gives changes in the ve- free-surface flows over a body of revolution under
locity profile as shown ifrig. 1 Because the strongest conditions relevant to a fusion reactor. We call this
portion of the streamwise pressure gradient is near theformulation a “2.5D” representation since flow and
back wall, the flow is accelerated predominantly in this current in the third (toroidal) direction are included,
region, with relatively slower flow near the surface. but variations of quantities in this direction are still
not considered. At present this case is of considerable
practical importance for fusion applications, where the
flow symmetry is allowed by the chamber topology. At
the same time this case provides a simplified example
In earlier work during the evolution of the APEX  of 3D flow in which the variables are independent of
modeling effort the governing equations were for- the azimuthal angle. Some specific flow patterns, such
mulated based on a Cartesian or cylindrical system. as flow thickening and spiral-type (strong toroidal
However, the toroidal curvature can be strong espe- motion) flows, have been observed. Of course it should
cially when considering for example the small radius be noted that some 3D features that may be present in
center-stack of a spherical torus. To address the curva-the true physical problem, like instabilities with vari-
ture effects, 3D thin-shear-layer equations for flows of ations in azimuthal angle, are not modeled by such an
conducting fluids in a magnetic field have been derived approach.
in orthogonal body-oriented coordinates and then  Here we will introduce the surface of revolution in
applied to the analysis of MHD free-surface flows over a standard way as a surface generated by the rotation
a curved wall. Unlike the classic boundary-layer-type of a plane curve around an axis in its plane. The
equations, present ones permit information to be prop- curvilinear body-oriented coordinates of any point in
agated upstream through the induced magnetic field. the flow around the surface will be taken asy(, 9).
Another departure from the ordinary hydrodynamic These coordinates form a set of orthogonal coordinates
theory is that the normal momentum equation keeps fitted to the surface of the body. Let v, w be the
the balance between the pressure gradient term, andcomponents of velocity of the fluid in directions of
those related to gravity, centrifugal forces, and Lorentz increasingx, y, andé respectively. Ifr is the distance
force. Thus, the normal pressure variations are al- from the axis of revolution to a given point in the
lowed. The 3D boundary-layer equations are obtained liquid, so that is a function ofx alone, then the metric
from the full Navier—Stokes equations (including the coefficients ared1 =1, andHz =r. As for the applied

2.2. 2.5D developing flow with height function
free surface model and curvature effects

Lorentz force term) by neglecting terms which are
usually small in the boundary-layer approximation
including: the second-order derivatives parallel to the
body surface, and all convection and diffusion terms in
the surface-normal momentum equation. The simpli-

fications are based on the standard order of magnitude

magnetic field, it can be considered to be independent
ony, because the dimensions of the body are much
larger than the characteristic length scale over which
the changes of the applied magnetic field can be
significant.

The axisymmetric governing equations using the

analysis, which does not depart in essence from that for assumptions and simplifications formulated above are
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comprised of three momentum equations:

ou ou ou  wldr
eI T et il
ot ox ay r dx
1dp 2y 0
2_537 +8xtv 3y 2+ (]yBe—]GB) (6a)
2 2 . p0 . op0y O
p(Kau® + Kow” + gy) + (joBy — jxBy) = %’ (6b)
w S ow . ow ME
or A 8y rodx
Fw 0
- g@ + V— 8 2 + (.]X ]}'Bx)ﬂ (GC)
the mass and current continuity equations:
19
() =0, (7a)
r ox 8y
10(rj ajy
T | Uy (7b)
roox ay

the equations of ampere’s law and Ohm’s law defining
the current density:

1 B!
jx = Z s (83-)
po Ay
. 1 14(rBi)
Jy = =0 (8b)
Hor Ox
Jo = o(uBg — UBS) (8c)

and the single induction equation for the induced
toroidal field:

LBé’ - Boaﬂ Boaﬂ _ LBé) _ Bigg u
ot ¥ ox Y 3y dx rodx
wB%dr 1 139 aB' 9B},
e e + )
rodx  umo | rox Bx ay
9B
- 9
o 9)

Here 1Kz and 1K, are the two principal radii of cur-
vature Kj is just the curvature of the generating curve,
being positive when the wall is convex outwards and

negative when it is concave outwards, is the recip-
rocal of the length of the normal intercepted between
the curve and the axis of rotation.

Simulation of unsteady flow is possible, but in
general the steady-state solution is obtained by solving
equations numerically by advancing in time until the
flow thickness in the whole flow domain does not
vary with time. The momentum equations are used to
calculate the velocity componentsand w tangential
to the back-wall, while the velocity component normal
to the back-wally, is calculated from the continuity
equation. All equations are approximated with the
finite-difference formulas on a non-uniform grid that
clusters more grid points near the back-wall and
near the free surface where the flow and magnetic
field gradients are expected to be high. If the mesh
is uniform, the finite-difference scheme provides the
second-order approximation with respect to bath
andy. The two momentum equations are solved by the
Blottner-type techniqugl1], which is well suited for
marching problems. The induction equation is solved
at each time step using the well-known ADI method.

The height function approagh?2] is used for track-
ing the free surface. In this method, a new varighle
y/h[X] is introduced. By instituting this change of vari-
ables, the curvilinear domain of integration is reduced
to a rectangular shape that makes discretization of the
equations and boundary conditions much easier, and
along with the continuity equation provides mass con-
servation over the whole flow domain. The flow height,
h[x] is calculated simultaneously with other flow quan-
tities using the kinematic free surface condition, which
expresses the fact that the velocity vector at a steady
free surface is tangential to the surface. This technique
is an effective way of tracking free surface unless the
surface is broken or demonstrates overturning waves
(i.e. not a single-valued function). In these, more com-
plex situations, more sophisticated free surface track-
ing algorithms should be used, such as VOF (volume
of fluid method) or Level Set Method, which are also
used in the present study and are explained below.

A similar numerical method for solving march-
ing problems was used by the author in calculations
of MHD turbulent open-channel flows. The method
demonstrated high accuracy as well as good conver-
gence in a wide range of flow parametgt8].

The numerical solution to Eq$6)—(9) is obtained
for many cases, only a few of which are presented
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Fig. 2. The “bottle-neck” surface of revolution approximating the oE
lower portion of a ST center-stack. 0
13 ” (A)
here. As a reference geometry we take a “bottle-neck
surface of revolution shown iRig. 2 as a prototype 1
for liquid-metal flow around the central column of the osf,
NSTX reactor near its basis. The liquid driven by a osE\ Y
gravity force flows down over the surface forming a \ E \ N s
thin liquid layer. It is easy to see that all assumptions B NN F RN
. .. . . \ NN O~ = -7 - NN\
used in deriving the thin-shear-layer equations are met. 08F ) 3 NN A NN NN
A basis for comparison, laminar flow without a mag- ylh OsFINY NN B R NN
netic field is shown irFig. 3A. The flow thickness is PO NN R NN
. .. . . TENYOY ZZ2-2 . s
monotonically reduced by the joint action of the gravity NN oot iz
. . 03 N II--- Iz
and the geometrical effect of flow area increase—that NINININ St it
is the surface geometry causes a stretching (or contrac- 020y TDoIt: o
tion) of the streamlines of the main flow that results in (BT NN soooiit s
a thinning (or thickening) of the layer. N T Tt e Tl g i R Rl
. . 0 5 10 15 20
To illustrate the combined effect caused by the ge-
ometrical changes described above with the changes (B) x/ ho

of the toroidal magnetic field, aRtoroidal field was
considered. Under these conditions, only the currents
in thex—y plane are induced, all electromagnetic forces
are located in the same plane, so that no toroidal flow
occurs. With the influence of the applied magnetic field
the liquid is driven out of the flow bulk towards the free
surface. This typically results in a “surface bump”. The
bump occurs where the surface and hence the applied vyl h
azimuthal magnetic field exhibit maximum changes.
The magnetic field contour lines also represent the tra-
jectories along which the electric current flows. One

Fig. 3. Simulations results fdRe= 23,500, Fr = 5.0 open channel
flow in a spanwise field with gradient. (A) Velocity vector plot in the
x-y plane with no magnetic field, (B) velocity vector and (C) current
streamline plot in the—y plane with toroidal magnetic fielRey, =
0.07,Hamax = 8500.
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can see that the current takes its path within the flow I
domain and is stronger near the back-wall and free sur- Upper | Lower

face Initial thickness = 2 cm;

! X i Initial velocity = 10 m/s

The MHD effects become even more interesting as . B .
- N € r" toroidal magnetic field

one adds additional field components and observes the 7 o016
interaction of various components of field and induced § '
current. If a wall normal field component is added to a 3 1
constanttoroidal magneticfield, thenin the axisymmet- § 0012
ric case, the two components do not interact. Motion in 2 ==

. Constant toroidal mlagnetlc field
poloidal plane does not produce any current due to the ] =5+
constant toroidal field (except maybe near conducting 0.008 | . | . | .
nozzles), and the current created by the poloidal mo- 4 0 4
tion in the radial field produces only toroidal current. Distance from the midplane, m

This toroidal current however will interact with the ra-
dial field to produce a strong drag effect. Since the as- Fig. 5._ Effect of toriodal field gradient on depth of lithium first-wall
sumption of axisymmetry provides a complete toroidal fo% With B9=10T.
flow path for this toroidal current, no electric field can
arise to oppose the current—meaning that the flow be- x-y plane and wall-normal magnetic fielig. 4illus-
haves like flow in a perfectly conducting channel. Some trates the swirl flow effect. Although the wall-normal
calculations done for APEX are given in R3] and magnetic field is very small comparatively to the az-
show that fields larger that0.018 T for lithium and imuthal field (only about 0.2% of the azimuthal field),
~0.08 T for tin lead to unacceptable thickening of the the swirl flow is pronounced and even comparable with
flow. The conductivity of the back wall does not affect the main flow. The azimuthal Lorentz force is fully
these results, unless one considers inserting toroidaldefined by the induced currents, which are oppositely
dividers—breaking the axisymmetry. directed near the back-wall and free surface (see the
When a small wall-normal component of the mag- induced current distribution ifrig. 3C for example).
netic field additionally to the toroidal field with R/ Correspondingly, the liquid in the layer rotates in two
variationB® = (0, Bg, Bg[r]) is considered, the result  opposite directions with strong shear over the thin layer.
is a secondary toroidal flow. In the case under consid- ~ Calculations have also been performed for a typical
eration, the secondary flow exists in the form of a swirl outboard liquid first-wall case in a reactor the scale of
flow and is caused by the toroidal Lorentz force, which ARIES-RS where the flow will experience an average
arises from the interaction between the currents in the toroidal field gradient in the range of 0.25-1T/m de-

0.8 0.8 0.8 0.84 0.8
0.6 0.6 0.6 0.6+ 0.6
f: 0.4 0.4 0.4 0.4 0.4
0.2 0.2 0.2 0.2 0.2

0 0

0- T T T 7 0+ T T t T T T 0 T T T y t T T T ]
-0.02 -0.01 0 0.01 0.02 -0.08 0 0.08 04 -02 0 02 04 -08 -04 0 04 08 08 04 0 04 08

U

8 12 16 20
x/ hg

Fig. 4. Downstream variations of the toroidal velocity componenii a two component magnetic field. See geometiyigh 2and parameters
in Fig. 3.
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pending on the first-wall geometry assumed. For a cir-
cular arc outboard flow geometry the lithium flow depth
shown inFig. 5is affected only slightly by the field gra-
dient drag effect. The relative drag effect (normalized
by the liquid inertia) can be slightly stronger for con-
ducting walls and much stronger for thicker or slower
flows. When an alternate liquid like Sn is considered,

11

ity. From the point of view of hydrodynamic stability
theory, these flows can be characterized in terms of the
classic Raleigh—Tolmien point-of-inflection criterion,
which links the instability to the shape of the basic
velocity profile. A first order analytic analysis of the
problem for free surfaces was given in R&l, where

the conclusion was reached that a more complete model

the drag effect is much reduced due to the greater den-that includes and accurate treatment of variations in the

sity (inertia) of Sn, and for these conditions no change
in film height is observed due to the gradient effect.
The so-called magnetic propulsion current dis-

current as well as the velocity profiles was required.
Several models for Egél)—(3a) and (5)hat assume
only a toroidal field component without curvature ef-

cussed earlier can be added to both of the above casesfects have been developed and applied to the flow sta-

Calculations[3] and recent experimentd4] have
shown this current to be very effective in pushing the
liquid againstthe back wall, aiding in liquid propulsion,
and suppressing surface instabilities—potentially over-

coming several of the problems discussed above for

both first-wall and drain pipes. The most serious prob-
lem encountered with the magnetic propulsion idea is
the effect of other field components on the flow dy-

bility problem. Both flows in closed channels and with
free surfaces are considered.

2.3.1. Instabilities in closed channel flows

In the present phase of APEX, flow instabilities in
closed channels were studied for a case of a spatially
varying magnetic fieldil5]. The computer code solves

namics. The use of streamwise magnetic propulsion 2D Navier-Stokes—Maxwell equations that use vortic-

currents in a case with wall normal field components
will preferentially push the liquid in the toroidal/anti-
toroidal direction depending on the sign of the ra-
dial field. For an axisymmetric flow, these types of
toroidal motions may be acceptable. But if one con-
siders toroidal breaks of any kind, liquid splashing and
non-uniformity can result.

2.3. 2D modeling of instabilities in a non-uniform
magnetic field

When a conducting liquid passes through a high
magnetic field gradient zone, the liquid can redis-
tribute to form velocity profiles with significant non-
uniformity (such as the profiles shownkfig. 1). These
velocity distributions have inflection points and from
the point of view of classic hydrodynamics can be
unstable. Such flows in strong field gradients can be
observed in fusion reactors when liquid metal is in-
jected into the reactor chamber between toroidal field

ity, stream function and induced magnetic field as basic
variables using a time-marching procedure that extends
the standard/—w approach described [16] for non-
MHD flows. The governing equations were approxi-
mated explicitly with finite-difference formulas on a
uniform mesh. The discretization is of first-order in
time and second-order in space. Advancing in time is
performed in the following way:

~n+l _ ~n R

T = Lo+ (10a)

Bi n+1 . i7" L R

( Z) A; ( z) LB(BZZ)H+1+ F”, (10b)

In+1k+1 _ Jn+lk .

14 — 14 = [y gLk g (10¢)
T

Here, L is a 2D finite-difference operator that approx-
imates the diffusive and convective terms by second-
order formulasF the finite-difference approximation

magnets, passing a zone of a high gradient magneticof the source term, which also has second-order ac-

field. Another example is a poloidal flow (such that in
a blanket) in a strong toroidal reactor magnetic field,
which varies as “R’, whereRis the distance from the

chamber axis to a given point within the flow. In such
flows, the field gradient can vary from 0.25 to 10 T/m
or even higher, which is enough to trigger the instabil-

curacy. Central-difference approximations were used
for the discretization of the diffusive terms. In the vor-
ticity transport equation, the second-order monotonic
Samarskii schemfl7] was employed as an approxi-
mation of the convective terms. This scheme possesses
smaller schematic viscosity in comparison with the up-
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wind schemes and is widely used in computations of the liquid passes the field gradient zone, under some
convective flows for which adequate representation of critical values of the flow parameters become unstable.
the non-linear terms is especially important. The finite- Corresponding instability patterns for the flow stream
difference equation for the stream function was for- function and vorticity are shown iRig. 6.
mulated in a pseudo-transient form by introducing a  The instability appears if the velocity demonstrates
pseudo-time term and solved by iterations at each time inflection points (similar to the analytic stability
step. Upon convergence, the pseudo-time term van- solution[5]). If the inflection points are not very pro-
ishes, and the original Poisson equation is satisfied. nounced, the instability does not appear because the
The expressions for the electric current components instability mechanism associated with the inflection
and those for the velocity components were also ap- points is not strong enough against the stabilizing ef-
proximated with the second-order formulas. fect due to the Joule and viscous dissipation. Also, the
A particular example of a fringing magnetic field instability does not appear Reis small, even though
was considered when an electrically conducting fluid Hay is high, since viscous forces damp perturbations.
enters a gap between the magnet poles. An appliedHowever, full conclusions on stability/instability can
magnetic field was simulated with the following ex- be drawn only on the basis of a more detailed stability
pression:B? = Bo/(1+ exp[—a(x — x0)]). By vary- analysis.
ing Bo andc, flow regimes were sought in which an
initially non-disturbed flow transitions to an unstable 2.3.2. Instabilities in free surface flows
one. Quasi-periodic flow regimes were observed sim-  Distinct from the codes described in Sectidr2,
ilar to those in ordinary hydrodynamic flows around a series of free surface codes that utilize tiodume
a cylinder. Downstream of the magnetic field gradient of fluid (VOF) technique have also been developed.
zone, a wake formation occurs resembling the Karman VOF follows the advection of a fluiflwith unit “den-
vortex street behind a bluff body. However details of sity” and reconstructs the interface based on tie
the flow patterns observed in the present MHD case information (e.g. see Puckett et f83]). It allows for
were different because of the magnetic field effects. large deformation of the free surface to occur without
The two shear layers formed in the wall vicinity when lost of robustness. The dynamic conditions at free sur-

Fig. 6. Unsteady stream function and vorticity behavior in MHD flow in a fringing magnetic fieldReéth200 andHama=200. The instability
develops downstream of the magnetic field gradient zone. The observed structures resemble the Karman vortex street behind a bluff body.
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face are implemented via the continuum surface force 0015
(CSF) model[19]. The Navier-Stokes equations are E 001 f——

-~

solved in a two-step projection method, and the induc- 0,008

t=0.02s

tion equation is solved implicitly for the induced field. 0 ! ! .
. . . 0 0.25 0.5 0.75 1
The numerical scheme has been validated in regard x(m)
to the Navier—Stokes solver by simulating thin water 0015
film flows and magnetic mechanism implementation _ t=003s

—T | |
by computing MHD films and comparing with analyt- £ °°' ‘

ical solution and other numerical results. The model is ~ %0%

described in detail in several of the Ref20,21] % 055 05 075 1
When the liquid is flowing downstream, the x(m)
liquid—gas interfacé[x, t] changes with the stream- 0.015 h Co04s
wise location and time, which is defined by the kine- E oot ,—w\]\@%
matic equation: >0.005 |
oh oh 0 ' : '
e,y =hl = - +ulx,y=hl-—. (11) 0 028 X(m) 07 !

At the free surface the normal stress is balanced by Fig. 7. Instability growth on a 1 cm deep, 10 m/s flow of lithium into
the capillary force, and the shear stress vanishes for the, typical 1R toroidal field gradient beginning at= 0.05 m.
constant surface tension condition.

As seen in the electric current distributions shown ity from the initial small bump. An identical calculation
earlier inFigs. 3 and 5there is a concern that arises using tin properties shows no visible growth of insta-
from the fact that the streamwise currents flow in one bility over the same period of time. (Instability is seen
direction near the surface and in the opposite direction in cases analyzed with lower inlet velocity where the
near the back wall. This current pattern results in a inertia of the tin is not so high.) The effects of stronger
force near the surface that tries to pull the liquid into field gradients on thicker flows was investigated in Ref.
the plasma. This force integrates to zero over the entire [4] where considerably more dramatic effect was ob-
depth of the liquid film if the back wall is electrically  served, even for tin, owing to the large field gradient
insulated, but may have implications on the surface and thicker layer. The strength of the magnetic inter-
stability of the flow. If the back wall is conducting, action is particularly sensitive to the flow depth, one
there will be a net force pulling or pushing the liquid reason that thin layers for liquid first-wall and divertor
relative to the wall and issues of flow detachment arise. applications have been pursued in APEX rather than

A case is explored here that approximates flow on neutronically thick liquid wall concepts.
an inverted upper half of an outboard first-wall in the In all cases, the application of magnetic propulsion
ARIES-RS reactor, assumed to be the most unstable current[9] was useful in stabilizing the surface shape
part of the flow path. The flow is inverted to gravity and and propelling the liquid through the gradient region.
initiated with 10 m/s slug flow into a 1 m long compu-  For the conditions irfrig. 7, the flow behaves as shown
tational area. A magnetic field is considered such that: in Fig. 8with 100 A/m applied current in the main flow
direction. It should be noted that the magnetic propul-

0 1r, x <005, 12 sion concept is suitable for flows from strong to weak
B, = HX—(E"S)T x > 0.05, (12) field (inboard to outboard) or smaller area to larger area
(x —0.05+5.5) (again, inboard to outboard). It cannot be applied uni-

where an initially constant magnetic field begins to Versally for any MHD flows.

vary 5cm downstream from the computational inlet. ~ This area of research needs considerably more in-

The flow is perturbed by relaxation of the velocity —Vestigation to outline the conditions under which se-

profile. rious instabilities are expected in free surface flows,
Looking at a lithium flow shown irFig. 7over the ~ €specially as more complex geometries and fields are

1 m length we see the growth of a fairly strong instabil- considered that require a full 3D treatment.
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0015 1—02s 3.1. HIMAG 3D free surface MHD code
€ 001+
>00057 At the beginning of the code design the following
of L \ choices were made which guided the formulation of
0 0.25 )?(f’n) 0.75 1 the COde:
e 1=06s 1. Unstructured grid formulation to allow any geom-
£ oog etry of fluid flow, nozzles, obstructions, etc. to be
0.005 - accommodated, and allow high resolution of thin
0, oo o oo d Hartmann type boundary layers at high Hartmann
x(m) number with a minimum of cells.
0015, P 2. Parallel solver implementation to allow large prob-
§ 00 i lem sizes and “stiff” matrices to be solved in an
0.005 - acceptable amount of wall clock time.
N . ‘ . Flexible implicit framework for using various free
0 025 )?(fn) 078 ! surface tracking (level-set, VOF, etc.) and electric

current (potential formulation, induced-B formula-
tion, etc) modules and for reducing time-step re-
strictions.

Fig. 8. Instability growth on a 1 cm deep, 10 m/s flow of lithium into
a typical 1R toroidal field gradient beginning at= 0.05m with
100 A/m of streamwise current applied.

HIMAG has been developed as an extension to the
HyPerComp electromagnetics code environnj2st,
and compressible MHD code development activities
[26]. HIMAG has inherited a parallel, unstructured
code environment from the electromagnetics software,

3D geometry free surface MHD flows would be an ex- and has essentiglly replaced the solver and COd? in-
tremely valuable aid to the understanding of liquid wall tegragw strategles..l IT)I'tS. pLeISMeRIGf_Orm’ the following
flows. It was also recognized that it would take consid- capabilities are avarable in '
erable effort to develop such a capability, and even if  3p incompressible flow solver (second-order accu-
successful, the code might be very limited inthe range (4t in space and time):
of Hartmann number if steps were not taken in the  free surface capture using level set technique;
beginning to overcome as much as possible inherent, 4rhitrary mesh structure (unstructured/hybrid):

[ ]

[ ]

3. Fully 3D LM-MHD models and results

Itwas recognized by the conclusion of the first phase
in APEX that a numerical tool that can handle complex

limitations in formulation or numerical methodology. parallel code environment using MPI;

Initially, effort was put into writing an MHD module to computation of electromagnetic fields using the elec-
work with the FLOW3D commercial software package tric potential formulation:
(in use at UCLA to investigate 3D free surface flows  pointimplicit scheme, solved in an iterative manner;

without MHD). The module met with limited success, , myltiple strategies to account for mesh skewness
the main problem being extremely long computational (non-orthogonality):

times for large job§ .anq no access to the source code, modular addition of source terms:
for necessary'modlflcatlorizZ,ZS]. . 3 « graphical user interfaces.

So the design of a new numerical tool specifically
formulated to overcome the limitation of existing tools Besides the development of the solver, a significant
was initiated. The work on the HIMAG (HyPerComp effort was expended in studying alternate MHD models
Incompressible MHD solver for Arbitrary Geometries) (based on induced magnetic field and induced current,)
code is presented here in some detail, as it is the firstto overcome certain limitations of the electric potential
time any of code formulation and results have been approach. These limitations tend to be chiefly numeri-
published. Still, a more complete reference to the code cal and become progressively more prominentat higher
structure and formulation is available[4]. Hartmann numbers and magnetic field intensit2ss.
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3.1.1. Model formulation functionH[¢]:

In this section, we describe the governing equa-
tion sets for the flow phenomena that we intend ¥ +V-Vp=0, (14a)
to simulate and study. Each individual phenomenon
is modeled separately and their mutual interactions p = p1 + (p2 — p1)H[¢], (14b)
are “loosely” coupled, in the terminology of multi-
physics. w=p1+ (2 — n1)Hlg]. (14c)

Though the interface is ideally of zero thickness,
3.1.1.1. Conservation of mass and momentum—prim- this is unattainable in practical numerical simulations
itive variable formulation.Incompressible flow is using this technique, and non-physical oscillations in
governed by the continuity and momentum equations the computed solutions can occur. The Heaviside func-
given below, frequently referred to as the incompress- tion is therefore smeared about the zero level by an
ible Navier—Stokes equations. amounte that may depend on the local mesh resolu-

tion. Fig. 9illustrates this effect.

ov 1 1
—+(v-V)v=—-Vp+V-1+g+—jxB"+ F
(v-V) ) P g p.l ; (13a)

4 e 3.1.1.3. Electromagnetics—electric potential formu-
lation. If Ry « 1, the induced magnetic field may
V.v=0. (13b) be neglected in the calculation of the body force terms
j x BO. In such a situation, the electric field may be
The momentum equation above has contributions derived from a scalar potential:
due to viscous, MHD, gravitational and surface
tension forces, all of which may be present in free E=-V¢ (15)

surface MHD. The basic fluid quantities that are anq current may be computed using Ohm’s law:
to be determined from this set, are the velocity

componentst, v, w (in the x, y, z directions respec- j=o(—V¢ +V x BO). (16)
tively,) and the pressur@. While the momentum
equation provides a time advancement of the velocity Fluid-2

components, pressure must be derived using some
external procedure that will guarantee the conser-
vation of mass (continuity). In HIMAG, we use
the projection method, wherein a pressure field is
derived from an updated momentum field such that
the divergence of velocity at the new time level is
zero.

0< 0

3.1.1.2. Free surface capture—level set technique.
We have elected to use the level set technifft&j

to model the advancement of free surfaces present in
the flow. A functiong is defined such that its value is
zero on the interface separating the two fluids: a lighter
fluid-2 and a heavier fluid-1, as shownkig. 9. Away
from the interface, the value gfis given as the normal 0 ®
distance from the interface, negative into fluid-2 and fe—si
positive into fluid-1. This function is advanced in time B) p= p1+(p28_ p1)*Ho(o)

in a Lagrangian fashion on the fluid mesh using the

local fluid velocity, and is related to the fluid proper- rig 9. (a) Graphical representation of the level set functioand
ties such as density and viscosity through the Heaviside (B) smeared Heaviside function.
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The only electromagnetic field quantity that needs
to be computed numerically at each time step is the
electric potential. This potential is governed by the fol-
lowing elliptic differential equation that is obtained by
enforcing conservation of current through setting the
divergence of the current density equation (16) to zero:

V24
=V (vxB%+V(ogo) - (~Ve¢+Vv xB%. (17)

In a single fluid medium, electrical conductivity is

constant, and the second term on the right hand side

above vanishes. At interfaces (solid as well as liquid,)
where the electrical conductivity has a gradient, this
equation must be written in a weak form, since the
gradient of the conductivity is infinite. At an interface

across which the conductivity becomes zero, the com-

ponent normal to the interface, the normal component
of current is explicitly forced to be zero (in a fully con-
servative form, this can cause division by zero):

V¢ =V x BY,. (18)

There are of course many other EM formulations,
like the induced-B used in the 2D axisymmetric codes
described in the Sectiod of this paper, variants on
the vector potential formulation, or even dirgdbor-
mulationg27,29] While some of these are considered
for future development in HIMAG, the electric poten-

tial approach has been adopted here as the first stage,

and investigating the extent to which this formulation
can be applied for high Hartmann number is one of the
many research subjects we wish to address.

In order to allow the modeling of liquids with non-
isotropic electrical conductivity, namely plasmas that
have greater conductivity along magnetic field lines
than perpendicular to them, we have re-derived the
electric potential equation to allow such anisotropy:

V- (01LVé+ (0 —01)(Ve - b)b)
=V.-(oLvx B+ (0 —ar)((vxB%-b)b). (19)

In the above, we use the symbnE BY/|B| = (by,
by, b;) to represent a unit vector in the directiongf.
The quantitiess ;| and oy represent the conductivity
in the directions normal to and parallel to the applied
magnetic fieldB°. A more general form of the conduc-
tivity tensor may be implemented with relative ease.
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the primary intent in this research at present, this has
been deferred to a later time.

3.1.1.4. Heat conductionHIMAG presently utilizes

of a simple heat transfer model wherein convective and
diffusive effects are modeled for essentially isotropic
fluids and solid walls. The following form of the heat
equation is solved:

aT

— 4+V-VI' =V .aVT

” (20)

The thermal diffusivitye depends on the level set
function in a similar manner to density and the coeffi-
cient of viscosity.

3.1.1.5. Solid walls and obstaclek.is possible to de-
fine solid walls in HIMAG by flagging the material cells
during generation the computational mesh. This flag is
imported in the solver and different material properties
are assigned to the cells in solid regions. Multiple solid
materials are possible and a database of solid proper-
ties is maintained. The finite volume formulation used
in HIMAG enables an easy treatment of face fluxes
at internal solid boundaries. Velocity and the normal
pressure gradient are set to zero at an internal solid
boundary.

3.1.2. Numerical technique
In this section, the numerical formulation for
second-order accuracy in space and time on unstruc-
tured meshes is presented. To preserve a second-order
spatial accuracy, it is often necessary on non-uniform
meshes to interpolate quantities from neighboring cell
centers to a cell face using a fast and accurate interpo-
lation procedure. When a quantipyis extrapolated to
the cell face from a cell center using the locally aver-
aged value of the gradient within the cell, the accuracy
is formally second order. However, in order to enforce
conservation, it may be necessary to average between
this value and the corresponding value obtained from
the neighboring cell. These operations tend to be expen-
sive, and we have found a simple distance based inter-
polation to work well for even highly stretched meshes.
First the perpendicular distance is computed from a
current cell P and a neighboring cell N to their com-
mon face whose centroid is denoted by G. If the mesh
is orthogonal, the following interpolation law may be

However, since a comprehensive plasma model is not used forys, the value ofp at the cell face (the vectar



N.B. Morley et al. / Fusion Engineering and Design 72 (2004) 3-34 17

_ dagp + dign

1
JIv v 22b
A da + 2[ olp+ Volnlrs (22b)

This, in effect, changes the face valpethat was
used in computing the gradient in the Gauss integral
formula. This procedure is iterated for convergence.
Typically, 3—4 iterations were sufficient to recover the
exact value of the gradient of a linear field on a highly
skewed triangular mesh.

3.1.2.1. A fractional step method for interfacial flow.

The momentum equation can be written using the
Crank—Nicholson (trapezoidal) time differencing of the
non-linear advective and the linear diffusive terms, to

yield:
+1
N @) — ()" N }i( n+1 n+1 +uu")
At 2 0x; it it

Fig. 10. Important vectors and distances in interpolating quantities 1 8p"+1 1 0 0, aa1 n
to cell faces, (A) face normal distances, (B) projection of orthogonal = _; o 270 e /‘g(ui + uj)
and non-orthogonal contributions. ! J J
. n n
is the face normal area vector): +Fynp + Fs- (23)

Linearizing about time levah, and making no as-
ax(xp — xg) + ay(yp — yg) + az(zp — zG)

d1 = , sumptions about the magnitude of change in momen-
\/@% + a2 +a? tum pu (we do not show the body force terms in Eq.
(21a) (24) for simplicity of presentation):
An+1 AY/ 19
(i) (u;) + 77(u:z+lu? +M::lu;l'+l)
dy— ax(xn — xG) + ay(yn — y6) + a;(zn — 26) 1 At 2 0x;
a2 4 a2 + a2 __}8pn+1+ii i(u4+1+u4)
(21b) TP o 2p Ox; Maxj ! e
(24a)
dapp + dign
(szﬁ, or ¢t = fep+ (1 — flen, "L
1rdz ) (24b)
do ox;
where [ = . (21¢) )
d1+d> The fractional step method attempts to construct a

If the mesh is non-orthogonal, or skewed, a further Vvelocity field at time leveh + 1 from successive opera-
correction may be made to relocate this quantity to the tions upon the field attime level First, an intermediate
cell centerFig. 10shows a stencil where the quantity ~field bearing a superscript * is computed, by removing
@ needs to be relocated from f to G, the centroid. A the pressure gradientterm. Then, apressure field attime
gradient is evaluated from Gauss’ rule, using the thus leveln + 1 is computed in such a way as to project the
far interpolated valuey, and averaged between neigh- velocity u" into the space of discretely incompressible

boring cells, to get a cell face value. functions from which a velocity field"+?* is then ob-
- tained. (The initial pressure field is calculated by solv-
Volp = Z $Ga, (22a) ing the pressure equation utilizing the initial velocity

faces conditions.) This procedure is some times referred to
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as a projection method. We follow the schemes out- a given cell, such that local spikes, or dips in this quan-

lined by [30-32] following suggestions of33] and
[34] for variable density, anfB5] for implementation

tity are smoothed37]. However, this approach is not
directly applicable to the level set reinitialization equa-

the projection method scheme on a co-located (i.e. non- tion (27) where a second-order upwind version of the

staggered) mesh:

) — )" 19
(ul) (ul) ‘I‘*i(l’/\lﬂ/{;"l—u:’ﬁ])

shape-from-shading approach of Ruoy and To[8&}
is used, extended here to unstructured mesh systems.
Higher order corrections, and source terms to account

At 29x; for mass loss errors from the level set method, have
1 9p" 1 9 /.0 ; been incorporated. Details of this implementation will
= _p7 ax; + 20" 8ch ( 87j(ui +u; )> . (252) be presented in a future publication. It must be borne in
mind that the Heaviside function, relating density to the
. . ) level set function, is typically smoothed over a region
(i) — @) _ iai (25b)  thatis up to 2-3 computational cells wide. It can be
At p" ox; made sharper near convergence, or steady state. How-
9 1 gpntt 1 au* ever, if the flow _is_dominat_ed by transient processes, a
P ( n+1 gy ) =13 = (25¢) smoother Heaviside function has been seen to be help-
i \P Xi 1 ox; ful.
(™) — @) 1 opmtt
== : (25d) 3.1.2.3. Continuum surface force model of surface ten-

At ol ax; : _ . .

- o ) sion. The evaluation of the surface tension force is

Density is advanced in time by solving the level g4y facilitated in the level set formalism since the

set equation, as will be described below. While a full - o,ature of the free surface may be computed from
matrix inversion solution strategy for the entire domain  yqivatives of the continuous functign The contin-
is possible and is commonly used in structured meshes, , - surface force (CSF) modéb]is used in HIMAG

an over-relaxgtioq based iterative solution is used'in OUr \where the surface tension force is added as a spatially
work. In practice, it has been seen that the equation SEtvarying body force to the Navier—Stokes equations,

as presented above converges within 4-5 iterations 10,y jje it is sizeable only near the free surface. The ex-
within about 10 orders of magnitude. A cell centered pression for the surface tension force is:

as well as a face based iteration strategy have both been

used with almost equal performance. _ — v
qualp Fs = o Vps(p), wherexk =V (W(p|> (28)
®
3.1.2.2. Discretization of the level set equatioirs. ) ) )
the level set method, the level set functipris first ~ @nd the delta function (smoothed over a distar)cés

advanced using a simple discrete Lagrangian advection91ven as:

law: 1 b1
(7} .
dp . de) 5:(0) = { 22 (1+ COS(?)) Tlel<e o)
— +u; =0. (26) .
ot ox; 0 otherwise

Then, it is re-initialized such that its distribution is ) ) )
smooth, and that it retains its “distance function” prop- 3:1.2.4. Computation of physical properti€she

erty, whereby the value af at any given point is the  1evel set function is related to the density, viscosity,
closest distance to the liquid—gas interface: thermal and electrical conductivities via a smoothed

Heaviside function, as follows:

a¢p . Vo o

o (S0 ) Temsianko. @D ) (30a)
Atotal variation diminishing (TVD) schemeisused ;1 = uq + (u2 — n1) He(p), (30b)

advance the level set function at each time step. In this

approach, we essentially limit the gradientoihside 0 = 01+ (02 — 01) He(9), (30c)
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where the Heaviside function is defined numerically and unity, essentially works by increasing the stencil

as: used in the non-orthogonal contribution. The gradient
0 ifx < —¢ of pitself, is evaluated by a simple Gauss summation:
i 1
He(p) = x & e sinfrx/e) if x| <e, (31) Vp=o > piAs, (35)
2¢ 21 faces
1 if x > e

whereps represents the value of pressure interpolated

. . . to the cell face. A matter of some concern is the re-
3.1.2.5. Pressure Poisson equation on an arbitrary |,cation of this quantity from the intersection of line

mesh. The pressure Poisson equation is solved in two jqining the cell centers with the cell face (labeled X in
distinct ways, based on the orthogonality of the mesh. Fig. 10, to the centroid of the cell face (G). This may be

Numerical representation of the pressure gradient nor- 4 by iteratively using the gradient of pressure data

mal to the cell face separates the two situations:

v.Vr _V- Ve 1 1dp
L At $2 faces'o on
1
= ox S Utas+ ) Utas| (32)
#BC =BC

where the summations on the right hand side are dif-
ferent for boundary faces and internal faces, asl
denotes the cell face area afedhe cell volume.

For an orthogonal mesh (face normal has the same
direction as the line joining cell centers) a straightfor-
ward face-centered differencing expression should be
second-order accurate. The following expressions are
used:

p _(pn—pr\d

on ( d ) a" (332)
op PN — PP

&P _ — PP 33b
on ( d-n ) ’ (330)

whererdenotes a unitnormal tothe cell face. Foranon-
orthogonal (skewed) mesh an “over-relaxed” approach
presented38] has been used:

0, 1 -
”—<|D|”Nm|’”’+k-(w)f),

on As
where the gradient gfis evaluated at the face centroid
using an interpolation formula.

A linear interpolation Vp) =a(Vp)p+ (1—
a)(V p)ywhere the constant is a value between zero

(34)

that is available from its last estimate, and correcting
it thus:

pilc = pilx +(Vp)f - ¢ (36)

where thevp* at the cell face is its last evaluated value,
linearly interpolated to the cell face, and the vector
is the vector joining the intersection point to the face
centroid. In general, an over-relaxation factor is used
in pressure computation, as follows:

n+1

p (37)

=p" +o(p* - p")
wherep* is the newly computed quantity and the
relaxation factor, typically, 1.7-1.9. The choice of this
relaxation factor is restricted when used in the paral-
lel mode. A conservative choice af = 1.0 is used in
parallel runs.

3.1.2.6. Electric potential equatiorikq. (19) is con-
verted into its conservative finite volume equivalent,
and solved using the point relaxation technique. In the
finite volume method, the divergence operators are con-
verted into volume integrals and there upon, into sur-
face integrals using Gauss’ law as follows:

V~F=/Fd[2=/Fds
282

2
Using the standard notation of finite volume method,
and the notation introduced in the pressure Poisson so-
lution description, we can obtain the final discrete ver-
sion of the current conservation law (E9)) in terms
of the electric potential, as:

(38)

Zfaces((al/d) +((oL — UII)(b -d)(b - n)/dz))¢N As + Zfaces{UL(U X BO)

+((oL — o)(v x BY) - b)b) - As

v > taced(01/d) + (oL — o) (b - d)(b

-n)/d?)As (39)
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with the appropriate non-orthogonal corrections where Table 2 N
desired. In general, we solve this equation using point- HIMAG boundary condition types

wise over-relaxation, with a relaxation factor 1.7-1.9. Unique ID
Velocity BCs
3.1.3. Initial and boundary conditions Inflow
In HIMAG, the boundaries of the computational Velocity profile from file 1

. .o . « " |
domain are divided into “patches”, and boundary Efg;i:;ﬁ%?locity (enter value) )

conditions are prescribed on each patch for each of the  giow

variablesu, v, w, p, ¢, ¢, andT. At inflow boundaries, Characteristic BC for V 3
the velocity may be prescribed and pressure extrapo- ~ Neumann BC for V 4
lated from within the domain. At an outflow boundary, No Slip (viscous) wall o
velocity may be extrapolated and a pressure (if known) Faflf'izlgn(‘#zzcl)tr"evglr;) 6
specified. A pure Neumann boundary condition for Characteristic BC 7
pressure and electric potential is available. Here, only Neumann BC 8
the gradient of these quantities normal to the boundary  Fixed BC (enter value) 9
are known. For instance, for the electric potential, pressure BCs
a current tangency condition at an insulating wall  Constant value (specify) 1
requires thatvng = (v x B9, in order to make the Neumann 2
wall normal current zero. A Neumann condition for Level Set BCs
pressure is used when the pressure distribution across Fixed polynomial for level set function 1
a surface is expected to be non-uniform or simply (specify coefficients i, y, zlinear:
unknown. Whenever a Neumann BC is used, care Neﬂ;gﬁ; by cz+d) 5
must be taken to fix the value pfor ¢ at one interior Specified contact angle 3
cell. In HIMAG, cell number 1 is chosen for this

. Thermal BCs
purpose. In a paraII_eI computation, the cell number temperature (specify value) 1
1 on the host node is used as the reference cell. The agiabatic 2
quantity p i.s set to zero in thi_s cell in each iterative Electromagnetic BCs
cycle, and its computed value is subtracted from allthe  gpecified potential 1
cells. Neumann (current free) 2

Five different BC-types are presently available in  Thin conducting wall (specify 3
HIMAG. They are: velocity, level set, pressure, elec- thickness, sigma ratio)
Hartmann layer—analytical 4

tromagnetics, and thermal BCEable 2shows a full
list of BCs that are currently available from HIMAG-
PREP, the graphical interface to HIMAG.

tions are also expressed implicitly for higher accuracy

3.1.4. Solution acceleration in time, a pointimplicit relaxation strategy for time ad-

There are several solution acceleration devices vancement would seem to be adequate. CFL nhumbers
present in the code at this time. HIMAG presently uses computed based on cell face normal velocities and their
the Crank—Nicholson implicit schemes for the non- corresponding length scales can be chosen quite large,
linear advective terms as well as the viscous terms inthe and can in fact be varied as the solution progresses. We
momentum equations to allow the possibility of large have used CFL number in the range of 2-5 still with
(or variable) time steps. This scheme is applied in a stable results in various situations.
point implicit sense. That is to say that the entire sys- A relaxation factor may be applied to all ellip-
tem of equations containing the unknown variables at tic solvers in order to accelerate the solution. Over-
then+ 1 levelis not inverted at once. This is due to the relaxation factors in the range of 1-2 can be used here,
fact that the code is capable of handling arbitrary ge- depending on the size and quality of the mesh. We have
ometries, and the coefficient matrices tend to be densefavored the range of relaxation factors between 1.7 and
and expensive to invert. Also, since the boundary condi- 1.9 and this has worked well for all cases studied.



N.B. Morley et al. / Fusion Engineering and Design 72 (2004) 3-34 21

The relaxation technique to converge the pressure ratios of about 1000 and higher in free surface flow
Poisson equation can be easily improved by better iter- calculations.
ative techniques from linear algebra. Among the most
popular methods to solve Poisson type equations with- 3.2. Code validation and benchmark problems
out storing a coefficient matrix, is the conjugate gra-
dient technique, where successive approximations are A code this complicated, with so many different
made to a matrix equation representing the discrete features and capabilities, must be thoroughly bench-
Poisson equation. These approximations are refined inmarked against existing analytic solutions and results
order to minimize an error functional. The process con- of other codes and experiments in order to establish the
verges rapidly, and there are many variants in the liter- accuracy of the numerical solutions and aid in the de-
ature that improve upon the basic procedure and makebugging process. A number of such benchmark cases
changes based on prior knowledge of the nature of so- are briefly reported here and are presented in more de-
lutions to seek. The method has been implemented for tail in [24].
HIMAG for scalar calculation but has not yet been ex-
tended to the parallel version. 3.2.1. 2D ordinary hydrodynamic flow

HIMAG has inherited the parallel message passing  Perhaps the simplest code-verification strategy for
environment from HyPerComp’s suite of electromag- incompressible Navier—Stokes solvers is to predict the
netics codes. Within each physical phase of the solu- pressure drop in a 2D channel with a fully developed
tion process, sub-iterations are performed and data isparabolic velocity profile given as an initial condition.
exchanged periodically across computer node bound- For a channel of unit width, and a peak velocity of 1,
aries. In Poisson solvers, such as pressure and potentialthis gives a velocity distributioru = 4y(1 — y) and a
data may be exchanged only every 10 steps or so, to re-dp/dx = —8u. The pressure profiles along the channel
duce the communication overhead in the starting stagesfor the two cases dRe= 50 and 500 were calculated
of solution. with HIMAG and exact pressure drop emerges easily

from the numerical solution.

3.1.5. Computational parameters

HIMAG expects to address a wide multi-physical 3.2.1.1. 2D driven cavity problemA benchmark
parameter space. The numerical algorithm treats both problem frequently used for incompressible solvers is
the advection and viscous terms implicitly, thereby the lid-driven cavity problem @&e= 1000. Here, a ve-
allowing for strong variations in these terms. Liquid locity ofu=1isappliedtothg=1face ofaunitsquare,
metal MHD computations are often restricted by the where all internal points atinitially at rest. 2D problems
large values of the Hartmann number and the inter- are simulated in HIMAG by using one cell in the third
action parameter\ = Ha?/Re that are encountered. (z-direction,) and selecting the boundary conditions on
With our present approach, using an appropriate meshthezfacing boundaries to be “undefined”. A relatively
resolution, we are able to run Hartmann numbers uniform mesh and a severely stretched unstructured tri-
up to 10,000 with an interaction parameter of 1000 angular mesh have been used in this study to test the
corresponding to a Reynolds number of 1At higher effect of mesh skewness on the accuracy of the solution.
Hartmann numbers, even in simple geometries, a Good solution convergence has been observed in both
large number of mesh points are often needed, to cases, with an insignificant residual divergence of the
resolve the Hartmann layers accurately. This number velocity. Various Poisson solver strategies have been
could run into several millions, depending on the experimented for this case, and it has been observed
linear dimensions of the geometry. The use of parallel that the relaxation solver and the conjugate gradient
computing is inevitable in such cases, where single techniques are both well suited for this purpose, with
processor runs are practically impossible. HIMAG the CG technique being overall superior in terms of
has shown good scalability on parallel processors and convergence rate and error reduction. Velocity vectors
has been tested successfully, to date, on PC clustersand streamlines for the two meshes are almost iden-
running LINUX. We have used Weber numbers tical and the profiles match well with published data
in the range of 0.1-10 successfully, and density [39].
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3.2.1.2. Backward facing ste@.he re-attachment 1.2

point location of the flow entering a backward facing 11 — 23 heiont famctiom D
step has also used for validation of spatial accuracy of 1 L e

the solver. A Reynolds number is computed from the 09 == = 2DVOF

average velocity of the inflow and using the channel
half-width as the characteristic length scale. The re-
attachment point location ofh = 5.2 forRe= 200 and
x/h=1.95 forRe= 160 match closely with experimental
and other CFD data in the literatuje0].
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3.2.1.3. 2D von Karman vortex streethe flow past 03

a cylinder in 2D is known to become unsteady after a 02

Reynolds number of about 41 (Re based on the diame- 0.1

ter of the cylinder.) Such flows produce an oscillatory 0 S —T
wake, in which rows of positive and negative vortices X

shed from the top and bottom of the cylinder alter-

nately, propagate downstream. This is referred to as Fig. 11. Comparison of HIMAG to 2D axisymmetric codes for 2D

thevon Karman vortex streeExperimenting with var-  free surface benchmark problem.

ious meshes shows good comparison for dimensionless

frequency to within 1% error of the published dpt], 0.5 exp[-0.01(/h, — 50)%] T, with the walls assumed

even with relatively coarse meshes. to be electrically insulating. This is an axisymmetric
problem that has been modeled by the various 2D

3.2.1.4. 2D open-channel flow on an inclined plane. codes described in the SectidrA double bump in the

Including now the coupling to the level-set free surface free surface shape is observed corresponding to the rise

tracking routines, a simple open-channel flow case and fall of the Gaussian magnetic field distribution.

is calculated. Among the various tests of merit of a  This problemwas modeled in HIMAG using two flu-

free surface capture scheme is the sensitivity to meshids of density, viscosity and electrical conductivity ratio

skewness, the tangency of the surface streamline underof 1000 between the heavier and lighter fluid. Many dif-

various density and viscosity ratios, and sensitivity ferent grids were tested for the test case with HIMAG,

to Weber and Froude numbers in the flow. We have where a non-dimensional domain size of 200.5 was

found HIMAG to be fairly robust with regard to these ~chosen. The 2D-VOF simulation used a mesh of 1000

concerns and close agreement between existing 2D x 500 equally spaced cells, with channel size of ¥00

and 3D codes is observed. 2. The 2D height function code used 2081101 grids
with channel size of 106« 1. Error bars have been
3.2.2. 2D MHD flows placed on the HIMAG result shown iRig. 11, cor-

Since the ordinary hydrodynamic solver appears to responding to the mesh resolution at the free surface.
be accurate when compared to standard benchmarkThe results seem to agree within 1% tolerance, and the
problems, these cases are expanded to include MHDdifferences are believed to be due to differences be-
effects to investigate the accuracy of the coupled elec- tween the various formulations (the benchmark result
tromagnetics and hydrodynamics solvers. uses a B-formulation). A new benchmark problem with

a stronger gradient has been proposed in order to cause
3.2.2.1. 2D axisymmetric open-channel flow in a a larger deviation from the base flow, but data on this
gradient toroidal field. A validation case was selected new problem is not yet available.
for 2D free surface flow with MHD with the following
specifications. A semi-parabolic inflow velocity 3.2.3. 3D MHD flows in closed channels
profile with 0.1 m/s average velocity is given to It is difficult to find benchmark problems for fully
a liquid flowing down an incline of & A toroidal 3D MHD flow with free surfaces, in fact none exist
magnetic field was applied with a Gaussian prdile to our knowledge. To have some 3D benchmark data,
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Fig. 12. Geometry of 3D driven cavity benchmark problem.

then, two closed-channel flows are calculated for which
there is some existing data.

3.2.3.1. 3D lid driven cavitySimilar to the 2D driven
cavity, a 3D driven cavity problem was prepared in
a unit cube with magnetic field perpendicular to the
moving wall as shown irFig. 12 For comparison to
HIMAG two other 3D codes (called simply code 1 and
code 2) were developed specifically for this geome-
try using structured grids. Also, the calculations were
performed using the commercial CFD software pack-
age FLUENT[42] using a new limited MHD module
currently being developed by FLUENT.

Code 1 solves the governing equations by finite dif-

ference approximation using a fully staggered grid sys-

23

in which the pressure gradient terms are omitted. The
Lorentz force terms in the momentum equation are also
calculated in the first sub-step by solving the induction
equation and then using ampere’s law. In the second
sub-step, the provisional velocity is corrected by ac-
counting for the pressure gradient and the continuity
equation through solving the pressure Poisson equa-
tion. The approach developed belongs to the group of
explicit projection methods and is similar to that pro-
posed in43] and[44] for non-MHD flows. The pres-
sure Poisson equation is solved at each time step by
SOR method. The induction equation is approximated
with a conservative scheme analogous to ththj so
thatthe conjugation conditions across the boundaries of
the flow domain are directly satisfied. The code devel-
oped was verified by comparison with the non-MHD
results calculated if#6] with the vorticity-velocity ap-
proach.

Code 2 is an adaptation of existing cell-centered
code[47] where a general four-step and three-step pro-
jection method has been developed for incompress-
ible Navier—Stokes equation. This general projection
method has been further extended to solve a modified
induced magnetic equation with a penalty functioom
[48] added to aid in enforcing-B’ = 0. The projec-
tion methods for induced magnetic field equation can
ensure the divergence of induced magnetic field zero
(for the case of 3D lid-driven cavity flow, we have the
divergence of induced magnetic field as 1#) without

tem in which each variable is defined at a different lo- employing special grid arrangement. Hence it can be
cation. The pressure is located in the cell center and easily extended to an unstructured grid system. In the
the velocities are in the centers of the corresponding soon future, this developed projection method will be
sides. The components of the induced magnetic field applied on HIMAG for the higher Hartmann number
are shifted from the velocity locations by half of the cases.

grid size in thez-direction. Such a grid arrangement al- Results from HIMAG and other models and exper-
lows for a compact evaluation of both the Lorentz force iments seem to agree well for the cases studied, while
term on the RHS of the momentum equation and the presenting slight differences in the treatment of electro-
velocity containing terms on the RHS of the induction magnetic fields. Various cuts of the velocity profile are
equation, so that averages\wvandB' are notrequired.  shown inFig. 13demonstrating the level of agreement.
The continuity equation is discretized at the center of

the cell. The projections of the momentum equations 3.2.3.2. 3D developing flow in a channé.case stud-
and those of the induction equation are discretized at ied by Ster[49] has been utilized to test 3D MHD mod-
points where the corresponding variables are defined. els in HIMAG (seeFig. 14). A channel of unit square
As a discretization scheme for the convective terms, a cross-section of dimensionless length to 4 with pro-
mixture of the central difference approximation and the scribed inlet velocity(y, 2) = (9/4)(1— y?)(1 — ) is
donor-cell discretization is used. The time-advancing studied under the influence of an applied magnetic field
step consists of two sub-steps. First, the provisional ve- of the formBy = 1/(1 + exp[-x/0.15]) which has strong
locity field is calculated from the momentum equation variation neax = 0.
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Fig. 13. Comparison of velocity profiles in 3D driven cavity problem

for Re= 100,Ha = 45.

Fig. 14. Channel geometry and test conditions for 3D MHD bench-

large number of mesh points. It is observed following
the increase in magnetic field strength, or, alternatively,
the Hartmann number, that flow physics change signif-
icantly. Wall jets are formed, that contain most of the
mass flow, while sharp Hartmann layers are formed at
the walls perpendicular to these jets. The effect gets
progressively larger, until when the core of the flow
loses all of its momentum and forms a re-circulating
vortex core. At this point, a trailing wake system ap-
pears, and begins to slowly flutter at a frequency which
we did not measure in this particular study.
T In all of the numerical simulations, the non-
dimensional interaction parametdr= (Ha?/Re was
kept fixed at 1000Fig. 15shows the pressure varia-
tion at the center line of the channel fda = 50 and
200. The slope of the pressure profile from fully devel-
oped channel flow results is shown alongside for com-
parison.Fig. 16 shows a sampling of the 3D velocity
profiles at different axial locations. The development
of the expected M-shaped velocity profiles and Hart-
mann layers for high Hartmann number are easily seen.
With the highly stretched mesh used here, it has been
possible to simulate Hartmann numbers of up to 1000
without any special procedures for stability.

For the purpose of validation, results from a code
that solves the fully developed closed channel MHD

flows in ducts[50] were used. The comparison with

fully developed flow is only valid when the flow be-

comes uniform in the axial direction, and may not oc-
cur (to engineering precision) within the channel length

This case was studied for the Hartmann numbers of considered here for an arbitrarily flow and electromag-
50, 200 and 1000. A highly stretched rectangular mesh netic conditions. The fully developed flow results are
was used here, taking care to resolve the Hartmann lay-thus, used as guidelines in estimating the approximate
ers and wall jets appropriately, without a prohibitively validity of the numerical solutionFig. 17 shows the
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favorable comparison of fully developed profile to the
HIMAG results near the exit plane. St¢40] validates

3D effects of the developing flows by comparing with
fully developed flow results. Very little has been said
about insulating walls in the above paper. However,
Table 1on p. 184 mentions the maximum transverse
variations in the electric potential, pressure and the
moment-center of the velocity distribution at the loca-
tionx=0. These results are in good agreement with the
results from HIMAG (e.g. the value &f¢ = 1.01 com-
puted from HIMAG, while Sterl gives 1.0390—this re-
sultis scaled by the Hartmann number and is essentially
independent of it).

2 nodes, 36000 cells

3.2.4. Parallel code execution benchmarks

HIMAG can be run in parallel across multiple pro-
cessors. Message passing interface (MPI), a freely
available and widely employed software suite, is used
for parallel communications. Presented here are some
preliminary results and scaling studies. HIMAG per-
formance was tested on three types of calculations to
assess the time taken by each. The same computationa
mesh, of 60x 60 x 100 cells was used in a rectangular
domain of size Ix 1 x 5 in all three cases. The three
cases were:

4 nodes, 36000 cells

(a) impulsively started single phase flow;
(b) two-phase flow with bi-parabolic initial velocity;
(c) single phase flow with MHD.

The mesh was first partitioned into 2, 4 and 16 par-
titions as seen ifrig. 18

The impulsive flow initial condition is useful in as-
sessing the stability of the numerical procedure. Fully
developed initial velocity profiles normally are much
more stable, but it was found that the solution con-
verged well even for the impulsive start, thus indicating
that the code is well behaved even in the parallel mode #
to fluid kinetic parameters. A bi-parabolic velocity pro-
file was used for the two phase flow case with density
and viscosity ratio of 1000. The flow was seen to con-
verge smoothly, with streamlines tangential to the free
surface at convergence (a very desirable property).  linear performance was obtained for the single-phase

Scaling studies were made for cases run with 2, 4 and flow, with an efficiency of about 95%. With two-phase
16 processors assuming a fixed number of the pressureflow, the efficiency dropped a little, to 91%, and with
Poisson equation and the level set reinitialization steps MHD, the efficiency returned to close to 96%. These
were used. For a time accurate calculation, it may be numbers are highly encouraging from the perspective
hard to specify the number of steps, and may be simpler of parallelization. The relative time consumed by the
to use a tolerance level. It is seerFig. 19that nearly level set solver and MHD may be estimated from the

Fig. 18. Sample domain partitioning for a channel geometry with
360,000 cells using 2, 4 and 16 (left) partitions.
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Symbols: Measured scaling with HIMAG
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Fig. 21. Current streamlines far= 0 cross-section at¥ 0 given a
40 kA/m? inlet plasma current.

. APEX community to simulate different real problems
10 15 to help in the understanding of phenomena observed
# of processors . .
in experimental tests currently underway. Three such

Fig. 19. Parallel performance of HIMAG for a single phase channel Problems are addressed below.
flow, two phase flow, and MHD channel flow.

3.3.1. Simulation of liquid lithium motion in
drop in performance from the single-phase solver for DIMES sample holder in DIII-D
these two cases.
Here, we simulate the plasma-current driven MHD
3.3. Fusion relevant test problems flow in an initially static lithium pool with geometry
(seeFig. 20 and plasma current as proposed for a
While the HIMAG code has just recently neared the new lithium experiment in Diverter Materials Evalu-
production stage, there has been a great interest in theation System(DIMES) probe apparatus in the DIII-

2.0

L]
1.0

T Plasma
[ Liguid metal
[ ground patch

3.0

Fig. 20. Sketch of the new DIMES probe slot geometry and HIMAG numerical grid.
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Fig. 23. MTOR quasi-2D test channel geometry.

3.3.2. Quasi-2D channel experiment in MTOR
Fig. 22. 3D view of the liquid lithium surface in DIMES slot after

=3.5ms with 40 KA/ plasma current. The flow of liquid metal in an open-channel with ge-

ometry (sed-ig. 23 and field similar to an experiment
with liquid gallium alloy in the UCLA MTOR facility
[14] was simulated and compared against experimental
D tokamak facility[51]. The static pool is placed in  results. In the case selected (Jable 3, the magnetic
contact with the divertor plasma where currents are interaction parameter was fairly low, and the flow is
expected to close through the liquid, causing MHD dominated by viscous and advective effects, except that
forces. flow laminarization by the magnetic field is expected.
In this slot geometry, the lower block contains the The magnetic field profile i8y = 0.45/(1+X) T as a
liquid metal, and is made of insulating material, but for function of the flow direction coordinate.
the thin strip of conducting material thatis grounded at  The experiment has a large aspect ratio so that 2D
zero potential. Plasma current with density 40kA/m  models could be compared against the experimental
entersthe domain at the far right edge of the upper block data. HIMAG was used to simulate this same case in
in thex-direction at an inclination of3to the horizon- 2D and 3D. A mesh resolution study first revealed the
tal, parallel to the 2 T magnetic field. The upper block need for clustering mesh points close to the Hartmann
is initially comprised of plasma, where the electrical walls, where Hartmann layers were seen to form. A
conductivity is greater in the direction of the magnetic rather finely clustered mesh was generated, using the
field than in the directional perpendicular to it. The number1Ha(whereHais the Hartmann number based
electrical conductivity of the plasma is held at 1000 on the width of the channel,) as the non-dimensional
times less than that of the isotropic liquid metal, and so
the current lines close to liquid surface, therefore, seek
the low resistance path to the grounding plate at the Table 3
lower wall. Fig. 21 depicts a 2D slice of the DIMES Parameters of the quasi-2D open channel MHD benchmark problem

geometry with the computed electric current paths 2nd Ga-In-Sn alloy in MTOR facility
shown. Volumetric flowrate (I/s) 0.26

Several simulations (seEig. 22 of liquid-metal ~ 'nitial depth (mm) 2
flows in this geometry were made, with the liquid metal Channel width (cm) 20
- 9 ry Lo q Initial average velocity (m/s) 0.65
initially at rest. Several qualitative features of the solu- viscosity (n#/s) 4.4% 107
tion were verified including the tendency of the liquid  Electrical conductivity 2/m) 3x 10°
to push out of the sample holder seen in preliminary Surface tension (N/m) 0.55
Density (kg/n?) 6333

DIMES experiments.




N.B. Morley et al. / Fusion Engineering and Design 72 (2004) 3-34

4 a4 o
M ow s o

B S AL LAt e

-

himag-3d
=— = = himag-2d
— —— vof-2d

0 experiment

Z (Interface Height)

S i e
= VWA o N D ©

| 1
50

o

|
100 150

X

Fig. 24. MTOR data compared to 2D and 3D MHD solutions for
the parameters given ifable 2 Spread of experimental data due to
wave phenomena not resolved in the numerical calculations.

distance from the wall that had to be resolved. A
total of 200,000 computational cells were presentin this
mesh.

Computed results for free surface height compared
to averaged MTOR data are showrHig. 24and seem
to match closely, with better accuracy than the 2D
axisymmetric model. The code was able to resolve
wavy patterns emerging from the Hartmann walls as
part of the captured free surface seefrig. 25

Fig. 25. 3D image of gallium surface from HIMAG calculation for
the MTOR parameters ifiable 2at steady state.

29
3.3.3. NSTX simulation experiment in MTOR

In this simulation a liquid metal film flows from
a nozzle with electrically conducting walls out into a
channel, also with conducting side walls, with a spa-
tially varying multiple component magnetic field is
modeled.Fig. 26 shows a dimensioned sketch of this
flow geometry. The liquid metal used in the MTOR
experiment this test problem is attempting to simulate
is the same gallium alloy as describedlable 3 The
channel walls were made of 304 stainless steel. A flow
speed of about 3 m/s at the nozzle exit was estimated.

This complex geometry, multi-material case serves
as a test of all the features of the HIMAG code (ex-
cept heat transfer). The computational mesh for this
problem was prepared, with the appropriate modifica-
tions to include solid wallsFig. 268 shows a view
of this mesh, containing 327,744 cells and 311,690
nodes. Solid walls were defined in the mesh generator.
The computational run was initiated using an impul-
sive start of the flow. That is, velocity is initially set
to zero everywhere inside the domain, and an inflow
velocity is applied at timé = 0. Such an initialization
is often problematic, since it poses numerical stability
problems. However, with suitably converged pressure
Poisson solver, it was possible to implement it into the
code easily.

Preliminary results from the MHD simulation of this
case show clearly, the evolution of smooth pressure and
electric potential contours{g. 27). Currentvectors en-
tering solid walls and forming closed pathways inside
the solid medium have been observei). 28A and B
show the flow of current prior to nozzle exit. Aft of the
nozzle exit, the upper wall that had provided the closed
circuit for current flow, is absent, and current begins
to flow along thex-direction in the solid walls. This is
seen inFig. 28C. Fig. 28D shows the velocity vectors
in the flow as it exits the nozzle. Detailed studies of this
problem are presently underway and not yet ready for
publication.

4. Conclusions and future directions

The modeling capabilities for simulating free
surface LM-MHD flow have evolved greatly over the
past two years of research and development within the
APEX project. Various 2D and 3D capabilities have
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2 (thickness)

Fig. 26. NSTX film flow experiment geometry in MTOR. (A) Isometric view of the geometry (note to scale—all dimensions in mm), (B) a
portion of the numerical grid in the nozzle region and (C) viscosity contours, showing solid (304 SS) walls.

been developed and a great deal has been learned abouwin the surface stability especially for lithium flowing
the hydrodynamics of liquid walls. Field gradients typi- on conducting surfaces. The magnetic propulsion con-
cal of the large toroidal magnetic field have been shown cept has been shown to be effective in propelling and
to have only small effect on the drag for thin€2 cm) stabilizing liquid walls flowing from strong to weak
liquid wall flows, but still may have detrimental effects field regions. This concept might be especially useful in

(A) (B)

Fig. 27. (A) Pressure distribution, and (B) electrical potential distribution in the near nozzle region at steady state.
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3.5

()

Fig. 28. Current vectors in (A= 6 mm plane inside the nozzle, (B} 35 mm plane at the nozzle exit, (C)xrz andy-z planes, (D) velocity
vectors at nozzle exit.

forces liquid out through drain channels between mag- try features of liquid wall designs such as penetrations,

netic field coils. Multiple component magnetic fields sidewalls, fins and deflectors as this capability is just

lead to more complicated effects, most notably strong now becoming available.

toroidal motion in liquid wall flows that are initially Work still needs to continue on various R&D tasks

flowing poloidally. The impact of this toroidal flow on  that are essential to the further understanding and pre-

the concept of using sector dividing walls may be very diction of liquid walls. Despite the headway made,

serious. there remains critical work remaining in some areas of
In terms of new numerical capability and technique, HIMAG development and detailed application to prob-

the HIMAG 3D code is poised to push the boundaries lems of interest to liquid walls that should continue to

of computational magnetohydrodynamics even further be pursued. These include, importantly:

in the flow parameters and geometries that can be simu-

lated. Several complex geometry/field cases have been(a) an implicit treatment of level set equations at high

described above as examples of the simulation possi-  order of accuracy;

bilities that HIMAG can address—but no conclusions (b) boundary element method for semi-infinite and

have been reached regarding some the complex geome-  closed surfaces in the flow;
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Zoom of mesh in the crack region
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Fig. 29. Section of a channel flow with fine (10of channel dimension) crack, resolved economically using unstructured hexahedral mesh.
Sample contour plot of-current density and current lines are shown.

(c) induced magnetic field and vector potential EM the cracks is very small (five orders of magnitude
formulations to help push high Hartmann number less than channel dimensions). With a typical struc-
and magnetic Reynolds number; tured mesh, many mesh cells will be wasted in re-

(d) continued validation and application for various solving this crack dimension, since the mesh lines
MHD flows of engineering importance—for in-  will have to extend across the channel. Unstructured
stance closed channel MHD flows with insulator meshes enable this computation to be performed with
coating imperfections. only local clustering. It is believed that this framework

may be extended more generally to 3D problems to
Referring to this last bullet, some preliminary work  study the effectiveness of insulation coatings. Work has
has already been performed to assess the capabilitiedeen also proposed to add various turbulent and con-
of HIMAG for closed channel flows with multiple ma-  jugate heat transfer effects to HIMAG in future years,
terials having various electrical conductivifyig. 29 and magnetic formulations that can extend the mag-
shows a sample situation where the true power of un- netic parameter ranges reachable by numerical simu-
structured meshing in HIMAG can be demonstrated. lation. With these capabilities, HIMAG will have the

Currents emerging from a conducting channel (cross- potential to serve as a true design tool for fusion re-

section of which is shown,) may flow into the con- actor design, as well as other applications in metal-

ducting exterior wall through two cracks in the in- lurgy and aerospace propulsion involving multi-phase
sulating medium that separates the two. The size of MHD.



N.B. Morley et al. / Fusion Engineering and Design 72 (2004) 3-34

Acknowledgements

This work was supported by U.S. Department of En-
ergy grants #DE-FG03-86ER52123 and #DE-FGO03-
00ER83018. The authors would like to acknowledge

33

[15] S. Smolentsev, Unsteady magnetohydrodynamic flows under a

non-uniform magnetic field, UCLA Report No. UCLA-FNT-
203, 2004.

[16] J.C. Tannehill, D.A. Anderson, R.H. Pletcher, Computational
Fluid Mechanics and Heat Transfer, 2nd ed., Taylor & Francis,
1997.

the APEX team members and Sam Berk of the Depart- [17] A. Samarskii, Introduction to the Theory of Finite-Difference

ment of Energy. Their hard work and innovative spirit
have contributed greatly to this work.

References

[1] M.A. Abdou, A. Ying, N.B. Morley, et al., On the exploration of
innovative concepts for fusion chamber technology, APEX In-
terim Report, UCLA-ENG-99-206, UCLA-FNT-107, Novem-
ber 1999.

[2] M.A. Abdou, A. Ying, N. Morley, et al., On the exploration
of innovative concepts for fusion chamber technology, APEX
Interim Report Overview, Fusion Eng. Des. 54 (2001) 181-247.

[3] N.B. Morley, S. Smolentsev, D. Gao, Modeling infi-
nite/axisymmetric liquid metal magnetohydrodynamic free sur-
face flows, Fusion Eng. Des. 63-64 (2002) 343-351.

[4] D. Gao, N. Morley, M. Abdou, V. Dhir, Numerical study of
stability of liquid metal falling film flows in a varying spanwise
magnetic field, Fusion Eng. Des. 64 (2002) 369-374.

[5] D. Gao, N.B. Morley, Equilibrium and initial linear stability
analysis of liquid metal falling film flows in a varying spanwise
magnetic field, Magnetohydrodynamics 38 (4) (2002) 359-375.

[6] D. Gao, N.B. Morley, V. Dhir, Surface wave behaviors in a mag-
netic field gradient obtained by numerical simulation, UCLA
Report No. UCLA-FNT-205, 2004.

[7] D. Gao, N.B. Morley, Numerical investigation of surface dis-
turbance on liquid metal falling film flows in a magnetic field
gradient, Magnetohydrodynamics 40 (2004).

[8] S. Smolentsev, M. Abdou, T. Kunugi, N. Morley, S. Satake, A.
Ying, Modeling of liquid wall flows in APEX study, J. Appl.
Electromagn. 13 (2001/2002) 373-379.

[9] L.E. Zakharov, Magnetic propulsion of intense lithium streams
in a tokamak magnetic field, Phys. Rev. Lett. 90 (4) (2003)
045001/1-4.

[10] S. Smolentsev, M. Abdou, Open-surface MHD flow over a
curved wall in the 3-D thin-shear-layer approximation, UCLA
Report No. UCLA-FNT-204, 2004.

[11] F.G. Blottner, Variable grid scheme applied to turbulent bound-
ary layers, Comput. Meth. Appl. Mech. Eng. 4 (1974) 179-194.

[12] B.D. Nichols, C.W. Hirt, Calculating three-dimensional free
surface flows in the vicinity of submerged and exposed struc-
tures, J. Comput. Phys. 12 (1973) 234—-246.

[13] S. Smolentsev, M. Abdou, N. Morley, A. Ying, T. Kunugi, Ap-
plication of the K—¢"” model to open channel flows in amagnetic
field, Int. J. Eng. Sci. 40 (2002) 693-711.

[14] N.B. Morley, J. Burris, The MTOR LM-MHD flow facility,
and preliminary experimental investigation of thin layer, liquid
metal flow in a 1R toroidal magnetic field, Fusion Technol. 44
(1) (2003) 74-78.

Schemes, Moscow, Nauka, 1971 (in Russian).

[18] E.G. Puckett, A.S. Almgren, J.B. Bell, et al., A high-order pro-
jection method for tracking fluid interfaces in variable den-
sity incompressible flows, J. Comput. Phys. 130 (1997) 269—
282.

[19] J.U. Brackbill, D.B. Kothe, C. Zemach, A continuum method
for modeling surface tension, J. Comput. Phys. 100 (1992)
335-354.

[20] D. Gao, N.B. Morley, V. Dhir, Numerical simulation of wavy
falling film flows using VOF method, J. Comput. Phys.

[21] D. Gao, Numerical simulation of surface wave dynamics of
liquid metal MHD flow on an inclined plane in a magnetic
field with spatial variation, Ph.D. Dissertation, Mechanical En-
gineering Department, University of California Los Angeles,
2003.

[22] H.L. Huang, A. Ying, M.A. Abdou, 3D-MHD free surface fluid
flow simulation based on magnetic-field induction equations,
Fusion Eng. Des. 63-64 (2002) 361-368.

[23] X. Luo, A. Ying, M. Abdou, Experimental and computational
simulation of free jet characteristics under. transverse field gra-
dients, Fusion Technol. 44 (1) (2003) 85-93.

[24] R Munipalli, et al., Development of a 3-D incompressible
free surface MHD computational environment for arbitrary ge-
ometries: HIMAG, DOE SBIR Phase-Il Final Report, June
2003.

[25] V. Shankar, CFD-based higher order methods for broad band
parallel applications in computational electromagnetics (CEM),
ICCFD2, in: Proceedings of the Second Internatonal Confer-
ence on CFD, Sydney Australia, July 2002.

[26] R. Munipalli, V. Shankar, Development of computational capa-
bilities in real gas MHD simulations, AIAA paper 2001-0198,
Presented at the 39th AIAA Aerospace Sciences Meeting &
Exhibit, Reno, NV, January 2001.

[27] S. Smolentsev, S. Cuevas, N. Morley, On the choice of variables
in modeling liquid metal magnetohydrodynamic flows at low
magnetic Reynolds number, UCLA Report No. UCLA-FNT-
202, 2004.

[28] S. Osher, R. Fedkiw, Level Set Methods and Dynamic Implicit
Surfaces, Springer-Verlag, New York, 2003.

[29] T. Nakata, N. Takahashi, K. Fujiwara, K. Muramatsu, Z.G.
Cheng, Comparison of various methods for 3-D eddy current
analysis, IEEE Trans. Magn. 24 (1988) 6.

[30] B. Perot, An analysis of the fractional step method, J. Comput.
Phys. 108 (1993) 51-58.

[31] D. Kim, H. Choi, A second-order time-accurate finite volume
method for unsteady incompressible flow on hybrid unstruc-
tured grids, J. Comput. Phys. 162 (2000) 411-428.

[32] J.VanKan, Asecond order accurate pressure-correction scheme
forviscous incompressible flow, SIAM J. Sci. Comput. 7 (1986)
870-891.



34

[33] M.-J. Ni, S. Komori, N. Morley, Projection methods for the cal-
culations of incompressible unsteady flows, Numer. Heat Trans-
fer B 44 (2003) 533-551.

[34] M.-J. Ni, S. Komori, M. Abdou, A Variable density projection
method for interfacial flows, Numer. Heat Transfer B 44 (2003)
553-574.

[35] Y. Zang, R.L. Street, J.R. Koseff, A non-staggered grid,
fractional step method for time-dependent incompressible
Navier—Stokes equations in curvilinear coordinates, J. Comput.
Phys. 114 (1994) 18-33.

[36] E. Ruoy, A. Tourin, A viscosity solutions approach to shape
from shading, SIAM J. Numer. Anal. 29 (3) (1992) 867—884.

[37] T.J. Barth, Aspects of unstructured grids and finite volume
solvers for the Euler and Navier—Stokes equations, von Kar-
man Institute lecture series, Report 1994-05, 1994.

[38] H. Jasak, Error analysis and estimation for the finite volume
method with applications to fluid flows, Ph.D. Thesis, Imperial
College, UK, June 1996.

[39] U. Ghia, K.N. Ghia, C.T. Shin, HigRe solutions for incom-
pressible flow using the Navier—Stokes equations and a multi-
grid method, J. Comput. Phys. 48 (1982) 387.

[40] B.F. Armaly, F. Durst, J.C.F. Pereira, B. Schonung, Experimen-
tal and theoretical investigation of backward-facing step flow,
J. Fluid Mech. 127 (1983) 473.

[41] C.H.K. Williamson, Oblique and parallel modes of vortex shed-
ding in the wake of a circular cylinder at low Reynolds numbers,
J. Fluid Mech. 206 (1989) 579.

N.B. Morley et al. / Fusion Engineering and Design 72 (2004) 3-34

[42] FLUENT 6.0 User’s Guide, Fluent Inc., 2002.

[43] A.J. Chorin, Numerical Solution of the Navier—Stokes Equa-
tions, Math. Comput. 22 (1968) 745-762.

[44] R. Temam, Sur I'’Approximation de la Solution des Equations
de Navier—Stokes par la Methode des pas Fractionnaires, Arch.
Rational Mech. Anal. 32 (1969) 135-153.

[45] A. Samarskii, P. Vabishchevich, Computational Heat Transfer,
vol. 2, Wiley, 1995, p. 421.

[46] G. Gui, F. Stella, A vorticity-velocity method for the numeri-
cal solution of 3D incompressible flows, J. Comput. Phys. 106
(1993) 286-298.

[47] M.-J. Ni, et al., A projection method for incompressible in-
terfacial MHD flows, in: Proceedings of the LANL Work-
shop on TELLURIDE at Santa Fe, NM, January 21-23,
2003.

[48] N. Ben Salah, A. Soulaimani, W. Habashi, A finite element
method for magnetohydrodynamics, Comput. Meth. Appl.
Mech. Eng. 190 (2001) 5867-5892.

[49] A. Sterl, Numerical simulation of liquid-metal MHD flows in
rectangular ducts, J. Fluid Mech. 216 (1990) 161-191.

[50] S. Smolentsev, A. Tananaev, Development of computer code for
analysis of heat transfer in liquid metal MHD flows in ducts,
Magnetohydrodynamics 31 (4) (1995) 414-419.

[51] D.G. Whyte, T.E. Evans, C.P.C. Wong, W.P. West, R. Bastasz,
J.P. Allain, J. Brooks, Experimental observations of lithium as
a plasma-facing surface in the DIII-D tokamak divertor, Fusion
Eng. Des., this issue.



	Progress on the modeling of liquid metal, free surface, MHD flows for fusion liquid walls
	Introduction
	Axisymmetric models and simulation results
	Analytic solutions to special case problems
	2.5D developing flow with height function free surface model and curvature effects
	2D modeling of instabilities in a non-uniform magnetic field
	Instabilities in closed channel flows
	Instabilities in free surface flows


	Fully 3D LM-MHD models and results
	HIMAG 3D free surface MHD code
	Model formulation
	Conservation of mass and momentum-primitive variable formulation
	Free surface capture-level set technique
	Electromagnetics-electric potential formulation
	Heat conduction
	Solid walls and obstacles

	Numerical technique
	A fractional step method for interfacial flow
	Discretization of the level set equations
	Continuum surface force model of surface tension
	Computation of physical properties
	Pressure Poisson equation on an arbitrary mesh
	Electric potential equation

	Initial and boundary conditions
	Solution acceleration
	Computational parameters

	Code validation and benchmark problems
	2D ordinary hydrodynamic flow
	2D driven cavity problem
	Backward facing step
	2D von Karman vortex street
	2D open-channel flow on an inclined plane

	2D MHD flows
	2D axisymmetric open-channel flow in a gradient toroidal field

	3D MHD flows in closed channels
	3D lid driven cavity
	3D developing flow in a channel

	Parallel code execution benchmarks

	Fusion relevant test problems
	Simulation of liquid lithium motion in DiMES sample holder in DIII-D
	Quasi-2D channel experiment in MTOR
	NSTX simulation experiment in MTOR


	Conclusions and future directions
	Acknowledgements
	References


