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Abstract

This paper develops energy-preserving discontinuous Galerkin (DG) methods for the Vlasov-Ampère (VA) system coupled with the Dougherty-Fokker-Planck (DFP) collision operator. While the classical VA system has been extensively studied, the inclusion of the collision operator introduces new challenges in conserving the total energy of the system. To address this, we design two energy-conserving temporal discretization methods: a second-order explicit scheme and a second-order implicit-explicit (IMEX) scheme. These schemes are coupled with the DG method, specifically using the local DG (LDG) method for the DFP part. We prove that the fully discrete schemes conserve the total particle number and total energy of the VA-DFP system at the fully discrete level. We further establish the $L^2$ stability of the fully discrete explicit scheme. Numerical experiments are conducted to assess the accuracy, conservation property, and performance of the proposed schemes.
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1 Introduction

The study of plasma, an ionized state of matter that plays a crucial role in various scientific fields such as space physics and fusion energy, has always been a focal point in mathematical modeling. In plasma physics, one of the fundamental mathematical representations is the Vlasov-Ampère (VA) system, which describes the time evolution of the electron distribution function, capturing the behavior of charged particles in a plasma. When coupled with the Dougherty-Fokker-Planck (DFP) collision operator \[23\], the VA equation becomes an essential model for studying plasma dynamics. In this paper, we present a novel approach for solving the VA system with the DFP operator, the VA-DFP system, with energy-conserving numerical schemes.

After non-dimensionalization, the VA-DFP system is given by

\[
\begin{align*}
\partial_t f + \mathbf{v} \cdot \nabla_x f + \mathbf{E} \cdot \nabla_v f &= \nu Q(f), \quad (\mathbf{x}, \mathbf{v}) \in \Omega = \Omega_x \times \Omega_v, \\
\partial_t \mathbf{E} &= -\mathbf{J} = -\int_{\Omega_v} \mathbf{v} f \, d\mathbf{v},
\end{align*}
\]

where \(f(t, \mathbf{x}, \mathbf{v})\) is the probability density function of electrons at position \(\mathbf{x}\) with velocity \(\mathbf{v}\) at time \(t\), and the electric field \(\mathbf{E}\) is driven by the current density \(\mathbf{J}\). The constant \(\nu\) represents the collision frequency. The DFP collision operator, denoted by \(Q(f)\), models the effects of Coulomb collisions on the particle distribution. It is given by

\[
Q(f) = \nabla_v \cdot (T \nabla_v f + (\mathbf{v} - \mathbf{u}) f),
\]

with the density \(\rho\), the average velocity \(\mathbf{u}\), and the temperature \(T\) defined as

\[
\rho = \int_{\Omega_v} f \, d\mathbf{v}, \quad \mathbf{u} = \frac{\mathbf{J}}{\rho}, \quad T = \frac{1}{\rho^d} \int_{\Omega_v} |\mathbf{v} - \mathbf{u}|^2 f \, d\mathbf{v}.
\]

The VA-DFP system is defined on the domain \(\Omega = \Omega_x \times \Omega_v\), where \(\Omega_x\) denotes the physical domain and \(\Omega_v = \mathbb{R}^d\) represents the velocity domain. The boundary conditions are assumed to be periodic in \(\mathbf{x}\) for simplicity and \(f \to 0\) for \(|\mathbf{v}| \to \infty\). It is worth mentioning that in practice, \(\Omega_v\) is truncated to a finite region taken large enough such that the solution \(f \approx 0\) at \(\partial \Omega_v\).

It can be verified that the DFP operator conserves the mass, momentum, and energy

\[
\int_{\Omega_v} Q(f) \, d\mathbf{v} = \int_{\Omega_v} \mathbf{v} Q(f) \, d\mathbf{v} = \int_{\Omega_v} \frac{|\mathbf{v}|^2}{2} Q(f) \, d\mathbf{v} = 0.
\]

The VA-DFP system (1.1) conserves the total particle number \(\int_{\Omega} f \, d\mathbf{x} \, d\mathbf{v}\), and the total energy

\[
TE = \iint_{\Omega_x \times \Omega_v} \frac{1}{2} |\mathbf{v}|^2 f \, d\mathbf{v} \, d\mathbf{x} + \frac{1}{2} \int_{\Omega_x} |\mathbf{E}|^2 \, d\mathbf{x},
\]
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which consists of the kinetic energy and electric energy.

When the collision frequency $\nu$ is zero, the VA-DFP system \( \text{(1.1)} \) simplifies to the classical VA system, which is regarded as the zero-magnetic limit of the Vlasov-Maxwell (VM) system and is also equivalent to the Vlasov-Poisson (VP) system under certain conditions. In the context of Vlasov solvers, one approach is the popular particle-in-cell (PIC) methods \( [34, 6, 7] \), which involve advancing macro-particles in a Lagrangian framework, while solving the field equations using mesh-based methods. Another approach is the deterministic solvers, which directly compute solutions under an Eulerian or semi-Lagrangian framework. These solvers have gained attention for their ability to provide highly accurate results without introducing statistical noise. Works in this approach include semi-Lagrangian methods \( [8, 48, 49, 47, 50, 44, 22, 45, 46, 51, 41] \), the weighted essentially non-oscillatory (WENO) method coupled with Fourier collocation \( [60] \), finite volume methods \( [27, 28, 24, 15, 54, 53] \), a spectral element method \( [42] \), Fourier-Fourier spectral methods \( [37, 38] \), continuous finite element methods \( [56, 57] \), and Runge–Kutta (RK) discontinuous Galerkin (DG) methods \( [3, 4, 13, 33, 32] \), among others.

One of the main challenges for Vlasov solvers is the conservation of macroscopic quantities, such as the total particle number and total energy. While most Vlasov methods maintain particle number conservation, energy conservation is often overlooked, resulting in unphysical outcomes such as plasma self-heating or cooling. Energy-conserving PIC methods were proposed for the VA system in \( [7] \) and for the VM system in \( [43] \). Energy-conserving finite difference method was proposed for VP system in \( [28] \). Energy-conserving semi-Lagrangian methods was proposed for the VA system in \( [41] \). Energy-conserving moment method was proposed for the multi-dimensional VM system in \( [55] \). Energy-conserving DG spectral element was proposed for the VP system in \( [42] \). Energy-conserving DG scheme at the semi-discrete level was proposed for the VP system in \( [3, 4] \) and for the VM system in \( [14] \). Energy-conserving DG schemes at the fully discrete level were proposed for the VA system in \( [9] \), for the VM system in \( [10] \), and for the two-species VA system in \( [11, 12] \).

In this paper, we focus on the VA-DFP system, where the incorporation of the collision term $Q(f)$ introduces new challenges and complexities. Typically, Coulomb collisions in a plasma are described by the Landau operator \( [39] \), which is an integro-differential operator. The DFP operator \( [23] \), also known as the Lenard-Bernstein operator \( [40] \), can be considered as a simplified Landau operator that conserves particle number, momentum, and energy, as well as decays entropy. It correctly models the behavior of most particles in a thermal distribution, despite inaccuracies in the high-energy tail. This operator has been studied in numerical methods including finite volume methods \( [51, 52] \), recovery DG methods \( [25, 31] \) and stabilized RK methods \( [1] \). For numerical methods of other Fokker-Planck-type operators, see \( [2, 26, 29, 58, 36] \) for an incomplete list.
The main objective of this paper is to develop energy-conserving DG methods for the VA-DFP system (1.1) at the fully discrete level. Building upon the energy-conserving methods proposed for the VA system in [9], we design two energy-conserving temporal discretization methods with additional care taken for the DFP operator. The first method is a second-order explicit scheme that balances the kinetic and electric energies. The second method is a second-order implicit-explicit (IMEX) scheme that treats the Vlasov part explicitly and the DFP part implicitly, allowing for a relaxation of the CFL restriction on the time step size and enhancing computational efficiency. For the discretization in the phase space, we employ the DG methods [17, 18, 19, 20], which are a class of finite element methods that employ discontinuous piecewise polynomial spaces for both the numerical solution and test functions. In particular, for the DFP part involving second-order derivatives, we employ the local DG (LDG) methods [21], which rewrites the second-order equations as an equivalent first-order system and then applies the DG method. The LDG method inherits many advantages of the DG methods including the capability in $h$-$p$ adaptivity, the ability to handle arbitrary triangulations, efficient parallel implementation, and the ability of handling complicated boundary conditions and curved interface. We prove that the two fully discrete schemes conserve the total particle number and total energy of the VA-DFP system. Furthermore, we establish the $L^2$ stability of the fully discrete explicit scheme. Numerical experiments are carried out to test the accuracy, conservation properties, and performance of the proposed schemes.

The paper is organized as follows: In Section 2 we introduce two second-order time discretizations that conserve the total particle number and total energy. In Section 3 we discuss the fully discrete schemes by using the DG methods for discretizing phase space and establish the conservation and stability analysis. In Section 4 several numerical examples are presented to illustrate the accuracy and effectiveness of our energy-conserving schemes. We conclude the paper with some remarks in Section 5.

2 Numerical methods: temporal discretizations

In this section, we investigate two energy-conserving temporal discretization methods for the VA-DFP equation (1.1), while leaving the variables $(x, v)$ continuous in the discussions.

Let $\Delta t$ denote the time step size and $(f^n, E^n)$ denote the solution at $n$-th time level. The first scheme is a second-order explicit scheme designed as follows:

$$
\frac{f^{n+1/2} - f^n}{\Delta t/2} + v \cdot \nabla_x f^n + E^n \cdot \nabla_v f^n = \nu Q(f^n),
$$

$$
\frac{E^{n+1} - E^n}{\Delta t} = -J^{n+1/2}, \quad J^{n+1/2} = \int_{\Omega_v} v f^{n+1/2} dv,
$$

(2.1a, 2.1b)
\[
\frac{f^{n+1} - f^n}{\Delta t} + \mathbf{v} \cdot \nabla_x f^{n+1/2} + \left( \frac{E^n + E^{n+1}}{2} \right) \cdot \nabla_v f^{n+1/2} = \nu Q(f^{n+1/2}). \tag{2.1c}
\]

This scheme is constructed by carefully coupling the Vlasov and Ampère solvers to balance the kinetic and electric energies. This scheme conserves the total particle number and total energy, as stated in Theorems 2.1 and 2.2. However, as an explicit scheme, it suffers from the CFL restriction, especially from the DFP term.

To relax the CFL restriction on the time step size and improve the efficiency, we modify the first scheme by using a second-order IMEX method that treats the Vlasov part explicitly and the DFP part implicitly:

\[
\frac{f^{n+1/2} - f^n}{\Delta t/2} + \mathbf{v} \cdot \nabla_x f^n + E^n \cdot \nabla_v f^n = \nu Q(f^{n+1/2}), \tag{2.2a}
\]

\[
\frac{E^{n+1} - E^n}{\Delta t} = -J^{n+1/2}, \quad J^{n+1/2} = \int_{\Omega_v} \mathbf{v} f^{n+1/2} \, d\mathbf{v}, \tag{2.2b}
\]

\[
\frac{f^{n+1} - f^n}{\Delta t} + \mathbf{v} \cdot \nabla_x f^{n+1/2} + \left( \frac{E^n + E^{n+1}}{2} \right) \cdot \nabla_v f^{n+1/2} = \frac{\nu}{2} Q(f^n) + \frac{\nu}{2} Q(f^{n+1}). \tag{2.2c}
\]

Although the nonlinear collision term appears fully implicitly in (2.2a) and (2.2c), they can be implemented efficiently as follows. Take Equation (2.2a) as an example. By applying the operation \( \int_{\Omega_v} \cdot (1, \mathbf{v}, |\mathbf{v}|^2/2)^T \, d\mathbf{v} \) to both sides of the equation, together with the conservation properties of the DFP operator in (1.4), we have

\[
\frac{U^{n+1/2} - U^n}{\Delta t/2} + \int_{\Omega_v} (\mathbf{v} \cdot \nabla_x f^n + E^n \cdot \nabla_v f^n)(1, \mathbf{v}, |\mathbf{v}|^2/2)^T \, d\mathbf{v} = 0, \tag{2.3}
\]

where \( U := (\rho, \rho \mathbf{u}, \frac{1}{2} \rho |\mathbf{u}|^2 + \rho \frac{\nu}{2} T)^T \). Clearly \( U^{n+1/2} \) can be explicitly determined from \( (f^n, E^n) \), which consequently determines \( u^{n+1/2} \) and \( T^{n+1/2} \). Thus the implicit DFP operator \( Q(f^{n+1/2}) \) is linear in \( f^{n+1/2} \), and \( f^{n+1/2} \) can be solved by an implicit linear solver. Equation (2.2c) can be treated in a similar fashion.

In the following two theorems, we present the conservation properties of the above two schemes. It follows from the properties of the DFP operator in (1.4) that the conservation properties of both schemes are the same as Scheme-1 in [9] for the VA system without the DFP operator. Therefore, the proof of the total energy conservation is similar to the proof of [9] Theorem 3.1 and is omitted here. The proof of the total partial number conservation is straightforward by the definition of the schemes and application of boundary conditions.

**Theorem 2.1 (Total particle number conservation).** Both the explicit scheme (2.1) and the IMEX scheme (2.2) conserve the total particle number of the system, i.e.,

\[
\int_{\Omega_s} \int_{\Omega_v} f^{n+1} \, d\mathbf{v} \, dx = \int_{\Omega_s} \int_{\Omega_v} f^n \, d\mathbf{v} \, dx. \tag{2.4}
\]
Theorem 2.2 (Total energy conservation). Both the explicit scheme (2.1) and the IMEX scheme (2.2) conserve the total energy of the system, i.e.,
\[
\int_{\Omega_x} \int_{\Omega_v} \frac{|\nabla|^2 f^{n+1}}{2} \, dv \, dx + \int_{\Omega_x} \int_{\Omega_v} \frac{|E^{n+1}|^2}{2} \, dx = \int_{\Omega_x} \int_{\Omega_v} \frac{|\nabla|^2 f^n}{2} \, dv \, dx + \int_{\Omega_x} \frac{|E^n|^2}{2} \, dx. \tag{2.5}
\]

Remark 2.1. In addition to the good conservation property, the IMEX scheme (2.2) is also asymptotic-preserving (AP). Specifically, when the initial condition is at equilibrium, as the collision frequency $\nu \rightarrow \infty$, this scheme will become a second-order explicit scheme applied to the limiting fluid model (in this case, the Euler-Ampère system). Readers can refer to [35] (scheme IMEX-II-GSA(2,3,2)) for more details.

3 Numerical methods: fully discrete methods

In this section, we formulate the fully discrete schemes by using the DG methods to discretize the $(x, v)$ variables, and discuss their conservation and stability properties. For simplicity of discussion, we focus on the schemes in a 1D1V setting as an illustrative example to show the main idea. The system (1.1) under 1D1V setting is given by
\[
\begin{align*}
ft + vf_x + Ef_v &= \nu Q(f), \tag{3.1a} \\
E_t &= -J, \tag{3.1b}
\end{align*}
\]
where $Q(f) = T f_{vv} + ((v - u)f)_v$ with $T$ and $u$ defined in (1.3) under 1D setting.

3.1 Fully discrete scheme with the DG method

In this section, we present the DG method coupling with the time integrators introduced in Section 2 to formulate the fully discrete schemes.

We start by making a uniform partition of the domain $\Omega$, consisting of cells of $K_{ij} = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [v_{j-\frac{1}{2}}, v_{j+\frac{1}{2}}]$ for $1 \leq i \leq N_x$ and $1 \leq j \leq N_v$, with the mesh size as $\Delta x = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}$ and $\Delta v = v_{j+\frac{1}{2}} - v_{j-\frac{1}{2}}$. The uniform mesh is adopted to simplify the presentation, and our results hold for general cartesian meshes. We further define $I_i = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}]$ and $J_j = [v_{j-\frac{1}{2}}, v_{j+\frac{1}{2}}]$. The finite element approximation space is defined by
\[
V_h^k := \{ \zeta : \zeta|_{K_{ij}} \in P^k(K_{ij}), \ 1 \leq i \leq N_x, 1 \leq j \leq N_v \},
\]
where $P^k(K_{ij})$ denotes the set of polynomials of total degree up to $k$ on cell $K_{ij}$. We also introduce the following notations to simplify the presentation of the DG scheme
\[
(f, g)_{K_{ij}} = \int_{K_{ij}} fg \, dx \, dv, \quad \langle f, g \rangle_{I_i} = \int_{I_i} fg \, dx, \quad \langle f, g \rangle_{J_j} = \int_{J_j} fg \, dv. \tag{3.2}
\]
To define the DG method for the system containing second-order derivatives, we first rewrite (3.1) as an equivalent first-order system

\[
f_t + v f_x + E f_v = \nu \left( p_v + ((v - u) f)_v \right), \quad (3.3a)
\]
\[
p = T f_v, \quad (3.3b)
\]
\[
E_t = -J, \quad (3.3c)
\]

by introducing the auxiliary variable \( p \). With a slight abuse of notations, the DG scheme with the explicit time integrator (2.1) for solving (3.3) is defined as follows: find the unique functions \( f^{n + \frac{1}{2}}, f^{n + 1}, p^n, p^{n + \frac{1}{2}} \in \mathbb{V}_h^k \) such that for \( i = 1, \ldots, N_x, j = 1, \ldots, N_v, \)

\[
\left( \frac{f^{n + \frac{1}{2}} - f^n}{\Delta t / 2}, \phi_1 \right)_{K_{ij}} - (v f^n, (\phi_1)_x)_{K_{ij}} - (E^n f^n, (\phi_1)_v)_{K_{ij}} + \left\langle f^{n + 1}_j, \phi_1(x_i^{\frac{1}{2}}, v) \right\rangle_j - \left\langle f^n_j, \phi_1(x_i^{\frac{1}{2}}, v) \right\rangle_j + \left\langle E^n f^n_j, \phi_1(x_i^{1}, v) \right\rangle_{I_i} - \left\langle E^n f^n_j, \phi_1(x_i^{0}, v) \right\rangle_{I_i} = \nu Q_{ij}(p^n, \phi_1), \quad (3.4a)
\]

\[
E^{n + 1} - E^n = -J^{n + \frac{1}{2}}, \quad \text{with}\ J^{n + \frac{1}{2}} = \int_{\Omega} f^{n + \frac{1}{2}} v \, dv, \quad (3.4b)
\]

\[
\left( \frac{f^{n + 1} - f^n}{\Delta t}, \phi_2 \right)_{K_{ij}} - (v f^{n + \frac{1}{2}}, (\phi_2)_x)_{K_{ij}} - \frac{1}{2} \left( (E^n + E^{n + 1}) f^{n + \frac{1}{2}}, (\phi_2)_v \right)_{K_{ij}} + \left\langle f^{n + 1}_j, \phi_2(x_i^{\frac{1}{2}}, v) \right\rangle_j - \left\langle f^n_j, \phi_2(x_i^{\frac{1}{2}}, v) \right\rangle_j + \frac{1}{2} \left\langle (E^n + E^{n + 1}) f^{n + \frac{1}{2}}_j, \phi_2(x_i^{1}, v) \right\rangle_{I_i} - \frac{1}{2} \left\langle (E^n + E^{n + 1}) f^{n + \frac{1}{2}}_j, \phi_2(x_i^{0}, v) \right\rangle_{I_i} = \nu Q_{ij}(p^{n + \frac{1}{2}}, \phi_2), \quad (3.4c)
\]

\[
(p^l, \varphi)_{K_{ij}} = \left\langle T^l f_i^{j, \frac{1}{2}}, \varphi(x_i^{\frac{1}{2}}, \varphi(x_i^{1})) \right\rangle_{I_i} - \left\langle T^l f_i^{j, \frac{1}{2}}, \varphi(x_i^{0}, \varphi(x_i^{1})) \right\rangle_{I_i} - \left\langle T^l f_i^{j, \frac{1}{2}}, \varphi(x_i^{1}, \varphi(x_i^{0})) \right\rangle_{I_i} = \nu Q_{ij}(p^n, \phi_1), \quad l = n, n + \frac{1}{2}, \quad (3.4d)
\]

holds for all test functions \( \phi_1, \phi_2, \psi \in \mathbb{V}_h^k \). Here the operator \( Q_{ij} \) is defined as

\[
Q_{ij}(p, \phi) = - (p, \phi_v)_{K_{ij}} + \left\langle \tilde{p}_{x, j + \frac{1}{2}}, \phi(x_i, \varphi(x_i^{1})) \right\rangle_{I_i} - \left\langle \tilde{p}_{x, j - \frac{1}{2}}, \phi(x_i, \varphi(x_i^{0})) \right\rangle_{I_i} - ((v - u) f, \phi_v)_{K_{ij}}\]
\[
+ \left\langle (v_j^{\frac{1}{2}} - u) f_{x, j + \frac{1}{2}}, \phi(x_i, \varphi(x_i^{1})) \right\rangle_{I_i} - \left\langle (v_j^{\frac{1}{2}} - u) f_{x, j - \frac{1}{2}}, \phi(x_i, \varphi(x_i^{0})) \right\rangle_{I_i}, \quad (3.5)
\]

where both \( u \) and \( T \) are determined by applying the Gaussian quadrature rule to (1.3) with \( f \)’s value obtained at the same time level as \( p \). Specifically, denote \( \{v_{\ell j}\}_{\ell = 1}^k \) as the Gaussian quadrature points in \( J_j \) and \( \{w_{\ell j}\}_{\ell = 1}^k \) as the associated quadrature weights. Then \( u \) and \( T \) can be computed by

\[
u(x) = \frac{\sum_{j=1}^{N_x} \sum_{\ell=1}^{k} \omega_{\ell j} v_{\ell j} f(x, v_{\ell j})}{\sum_{j=1}^{N_x} \sum_{\ell=1}^{k} \omega_{\ell j} f(x, v_{\ell j})}, \quad T(x) = \frac{\sum_{j=1}^{N_x} \sum_{\ell=1}^{k} \omega_{\ell j} (v_{\ell j} - u(x))^2 f(x, v_{\ell j})}{\sum_{j=1}^{N_x} \sum_{\ell=1}^{k} \omega_{\ell j} f(x, v_{\ell j})}. \quad (3.6)
\]
The functions \( \tilde{f}_{i+\frac{1}{2},v} \), \( \tilde{f}_{x,j+\frac{1}{2}} \), \( \hat{p}_{x,j+\frac{1}{2}} \), and \( \tilde{f}_{x,j+\frac{1}{2}} \) are the so-called numerical fluxes, which are defined at the cell interfaces. The fluxes are crucial for the accuracy, stability and conservation properties of the methods. For the Vlasov part, the fluxes in (3.4a) can be taken to be the central flux or upwind flux. It has been investigated in [9] for the VA system that the central flux causes lack of numerical dissipation, and the numerical schemes produce oscillations when filamentation occurs. Thus, the fluxes in (3.4a) are taken to be the upwind flux, given by

\[
\tilde{f}_{i+\frac{1}{2},v} = \tilde{f}(x_{i+\frac{1}{2}}, v) = \begin{cases} 
  f(x_{i+\frac{1}{2}}, v) & \text{if } v \geq 0, \\
  f(x_{i+\frac{1}{2}}, v) & \text{if } v < 0,
\end{cases}
\]

(3.7)

\[
\tilde{f}_{x,j+\frac{1}{2}} = \tilde{f}(x, v_{j+\frac{1}{2}}) = \begin{cases} 
  f(x, v_{j+\frac{1}{2}}^-) & \text{if } \overline{(E)}_{I_i} \geq 0, \\
  f(x, v_{j+\frac{1}{2}}^+) & \text{if } \overline{(E)}_{I_i} < 0,
\end{cases}
\]

(3.8)

where \( \overline{(E)}_{I_i} = \frac{1}{\Delta x} \int_{I_i} E \, dx \), \( x^- \), \( x^+ \) are the left and right limits of \( x \) at the cell interface in the \( x \)-direction, and \( v^- \), \( v^+ \) are the bottom and top limits of \( v \) at the cell interface in the \( v \)-direction. For the DFP part, the fluxes \( \tilde{f}_{x,j+\frac{1}{2}} \) and \( \hat{p}_{x,j+\frac{1}{2}} \) in (3.4d) and (3.5) are taken the alternating fluxes

\[
\hat{f}_{x,j+\frac{1}{2}} = \hat{f}(x, v_{j+\frac{1}{2}}) = f(x, v_{j+\frac{1}{2}}^-), \quad \hat{p}_{x,j+\frac{1}{2}} = \hat{p}(x, v_{j+\frac{1}{2}}) = p(x, v_{j+\frac{1}{2}}^+),
\]

(3.9)

and the flux \( \tilde{f}_{x,j+\frac{1}{2}} \) is taken as the upwind flux

\[
\tilde{f}_{x,j+\frac{1}{2}} = \tilde{f}(x, v_{j+\frac{1}{2}}) = \begin{cases} 
  f(x, v_{j+\frac{1}{2}}^-) & \text{if } v_{j+\frac{1}{2}} \leq \overline{(u)}_{I_i}, \\
  f(x, v_{j+\frac{1}{2}}^+) & \text{if } v_{j+\frac{1}{2}} > \overline{(u)}_{I_i},
\end{cases}
\]

(3.10)

with \( \overline{(u)}_{I_i} = \frac{1}{\Delta x} \int_{I_i} u \, dx \).

The fully discrete scheme with the IMEX scheme (2.2) can be formulated in a similar way.

### 3.2 Conservation properties

In this section, we prove the conservation properties of the proposed schemes. We first show the following lemmas which play an important role in the proof of the total energy conservation.

**Lemma 3.1.** The DG solution of the auxiliary variable \( p \) defined in (3.4d) satisfies

\[
\int_{\Omega_x} \int_{\Omega_v} p \, dx \, dv = 0,
\]

(3.11)

\[
\int_{\Omega_x} \int_{\Omega_v} pv \, dx \, dv = -\int_{\Omega_x} \int_{\Omega_v} Tf \, dx \, dv.
\]

(3.12)
**Proof.** By taking $\varphi(x, v) = 1$ and $\varphi(x, v) = v$ in (3.4d), we have

\[
\iint_{K_{ij}} p \, dx \, dv = \int_{L_i} T(\hat{f}_{x,j+\frac{1}{2}} - \hat{f}_{x,j-\frac{1}{2}}) \, dx,
\]

(3.13)

\[
\iint_{K_{ij}} pv \, dx \, dv = \int_{L_i} T(\hat{f}_{x,j+\frac{1}{2}}v_{j+\frac{1}{2}} - \hat{f}_{x,j-\frac{1}{2}}v_{j-\frac{1}{2}}) \, dx - \iint_{K_{ij}} Tf \, dx \, dv.
\]

(3.14)

Then by summing up (3.13) and (3.14) over $i, j$, together with the boundary conditions, we complete the proof.

**Lemma 3.2.** For the fully discrete schemes with $P^k$ polynomials, the operator $Q_{ij}$ defined in (3.5) satisfies the following properties

\[
\sum_{i,j} Q_{ij}(p, 1) = 0,
\]

(3.15a)

\[
\sum_{i,j} Q_{ij}(p, v) = 0, \quad \text{if } k \geq 1,
\]

(3.15b)

\[
\sum_{i,j} Q_{ij}(p, v^2) = 0, \quad \text{if } k \geq 2.
\]

(3.15c)

**Proof.** It follows from setting $\varphi(x, v) = 1$ in (3.5) that

\[
Q_{ij}(p, 1) = \int_{L_i} \left( \hat{p}_{x,j+\frac{1}{2}} - \hat{p}_{x,j-\frac{1}{2}} + (v_{j+\frac{1}{2}} - u)\hat{f}_{x,j+\frac{1}{2}} - (v_{j-\frac{1}{2}} - u)\hat{f}_{x,j-\frac{1}{2}} \right) \, dx.
\]

(3.16)

By summing up (3.16) over $i, j$, and taking into account of the boundary conditions, we complete the proof of (3.15a).

If $k \geq 1$, we take $\varphi(x, v) = v$ in (3.5). It is worth noting that $\varphi(x, v) = v \in \mathcal{V}_h^k$ and is continuous. This allows us to express (3.5) as

\[
Q_{ij}(p, v) = \int_{L_i} \left( \hat{p}_{x,j+\frac{1}{2}}v_{j+\frac{1}{2}} - \hat{p}_{x,j-\frac{1}{2}}v_{j-\frac{1}{2}} \right) \, dx - \iint_{K_{ij}} p \, dx \, dv - \iint_{K_{ij}} (v - u) f \, dx \, dv
\]

\[
+ \int_{L_i} \left( v_{j+\frac{1}{2}} - u \right)\hat{f}_{x,j+\frac{1}{2}}v_{j+\frac{1}{2}} - (v_{j-\frac{1}{2}} - u)\hat{f}_{x,j-\frac{1}{2}}v_{j-\frac{1}{2}} \, dx.
\]

(3.17)

By summing over all element $K_{ij}$ and utilizing Lemma 3.1, we have

\[
\sum_{ij} Q_{ij}(p, v) = -\int_{\Omega_x} \int_{\Omega_v} (v - u) f \, dx \, dv.
\]

(3.18)

Thus, with the definition of $u$ in (1.3), the proof of (3.15b) is complete.
The proof of (3.15c) follows a similar approach. Since \( v^2 \in \mathbb{V}_h^k \) for \( k \geq 2 \) and is continuous, we can take \( \phi = v^2 \) in (3.5) to obtain

\[
Q_{ij}(p, v^2) = \int_{I_i} \hat{p}_{x,j+\frac{1}{2}} v_{j+\frac{1}{2}}^2 - \hat{p}_{x,j-\frac{1}{2}} v_{j-\frac{1}{2}}^2 \, dx - 2 \int_{K_{ij}} pv \, dx \, dv - 2 \int_{K_{ij}} v(v - u) f \, dx \, dv + \int_{I_i} (v_{j+\frac{1}{2}} - u) \tilde{f}_{x,j+\frac{1}{2}} v_{j+\frac{1}{2}} - (v_{j-\frac{1}{2}} - u) \tilde{f}_{x,j-\frac{1}{2}} v_{j-\frac{1}{2}} \, dx.
\]

(3.19)

Then it follows from summing (3.19) over \( i, j \), considering the boundary conditions, and applying Lemma 3.1 that

\[
\sum_{ij} Q_{ij}(p, v^2) = -2 \int_{\Omega_x} \int_{\Omega_v} v(v - u) f - T f \, dx \, dv,
\]

(3.20)

which, together with the definition of \( u \) and \( T \) in (1.3), completes the proof of (3.15c). □

**Theorem 3.1 (Total particle number conservation).** The fully discrete scheme (3.4) conserves the total particle number of the VA-DFP system, i.e.,

\[
\int_{\Omega_x} \int_{\Omega_v} f^{n+1} \, dx \, dv = \int_{\Omega_x} \int_{\Omega_v} f^n \, dx \, dv.
\]

(3.21)

This also holds for DG methods with the IMEX scheme (2.2) as time integrator.

**Proof.** The proof is straightforward by setting \( \phi = 1 \) in (3.4c), summing over \( i, j \), and applying boundary conditions and Lemma 3.2. □

**Theorem 3.2 (Total energy conservation).** If \( k \geq 2 \), the fully discrete scheme (3.4) with \( P^k \) polynomial approximations conserves total energy, i.e.,

\[
\frac{1}{2} \int_{\Omega_x} \int_{\Omega_v} f^{n+1} v^2 \, dx \, dv + \frac{1}{2} \int_{\Omega_x} (E^{n+1})^2 \, dx = \frac{1}{2} \int_{\Omega_x} \int_{\Omega_v} f^n v^2 \, dx \, dv + \frac{1}{2} \int_{\Omega_x} (E^n)^2 \, dx.
\]

(3.22)

This also holds for DG methods with the IMEX scheme (2.2) as time integrator.

**Proof.** By taking \( \phi_2 = v^2 \) in (3.4c), which belongs to the space \( \mathbb{V}_h^k \) for \( k \geq 2 \) and is continuous, we have

\[
\left( \frac{f^{n+1} - f^n}{\Delta t}, v^2 \right)_{K_{ij}} = \left( (E^n + E^{n+1}) f^{n+\frac{1}{2}}, v^2 \right)_{K_{ij}} + \left( v f^{n+\frac{1}{2}}, v^2 \right)_{J_j} - \left( v f^{n+\frac{1}{2}}, v^2 \right)_{J_j} + \frac{1}{2} \left( (E^n + E^{n+1}) \tilde{f}_{x,j+\frac{1}{2}} v_{j+\frac{1}{2}}^2 \right)_{I_i} - \frac{1}{2} \left( (E^n + E^{n+1}) \tilde{f}_{x,j-\frac{1}{2}} v_{j-\frac{1}{2}}^2 \right)_{I_i} = \nu Q_{ij}(p^{n+\frac{1}{2}}, v^2).
\]

Then by summing over all element \( K_{ij} \) and applying boundary conditions and Lemma 3.2, we obtain

\[
\int_{\Omega_x} \int_{\Omega_v} \frac{f^{n+1} - f^n}{\Delta t} v^2 \, dx \, dv = \int_{\Omega_x} (E^n + E^{n+1}) \left( \int_{\Omega_v} v f^{n+\frac{1}{2}} \, dv \right) \, dx,
\]
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which leads to
\[ \int_{\Omega_s} \int_{\Omega_v} \frac{(f^{n+1} - f^n)v^2}{\Delta t} \, dx \, dv = \int_{\Omega_s} (E^n + E^{n+1})J^{n+\frac{1}{2}} \, dx, \quad (3.23) \]

On the other hand, it follows from (3.4b) that
\[ \int_{\Omega_s} (E^{n+1} + E^n) \frac{E^{n+1} - E^n}{\Delta t} \, dx = -\int_{\Omega_s} (E^{n+1} + E^n)J^{n+\frac{1}{2}} \, dx. \quad (3.24) \]

The proof is complete by combining (3.23) and (3.24).

The proof for the fully discrete scheme with the IMEX scheme can be conducted in a similar way.

3.3 \( L^2 \) stability

In this section, we establish the \( L^2 \) stability for the fully discrete explicit scheme.

We introduce the bilinear operators \( H^{x\pm}(r, s)(v) \) and \( H^{v\pm}(r, s)(x) \) defined as follows
\[ H^{x\pm}(r, s) = \sum_i \left( \langle r, s_i \rangle x - r(x_{i+\frac{1}{2}}^+, v)s(x_{i+\frac{1}{2}}^-, v) + r(x_{i-\frac{1}{2}}^-, v)s(x_{i-\frac{1}{2}}^+, v) \right), \quad (3.25a) \]
\[ H^{v\pm}(r, s) = \sum_j \left( \langle r, s_j \rangle v - r(x_j, v_{j+\frac{1}{2}}^+)s(x_j, v_{j-\frac{1}{2}}^-) + r(x_j, v_{j-\frac{1}{2}}^-)s(x_j, v_{j+\frac{1}{2}}^+) \right), \quad (3.25b) \]
where \( r, s \in \mathbb{V}_h^k \). We use \( \| \cdot \|_2 \) denoted as the standard \( L^2 \) norm in \( \Omega \) and define the jump semi-norms as
\[ \| r \|_{(x)}(v) = \sqrt{\sum_i (r(x_{i+\frac{1}{2}}^+, v) - r(x_{i-\frac{1}{2}}^-, v))^2}, \quad v \in \mathbb{V}_h^k, \quad (3.26a) \]
\[ \| r \|_{(v)}(x) = \sqrt{\sum_j (r(x_j, v_{j+\frac{1}{2}}^+) - r(x_j, v_{j-\frac{1}{2}}^-))^2}, \quad x \in \mathbb{V}_h^k. \quad (3.26b) \]

The following lemma shows the inverse property of the finite element space \( \mathbb{V}_h^k \). More details can be found in [16].

Lemma 3.3. For any function \( r \in \mathbb{V}_h^k \), there exists a positive constant \( c_1 \) independent of \( \Delta v \) such that
\[ \Delta v \sqrt{\int_{\Omega_v} r_v^2 \, dv} + \sqrt{\frac{\Delta v}{2} \sum_j \left( r^2(x_j, v_{j+\frac{1}{2}}^+) + r^2(x_j, v_{j-\frac{1}{2}}^-) \right)} \leq c_1 \sqrt{\frac{1}{2} \int_{\Omega_v} r^2 \, dv}. \quad (3.27) \]

The following two lemmas present the properties of the operators \( H^{x\pm}(r, s) \) and \( H^{v\pm}(r, s) \) defined in (3.25). Lemma 3.4 states the skew-symmetric and semi-definite nature of these operators, while Lemma 3.5 provides an estimate for them. The proofs of these properties are straightforward, and are omitted here. For more detailed information, we refer to [59].
Lemma 3.4. For \( r, s \in \mathbb{V}_h^k \), the following relations hold:

\[
H^{x^+}(r, s) = -H^{x^-}(s, r), \quad H^{v^+}(r, s) = -H^{v^-}(s, r)
\]

\[
H^{x^-}(r, r) = -\frac{1}{2} \|r\|^2_{(x)}, \quad H^{v^-}(r, r) = -\frac{1}{2} \|r\|^2_{(v)}.
\]

Lemma 3.5. For any \( r, s \in \mathbb{V}_h^k \), there exist positive constants \( c_x, c_v \) independent of \( \Delta x \) and \( \Delta v \) such that

\[
|H^{x, \pm}(r, s)| \leq \frac{c_x}{\Delta x} \int_{\Omega_x} r^2 \, dx \sqrt{\int_{\Omega_x} s^2 \, dx},
\]

\[
|H^{v, \pm}(r, s)| \leq \frac{c_v}{\Delta v} \int_{\Omega_v} r^2 \, dv \sqrt{\int_{\Omega_v} s^2 \, dv}.
\]

Based on Lemma 3.3 and Lemma 3.5, we derive the following two corollaries.

Corollary 3.1. For \( r \in \mathbb{V}_h^k \), we have

\[
\|r\|_{(v)} \leq \frac{c_1}{\sqrt{\Delta v}} \int_{\Omega_v} r^2 \, dv.
\]

Corollary 3.2. For any \( r, s \in \mathbb{V}_h^k \), we have

\[
\int_{\Omega_v} |H^{x, \pm}(r, s)| \, dv \leq \frac{c_x}{\Delta x} \|r\|_2 \|s\|_2,
\]

\[
\int_{\Omega_x} |H^{v, \pm}(r, s)| \, dx \leq \frac{c_v}{\Delta v} \|r\|_2 \|s\|_2.
\]

Theorem 3.3 \( (L^2 \text{ stability}) \). Assume that there exist some positive constants \( M_u, M_E, M_T \), such that

\[
|u(x) - \overline{(u)}_{I_i}| \leq M_u \Delta x, \quad (3.28a)
\]

\[
|E(x) - \overline{(E)}_{I_i}| \leq M_E \Delta x, \quad (3.28b)
\]

\[
|T(x) - \overline{(T)}_{I_i}| \leq M_T \Delta x, \quad (3.28c)
\]

for \( x \in I_i \). Assume that the temperature \( T > T_{\min} > 0 \), and \( v, u, E \), and \( J \) are bounded. Denote \( \tau_x = \Delta t/\Delta x^2 \), \( \tau_v = \Delta t/\Delta v^2 \). If \( \tau_v \leq \frac{1}{2\nu c_v^2 T_{\max}} - \frac{M_T \Delta x}{4\nu c_v T_{\min} \Delta v} \), and \( \tau_x \) is bounded, then the fully discrete explicit scheme (3.4) is \( L^2 \) stable for suitable small time step \( \Delta t \), that is, there exists a constant \( C \), such that

\[
\|f^n\|_2 \leq e^{C \Delta t} \|f^0\|_2. \quad (3.29)
\]

Proof. Let \( L_{E^n} \) denote the spatial discretization operator for (3.4a) and \( L_{E^n+E^{n+1}} \) denote the spatial discretization operator for (3.4c). The fully discrete scheme (3.4) can be rewritten as

\[
f^{n+\frac{1}{2}} = f^n + \frac{\Delta t}{2} L_{E^n}(f^n), \quad f^{n+1} = f^n + \Delta t L_{E^n+E^{n+1}}(f^{n+\frac{1}{2}}),
\]

(3.30)
which, following the approach in [30], can be further rewritten as

\[ f^{n+1} = \frac{1}{2}(I + \Delta t L_{E_{n+1}})(I + \Delta t L_{E_{n}})(f^n) + \frac{1}{2}(I + \Delta t(L_{E_{n+1}} - L_{E_{n}}))(f^n), \]

(3.31)

where \( I \) denotes the identity operator. We establish the estimate of \( \| f^{n+1} \|_2 \) in the following three steps.

**Step I: estimate of \( \| (I + \Delta t L_{E^n})(f^n) \|_2 \) and \( \| (I + \Delta t L_{E_{n+1}})(f^n) \|_2 \).**

We first establish the estimate for \( \| I + \Delta t L_{E^n}(f^n) \|_2 \). For simplicity in presentation, we will omit the superscript \( n \). We start by rewriting \( L_E(f) \) as \( L_E(f) = z_1 + z_2 + z_3 + q \), where \( z_1, z_2, z_3, q \in \mathcal{V}_h^k \) satisfy

\[
(z_1, \phi_1)_{\Omega} = \int_{\Omega}^{{+\infty}} v H^x(f, \phi_1) \, dv + \int_{-\infty}^{0} v H^x(f, \phi_1) \, dv, \quad (3.32a)
\]

\[
(z_2, \phi_2)_{\Omega} = \sum_i \int \mathcal{I}_i E H^v(f, \phi_2) \, dx + \sum_i \int \mathcal{I}_i E H^v(f, \phi_2) \, dx, \quad (3.32b)
\]

\[
(z_3, \phi_3)_{\Omega} = -\nu \sum_{i,j} \left( (v - u)f, (\phi_3)_{K_{ij}} + \nu \sum_{i,j} \left( (v_{j+\frac{1}{2}} - u)\tilde{f}_{x,j+\frac{1}{2}}, \phi_3(x, v_{j+\frac{1}{2}}) \right) \right)_{L_i} 
- \nu \sum_{i,j} \left( (v_{j-\frac{1}{2}} - u)\tilde{f}_{x,j-\frac{1}{2}}, \phi_3(x, v_{j-\frac{1}{2}}) \right)_{L_i}, \quad (3.32c)
\]

\[
(q, \varphi)_{\Omega} = -\nu \int_{\Omega} H^v(p, \varphi) \, dx, \quad (3.32d)
\]

for any test functions \( \phi_1, \phi_2, \phi_3, \) and \( \varphi \in \mathcal{V}_h^k \). Then we have

\[
\| (I + \Delta t L_{E^n})f \|_2^2 \\
= \| f \|_2^2 + 2\Delta t(z_1 + z_2 + z_3 + q, f)_{\Omega} + \Delta t^2 \| z_1 + z_2 + z_3 + q \|_2^2 \\
\leq \| f \|_2^2 + 2\Delta t(z_1 + z_2 + z_3 + q, f)_{\Omega} + 4\Delta t^2(\| z_1 \|_2^2 + \| z_2 \|_2^2 + \| z_3 \|_2^2 + \| q \|_2^2).
\]

(3.33)

We estimate these terms one by one in the following. For the term \( (z_1, f)_{\Omega} \), a simple use of Lemma 3.4 leads to

\[
(z_1, f)_{\Omega} = \int_0^{+\infty} v H^x(f, f) \, dv + \int_{-\infty}^{0} v H^x(f, f) \, dv \\
= -\frac{1}{2} \int_0^{+\infty} v \| f \|_2^2 \, dv + \frac{1}{2} \int_{-\infty}^{0} v \| f \|_2^2 \, dv \\
\leq 0.
\]

(3.34)
For the term \((z_2, f)\)\(_\Omega\), similar estimates can be conducted to obtain

\[
(z_2, f)\)\(_\Omega = \sum_{i} \int_{I_i} EH^{v-}(f, f) \, dx + \sum_{i} \int_{I_i} EH^{v+}(f, f) \, dx
\]

\[
= -\frac{1}{2} \sum_{i} \int_{I_i} E [\|f\|^2_{(v)}] \, dx + \frac{1}{2} \sum_{i} \int_{I_i} E [\|f\|^2_{(v)}] \, dx
\]

\[
= -\frac{1}{2} \sum_{i} \int_{I_i} (E - (E)_{I_i}) [\|f\|^2_{(v)}] \, dx + \frac{1}{2} \sum_{i} \int_{I_i} (E)_{I_i} [\|f\|^2_{(v)}] \, dx
\]

\[
+ \frac{1}{2} \sum_{i} \int_{I_i} (E - (E)_{I_i}) [\|f\|^2_{(v)}] \, dx + \frac{1}{2} \sum_{i} \int_{I_i} (E)_{I_i} [\|f\|^2_{(v)}] \, dx
\]

\[
\leq -\frac{1}{2} \sum_{i} \int_{I_i} |E - (E)_{I_i}| [\|f\|^2_{(v)}] \, dx,
\]

which, together with the assumption \((3.28b)\) and Corollary \(3.1\) yields

\[
(z_2, f)\)\(_\Omega \leq \frac{M_E \Delta x}{2} \sum_{i} \int_{I_i} \left( \frac{c_1}{\sqrt{\Delta v}} \sqrt{\int_{\Omega_i} f^2 \, dv} \right) \, dx = \frac{c_1^2 M_E \Delta x}{2 \Delta v} \|f\|^2_2. \quad (3.35)
\]

For the term \((z_3, f)\)\(_\Omega\), it follows from integration by parts that

\[
(z_3, f)\)\(_\Omega = -\nu \sum_{i,j} ((v - u) f, f)_{K_{ij}} + \nu \sum_{i,j} \left( (v_{j+\frac{1}{2}} - u) f_{x,j+\frac{1}{2}}, f(x, v_{j+\frac{1}{2}}) \right)_{I_i}
\]

\[
= \nu \sum_{i,j} \left( (v_{j+\frac{1}{2}} - u) f_{x,j+\frac{1}{2}} f(x, v_{j+\frac{1}{2}}) \right)_{I_i} - \nu \sum_{i,j} \left( (v_{j+\frac{1}{2}} - u) f_{x,j+\frac{1}{2}} f(x, v_{j+\frac{1}{2}}) \right)_{I_i}
\]

\[
= \nu \|f\|^2_2 + \nu \sum_{i,j} \int_{I_i} \left( (v_{j+\frac{1}{2}} - u) [f]^2_{(v)} \, dx - \nu \sum_{i,j} \int_{I_i} (v_{j+\frac{1}{2}} - u) [f]^2_{(v)} \, dx,
\]

which follows the similar line as the estimate of \((z_2, f)\)\(_\Omega\), yielding

\[
(z_3, f)\)\(_\Omega \leq \nu \|f\|^2_2 + \nu \sum_{i,j} \int_{I_i} |u - (u)_{I_i}| [f]^2_{(v)} \, dx \leq \nu \|f\|^2_2 + \frac{\nu c_1^2 M_E \Delta x}{2 \Delta v} \|f\|^2_2. \quad (3.36)
\]
For the term $\|z_1\|_2^2$, by taking $\phi_1 = z_1$ in (3.32a) and Corollary 3.2, we have

$$ \|z_1\|_2^2 = \int_0^{+\infty} vH^-(f, z_1) \, dv + \int_{-\infty}^0 vH^+(f, z_1) \, dv \leq \frac{c_v}{\Delta v} |v|_{\max} \|f\|_2 \|z_1\|_2, $$

which yields

$$ \|z_1\|_2^2 \leq \frac{c_v^2}{\Delta v^2} |v|_{\max}^2 \|f\|_2^2. \quad (3.37) $$

For the terms $\|z_2\|_2^2$ and $\|q\|_2^2$, similar estimates can be conducted to obtain

$$ \|z_2\|_2^2 \leq \frac{c_v^2}{\Delta v^2} |E|_{\max}^2 \|f\|_2^2, \quad (3.38) $$

$$ \|q\|_2^2 \leq \frac{\nu^2 c_v^2}{\Delta v^2} \|p\|_2^2. \quad (3.39) $$

For the term $\|z_3\|$, by taking $\phi_3 = z_3$ in (3.32c), we rewrite it as

$$ \|z_3\|_2^2 = -\nu \sum_{i,j} \left( (v - u)f, (z_3)v \right)_{K_{ij}} + \nu \sum_{i,j} \left( (v_{j+\frac{1}{2}} - u)\tilde{f}_{x,j+\frac{1}{2}}, z_3(x, v_{j+\frac{1}{2}}) \right)_{I_i} $$

$$ - \nu \sum_{i,j} \left( (v_{j-\frac{1}{2}} - u)\tilde{f}_{x,j-\frac{1}{2}}, z_3(x, v_{j-\frac{1}{2}}) \right)_{I_i} $$

$$ = -\nu \sum_{i,j} \left( (v - u)f, (z_3)v \right)_{K_{ij}} + \nu \sum_{i,j} \left( (v_{j+\frac{1}{2}} - u)\tilde{f}_{x,j+\frac{1}{2}}, z_3(x, v_{j+\frac{1}{2}}) \right)_{I_i} $$

$$ - \nu \sum_{i,j} \left( (v_{j-\frac{1}{2}} - u)\tilde{f}_{x,j-\frac{1}{2}}, z_3(x, v_{j-\frac{1}{2}}) \right)_{I_i} $$

$$ = -\nu \sum_{i,j} \left( (v - u)f, (z_3)v \right)_{K_{ij}} + \nu \sum_{i,j} \left( (v_{j+\frac{1}{2}} - u)\tilde{f}_{x,j+\frac{1}{2}}, (z_3(x, v_{j+\frac{1}{2}}) - z_3(x, v_{j+\frac{1}{2}})) \right)_{I_i}, $$

which, together with the Cauchy-Schwarz inequality and Lemma 3.3, yields

$$ \|z_3\|_2^2 \leq \nu |v - u|_{\max} \|f\|_2 \|z_3\|_2 + \nu |v - u|_{\max} \int_{\Omega_x} \sqrt{\sum_j (f^2(x, v_{j+\frac{1}{2}}) + f^2(x, v_{j-\frac{1}{2}}))} \|[z_3]_{(v)}\| \, dx $$

$$ \leq \frac{\nu |v - u|_{\max} c_1(1 + c_1)}{\sqrt{2\Delta v}} \|f\|_2 \|z_3\|_2, $$

which further leads to

$$ \|z_3\|_2^2 \leq \frac{\nu^2 c_v^2 (1 + c_1)^2}{2(\Delta v)^2} |v - u|_{\max}^2 \|f\|_2^2. \quad (3.40) $$

For the term $(q, f)_{\Omega}$, it follows from Lemma 3.4 that

$$ \sum_j (q, f)_{K_{ij}} = -\nu \int_{I_i} H^{v^+}(p, f) \, dx = \nu \int_{I_i} H^{v^-}(f, p) \, dx. \quad (3.41) $$
On the other hand, it follows from (3.4d) and the definition in (3.25b) that

$$\sum_j (p, p)_K = - \int_{I_i} T H^v(f, p) \, dx.$$  (3.42)

Then, by rewriting \((q, f)_\Omega\) based on (3.41) and (3.42) and applying the assumption (3.28c) and Corollary 3.2, we have

\[
(q, f)_\Omega = \sum_i \left( \frac{\nu}{(T)_{I_i}} \int_{I_i} T H^v(f, p) \, dx + \frac{\nu}{(T)_{I_i}} \int_{I_i} ((T)_{I_i} - T) H^v(f, p) \, dx \right)
\leq -\frac{\nu}{T_{\text{max}}} (p, p)_\Omega + \nu \max_i \frac{1}{(T)_{I_i}} \int_{\Omega_x} |T - (T)_{I_i}||H^v(f, p)| \, dx
\leq -\frac{\nu}{T_{\text{max}}} (p, p)_\Omega + \frac{\nu M T c_u \Delta x}{T_{\text{min}} \Delta v} \|f\|_2 \|p\|_2
\leq \left( -\frac{\nu}{T_{\text{max}}} + \frac{\nu M T c_u \Delta x}{2 T_{\text{min}} \Delta v} \right) \|p\|_2^2 + \frac{\nu M T c_u \Delta x}{2 T_{\text{min}} \Delta v} \|f\|_2^2,
\]  (3.43)

which, together with (3.39), for \(\tau_v \leq \frac{1}{2 c_v T_{\text{max}}} - \frac{M_T \Delta x}{4 c_v T_{\text{min}} \Delta v}\), yields

\[
\Delta t (q, f)_\Omega + 2 \Delta^2 (q, q)_\Omega \leq \nu \Delta t \left( -\frac{1}{T_{\text{max}}} + \frac{\nu M T c_u \Delta x}{2 T_{\text{min}} \Delta v} \right) + \left( -\frac{\nu}{T_{\text{max}}} + \frac{\nu M T c_u \Delta x}{2 T_{\text{min}} \Delta v} \right) \|p\|_2^2 + \frac{\nu M T c_u \Delta x}{2 T_{\text{min}} \Delta v} \|f\|_2^2
\leq \Delta t \frac{\nu M T c_u \Delta x}{2 T_{\text{min}} \Delta v} \|f\|_2^2.
\]  (3.44)

By substituting (3.34), (3.35), (3.36), (3.37), (3.38), (3.40), and (3.44) into (3.33), and recovering the superscript \(n\), we obtain

\[
\| (I + \Delta t L E^n) (f^n) \|_2^2 \leq (1 + C_0 \Delta t) \| f^n \|_2^2,
\]  (3.45)

with

\[
C_0 = 4 c_v^2 \|v\|_{\text{max}}^2 \tau_v + 4 c_v^2 \|E\|_{\text{max}}^2 \tau_v + \nu + 2 \nu^2 c_v^2 (1 + c_1)^2 \tau_v \|v - u\|_{\text{max}}^2 + (c_{\text{E}}^2 M_E + \nu c_v^2 M_u + M_T c_v T_{\text{min}}) \frac{\Delta x}{\Delta v}.
\]

The estimate of \(\| (I + \Delta t L E_{n+1}^{n+1}) (f^n) \|_2\) follows a similar approach as the estimate of \(\| (I + \Delta t L E^n)(f^n) \|_2\). The difference lies in the terms associated to \(z_2\) defined in (3.32b), i.e., \((z_2, f)_\Omega\) and \(\|z_2\|_2\). It can be verified that, with the assumption (3.28b) and \(E\) is bounded, there hold

\[
\left| \frac{E^n + E^{n+1}}{2} - \left( \frac{E^n + E^{n+1}}{2} \right)_{I_i} \right| \leq \left| \frac{E^n - (E^n)_{I_i}}{2} \right| + \left| \frac{E^{n+1} - (E^{n+1})_{I_i}}{2} \right| \leq M_E \Delta x,
\]  (3.46a)

\[
\left| \frac{E^n + E^{n+1}}{2} \right|_{\text{max}} \leq \frac{|E^n|_{\text{max}}^2 + |E^{n+1}|_{\text{max}}^2}{2} \leq |E|_{\text{max}}^2,
\]  (3.46b)
which leads to the same estimates in (3.35) and (3.38) when changing $E^n$ to $\frac{E^n + E^{n+1}}{2}$, and further yields
\[
\|(I + \Delta t L_{\frac{E^n + E^{n+1}}{2}})(f^n)\|_2^2 \leq (1 + C_0 \Delta t) \|f^n\|_2^2.
\] (3.47)

**Step II: estimate of** $\|(L_{\frac{E^n + E^{n+1}}{2}} - L^n)(f^n)\|_2$.

As mentioned in Step I, the difference between the operators $L_{E^n}$ and $L_{\frac{E^n + E^{n+1}}{2}}$ lies in the terms associated to $z_2$ defined in (3.32b). To highlight this difference, we introduce a modified notation for $z_2$, denoting it as $p_{z_2} E^n$. Then, we have
\[
(L_{\frac{E^n + E^{n+1}}{2}} - L^n)(f^n) = (z_2)_{\frac{E^n + E^{n+1}}{2}} - (z_2)_{E^n}.
\]

To simplify the presentation, we introduce the following two index sets. Denote $I_A$ as $I_A = \{i \mid (\frac{E^n + E^{n+1}}{2})_{I_i} \geq 0\}$, $I_B$ as $I_B = \{i \mid (E^n)_{I_i} \geq 0\}$, and their complement sets as $I_A^c$ and $I_B^c$, respectively. It follows from (3.4b) that $\frac{E^n + E^{n+1}}{2} = E^n - \frac{\Delta t}{2} J_n^{\frac{1}{2}}$, which yields
\[
I_A \cap I_B^c = \left\{ i \mid \frac{\Delta t}{2} (J_n^{\frac{1}{2}})_{I_i} \leq (E^n)_{I_i} < 0 \right\} = \left\{ i \mid 0 \leq \left(\frac{E^n + E^{n+1}}{2}\right)_{I_i} < -\frac{\Delta t}{2} (J_n^{\frac{1}{2}})_{I_i} \right\},
\]
\[
I_A^c \cap B = \left\{ i \mid \frac{\Delta t}{2} (J_n^{\frac{1}{2}})_{I_i} > (E^n)_{I_i} \geq 0 \right\} = \left\{ i \mid 0 > \left(\frac{E^n + E^{n+1}}{2}\right)_{I_i} \geq -\frac{\Delta t}{2} (J_n^{\frac{1}{2}})_{I_i} \right\}.
\]

Therefore, for any $x \in I_i$, $i \in (I_A \cap I_B^c) \cup (I_A^c \cap I_B)$, we have
\[
|E^n| \leq \frac{|J|_{\text{max}} \Delta t}{2}, \quad \left|\frac{(E^n)_{I_i} + (E^{n+1})_{I_i}}{2}\right| \leq \frac{|J|_{\text{max}} \Delta t}{2},
\]
which, combining with the assumption (3.28b) and (3.46a), leads to
\[
|E^n| \leq \frac{|J|_{\text{max}} \Delta t}{2} + M_E \Delta x, \quad \left|\frac{E^n + E^{n+1}}{2}\right| \leq \frac{|J|_{\text{max}} \Delta t}{2} + M_E \Delta x.
\]

With these notations and relations, following (3.4b), the definition of $z_2$ in (3.32b) and
Lemma 3.5, for any function $\phi \in \mathcal{V}_k$, we have

$$
\left( \left( L_{E_n} + E_{n+1} - L_{E_n} \right) (f^n), \phi \right)_\Omega = \left( (z_2)_{E_n} + (z_2)_{E_{n+1}} - (z_2)_{E_n}, \phi \right)_\Omega 
$$

$$
= \sum_{i \in I_A} \int_{I_i} \frac{E_n + E_{n+1}}{2} H^-(f^n, \phi) \, dx + \sum_{i \in I_B} \int_{I_i} \frac{E_n + E_{n+1}}{2} H^+(f^n, \phi) \, dx 
$$

$$
- \sum_{i \in I_A} \int_{I_i} E_n H^-(f^n, \phi) \, dx - \sum_{i \in I_B} \int_{I_i} E_n H^+(f^n, \phi) \, dx 
$$

$$
= \sum_{i \in (I_A \cap I_B)} \int_{I_i} \left( \frac{E_n + E_{n+1}}{2} - E_n \right) H^-(f^n, \phi) \, dx + \sum_{i \in (I_A \cap I_B)^c} \left( \frac{E_n + E_{n+1}}{2} - E_n \right) H^+(f^n, \phi) \, dx 
$$

$$
+ \sum_{i \in (I_A \cap I_B) \cup (I_A \cap I_B)^c} \int_{I_i} \left( \frac{E_n + E_{n+1}}{2} - E_n \right) H^-(f^n, \phi) \, dx 
$$

$$
+ \sum_{i \in (I_A \cap I_B) \cup (I_A \cap I_B)^c} \int_{I_i} \left( \frac{E_n + E_{n+1}}{2} - E_n \right) H^+(f^n, \phi) \, dx 
$$

$$
\leq \frac{|\mathcal{J}|_{\max} \Delta t}{2} \sum_{i \in (I_A \cap I_B) \cup (I_A \cap I_B)^c} \int_{I_i} |H^-(f^n, \phi)| \, dx + \frac{|\mathcal{J}|_{\max} \Delta t}{2} \sum_{i \in (I_A \cap I_B) \cup (I_A \cap I_B)^c} \int_{I_i} |H^+(f^n, \phi)| \, dx 
$$

$$
+ \left( \frac{|\mathcal{J}|_{\max} \Delta t}{2} + M_E \Delta x \right) \sum_{i \in (I_A \cap I_B) \cup (I_A \cap I_B)^c} \int_{I_i} |H^-(f^n, \phi)| + |H^+(f^n, \phi)| \, dx 
$$

$$
\leq \frac{c_v}{\Delta v} \left( |\mathcal{J}|_{\max} \Delta t + 2M_E \Delta x \right) \int_{\Omega_x} \sqrt{\int_{\Omega_v} (f^n)^2 \, dv} \sqrt{\int_{\Omega_v} (\phi)^2 \, dv} \, dx 
$$

$$
\leq \left( \frac{c_v |\mathcal{J}|_{\max} \Delta t}{\Delta v} + \frac{2c_v M_E \Delta x}{\Delta v} \right) \left\| f^n \right\|_2 \| \phi \|_2, 
$$

By taking $\phi = \left( L_{E_n} + E_{n+1} - L_{E_n} \right) (f^n)$, we obtain

$$
\left\| \left( L_{E_n} + E_{n+1} - L_{E_n} \right) (f^n) \right\|_2 \leq \left( \frac{c_v |\mathcal{J}|_{\max} \Delta t}{\Delta v} + \frac{2c_v M_E \Delta x}{\Delta v} \right) \left\| f^n \right\|_2. 
$$

(3.48)

**Step III: final estimate of $\|f^{n+1}\|_2$.**

By applying the triangle inequality to (3.31) and combining with the estimates in (3.45), (3.47), and (3.48), we have

$$
\left\| f^{n+1} \right\|_2 \leq \frac{1}{2} \left\| (I + \Delta t L_{E_n} + E_{n+1}) (I + \Delta t L_{E_n}) f^n \right\|_2 + \frac{1}{2} \left\| f^n \right\|_2 + \frac{1}{2} \Delta t \left\| (L_{E_n} + E_{n+1} - L_{E_n}) f^n \right\|_2 
$$

$$
\leq \frac{1}{2} \sqrt{1 + C_0 \Delta t} \left\| (I + \Delta t L_{E_n}) f^n \right\|_2 + \frac{1}{2} \left\| f^n \right\|_2 + \frac{1}{2} \Delta t \left( \frac{c_v |\mathcal{J}|_{\max} \Delta t}{\Delta v} + \frac{2c_v M_E \Delta x}{\Delta v} \right) \left\| f^n \right\|_2 
$$

$$
\leq \left( 1 + \left( \frac{C_0}{2} + \frac{c_v M_E \Delta x}{\Delta v} + \frac{c_v |\mathcal{J}|_{\max} \Delta t}{2\Delta v} \right) \Delta t \right) \left\| f^n \right\|_2. 
$$
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By choosing small enough $\Delta t$ such that $\Delta t \leq \frac{2\Delta v}{c_v|J|_{\text{max}}}$, we have
\[
\|f^n\|_2 \leq e^{(C_0 + \frac{c_v M E \Delta x}{\Delta v} + 1)t} \|f^0\|_2.
\] (3.49)

We complete the proof by setting $C = \frac{C_0}{2} + \frac{c_v M E \Delta x}{\Delta v} + 1$. \hfill \qed

4 Numerical results

In this section, we present numerical examples to demonstrate the accuracy and performance of the proposed schemes.

4.1 Accuracy tests

In this subsection, we use two examples to test the orders of accuracy of the proposed schemes.

Example 4.1 (Relaxation to Maxwellian). In this example, we consider a simplified example only involving the DFP operator, given by
\[
Q(f) = Tf_v + [(v - u)f]_v, \quad v \in [-16.5, 15.5],
\] (4.1)

with the initial condition
\[
f(0, v) = \frac{1}{\sqrt{2\pi}} \left( \frac{1}{2} \exp\left(-\frac{(v - 1)^2}{2}\right) + \frac{1}{2} \exp\left(-\frac{(v + 2)^2}{2}\right) \right),
\] (4.2)

which is inspired by a mixture of two Gaussian distributions. Here the average velocity $u = 0.5$, the thermal temperature $T = 3.25$, and the density $\rho = 1$. As the system evolves, these three quantities do not change, and the system would eventually approach a steady state described by the Maxwellian function:
\[
f(\infty, v) = \frac{\rho}{\sqrt{2\pi T}} \exp\left(-\frac{(v - u)^2}{2T}\right) = \frac{1}{\sqrt{6.5\pi}} \exp\left(-\frac{(v + 0.5)^2}{6.5}\right).
\] (4.3)

We perform numerical simulations using the LDG method with the explicit time integrator \[(2.1)\] up to $t_{\text{end}} = 2$. To match the accuracy of the temporal and spatial discretizations, we adjust the time step $\Delta t$ as $\Delta t \sim (\Delta v)^3$ for $P^2$ polynomials and $\Delta t \sim (\Delta v)^2$ for $P^3$ polynomials. Table 4.1 lists the $L^1$ and $L^\infty$ errors and orders between the numerical solution and the steady state. It can be observed that for both polynomial spaces, the scheme can achieve optimal $(k + 1)$-th order of accuracy.
Table 4.1: $L^1$ and $L^\infty$ errors and orders for Example 4.1 using the explicit scheme (2.1).

<table>
<thead>
<tr>
<th>$N_v$</th>
<th>$L^1$ error</th>
<th>Order</th>
<th>$L^\infty$ error</th>
<th>Order</th>
<th>$L^1$ error</th>
<th>Order</th>
<th>$L^\infty$ error</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1.23E-03</td>
<td></td>
<td>7.04E-04</td>
<td></td>
<td>8.13E-05</td>
<td></td>
<td>5.07E-05</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>5.17E-04</td>
<td>3.02</td>
<td>3.41E-04</td>
<td>2.69</td>
<td>2.53E-05</td>
<td>4.06</td>
<td>1.75E-05</td>
<td>3.70</td>
</tr>
<tr>
<td>50</td>
<td>2.64E-04</td>
<td>3.01</td>
<td>1.66E-04</td>
<td>3.23</td>
<td>1.06E-05</td>
<td>3.89</td>
<td>7.45E-06</td>
<td>3.82</td>
</tr>
<tr>
<td>75</td>
<td>7.77E-05</td>
<td>3.02</td>
<td>5.27E-05</td>
<td>2.83</td>
<td>2.08E-06</td>
<td>4.02</td>
<td>1.57E-06</td>
<td>3.84</td>
</tr>
<tr>
<td>100</td>
<td>3.30E-05</td>
<td>2.98</td>
<td>2.21E-05</td>
<td>3.03</td>
<td>6.64E-07</td>
<td>3.96</td>
<td>4.97E-07</td>
<td>4.02</td>
</tr>
</tbody>
</table>

Example 4.2 (Landau damping). In this example, we consider the VA-DFP equation (3.1) with $\nu = 0.01$. The initial conditions is given by

$$f_0(x, v) = f_M(v)(1 + A \cos(\kappa x)), \quad x \in [0, L], \quad v \in [-V_c, V_c],$$

with $A = 0.5, \kappa = 0.5, L = 4\pi, V_c = 12$, and $f_M = \frac{1}{\sqrt{2\pi}} e^{-v^2/2}$.

We simulate this example up to $t_{\text{end}} = 1$ and compute the error between the numerical solution with $N_x \times N_v$ cells and with $(1.5N_x) \times (1.5N_v)$ cells to test the order of accuracy. The DG method adopt $P^2$ polynomials. The time step is again adjusted as $\Delta t \sim (\Delta v)^{\frac{3}{2}}$ to match the accuracy of the temporal and spatial discretizations. Specifically, we set $\Delta t = 0.887622(\Delta x)^3$ for the explicit scheme and $\Delta t = 0.988524(\Delta x)^3$ for the IMEX scheme. Table 4.2 lists the $L^1$ and $L^\infty$ errors and orders of accuracy for the explicit scheme and the IMEX scheme. We observe that both schemes achieve optimal third-order accuracy.

Table 4.2: $L^1$ and $L^\infty$ errors and orders of accuracy for Example 4.2.

| $N_x \times N_v$ | Explicit | | IMEX | |
|------------------|----------|------------------|--------|------------------|--------|
|                 | $L^1$ error | Order | $L^\infty$ error | Order | $L^1$ error | Order | $L^\infty$ error | Order |
| 16 $\times$ 32  | 1.00E-00  |       | 1.51E-01         |       | 1.02E-00  |       | 1.55E-01         |       |
| 24 $\times$ 48  | 3.19E-01  | 2.82  | 4.95E-02         | 2.75  | 3.24E-01  | 2.84  | 5.15E-02         | 2.72  |
| 36 $\times$ 72  | 9.68E-02  | 2.94  | 1.69E-02         | 2.65  | 9.76E-02  | 2.96  | 1.76E-02         | 2.65  |
| 54 $\times$ 108 | 3.06E-02  | 2.84  | 6.60E-03         | 2.33  | 3.00E-02  | 2.91  | 4.80E-03         | 3.21  |

4.2 Benchmark examples

In this section, we demonstrate the conservation properties and performance of the explicit scheme (2.1) and the IMEX scheme (2.2) with $P^2$ DG polynomial spaces on a $50 \times 100$ meshes.
We also investigate different settings of $\nu$. For small $\nu$, the time step size for the explicit scheme (2.1) and the IMEX scheme (2.2) are almost the same. However, for $\nu = 1$, the IMEX scheme can utilize a time step of $\Delta t = 2.03 \times 10^{-3}$, which is much larger than the time step size of $\Delta t = 2.62 \times 10^{-4}$ for the explicit scheme. This results in considerable computational time savings.

We consider three benchmark examples of the VA-DFP system (3.1) with the following initial conditions:

**Example 4.3 (Landau damping).** In this example, the initial condition is given by

$$f_0(x, v) = f_M(v)(1 + A \cos(\kappa x)), \quad x \in [0, L], \quad v \in [-V_c, V_c],$$

(4.5)

with $\kappa = 0.5, L = 4\pi, V_c = 12, f_M = \frac{1}{\sqrt{2\pi}} e^{-v^2/2}$. We consider two cases of $A$: $A = 0.01$ (weak Landau damping) and $A = 0.5$ (strong Landau damping).

**Example 4.4 (Two-stream instability).** In this example, the initial condition is given by

$$f_0(x, v) = f_{TS}(v)(1 + A \cos(\kappa x)), \quad x \in [0, L], \quad v \in [-V_c, V_c],$$

(4.6)

with $A = 0.05, \kappa = 0.5, L = 4\pi, V_c = 16, f_{TS} = \frac{1}{\sqrt{2\pi}} v^2 e^{-v^2/2}$.

**Example 4.5 (Bump-on-tail instability).** In this example, the initial condition is given by

$$f_0(x, v) = f_{BT}(v)(1 + A \cos(\kappa x)), \quad x \in [0, L], \quad v \in [-V_c, V_c],$$

(4.7)

with $A = 0.04, \kappa = 0.3, L = 20\pi/3, V_c = 16$, and

$$f_{BT}(v) = n_p \exp(-v^2/2) + n_b \exp\left(-\frac{|v-u|^2}{2v_t^2}\right),$$

(4.8)

whose parameters are

$$n_p = \frac{9}{10\sqrt{2\pi}}, \quad n_b = \frac{2}{10\sqrt{2\pi}}, \quad u = 4.5, \quad v_t = 0.5.$$  

We first verify the conservation properties of the proposed schemes. Figures 4.1 and 4.2 plot the relative errors of the total particle number and total energy for the weak Landau damping and strong Landau damping of Example 4.3 with different values of $\nu$. It can be observed that the absolute values of all errors with both schemes stay small, below $10^{-11}$ for the total particle number, $10^{-11}$ for the total energy of the weak Landau damping, and $10^{-8}$ for the total energy of strong Landau damping. Figures 4.3 and 4.4 plot the relative errors of the total particle number and total energy for two-stream instability of Example 4.4 and bump-on-tail instability of Example 4.5 with different values of $\nu$. Again the absolute values of the observed relative errors remain low, below $10^{-11}$ for the total particle numbers and
Figure 4.1: Weak Landau damping ($\lambda = 0.01$) in Example 4.3. Evolution of the relative error in total particle number (top) and total energy (bottom) by the explicit scheme (left) and the IMEX scheme (right). $50 \times 100$ mesh.
Figure 4.2: Strong Landau damping ($A = 0.5$) in Example 4.3. Evolution of the relative error in total particle number (top) and total energy (bottom) by the explicit scheme (left) and the IMEX scheme (right). $50 \times 100$ mesh.
Figure 4.3: Two stream instability in Example 4.4. Evolution of the relative error in total particle number (top) and total energy (bottom) by the explicit scheme (left) and the IMEX scheme (right). 50 × 100 mesh.
Figure 4.4: Bump-on-tail instability in Example 4.5. Evolution of the relative error in total particle number (top) and total energy (bottom) by the explicit scheme (left) and the IMEX scheme (right). 50 × 100 mesh.
$10^{-10}$ for the total energy. For all four examples, the conservation with the explicit scheme is slightly better than the IMEX scheme.

We further collect numerical data to benchmark our schemes. Both the fully explicit scheme and the fully IMEX scheme obtain equally good results. Thus, we we only show the results obtained with the explicit scheme to save space. Figure 4.5 plots the electric energy, the enstrophy and the entropy, which are defined as

$$E_p = \int_{\Omega_x} \frac{E^2}{2} \, dx, \quad E_s = \int_{\Omega_x} \int_{\Omega_v} f^2 \, dx \, dv, \quad S = -\int_{\Omega_x} \int_{\Omega_v} f \log f \, dx \, dv,$$

(4.10)

for both weak and strong Landau damping in Example 4.3 with various $\nu$ values. It can be observed that for weak Landau damping with $\nu = 0$, the electric field damps exponentially over time as expected from linearized analysis. For both weak and strong Landau damping, the damping rate decreases as $\nu > 0$ increases. The enstrophy and the entropy with $\nu > 0$ stabilizes to a steady state faster than the case of $\nu = 0$.

Figures 4.6 and 4.7 plot contours of $f$ for two-stream instability with $\nu = 1$ and $\nu = 0.001$, respectively. Figures 4.8 and 4.9 plot contours of $f$ for bump-on-tail instability with $\nu = 1$ and $\nu = 0.001$. It can be observed that for large collision frequencies such as $\nu = 1$, the solution rapidly reaches a steady state (equilibrium or Maxwellian distribution) in the velocity direction regardless of the Vlasov component, while for small collision frequencies such as $\nu = 0.001$, the behavior of the solution resembles the $\nu = 0$ scenario documented in [9]. However, as time goes by, the solution eventually converges to a Maxwellian distribution. Overall, the introduction of the DFP operator drives solutions towards a steady state, exhibiting a Maxwellian distribution along the $v$-axis.

5 Conclusion

In this paper, we have developed energy-conserving numerical schemes for solving the VA system coupled with the DFP collision operator. We have introduced two energy-conserving temporal discretization methods, a second-order explicit scheme and a second-order IMEX scheme, coupling with the DG methods for the phase space, to achieve the total particle number and total energy conservation at the fully discrete level. Additionally, we have proven the $L^2$ stability of the fully discrete explicit scheme. Numerical experiments have been conducted to demonstrate the performance of the proposed schemes. Further research includes exploring their extension to more complex plasma models and specific phenomena.
Figure 4.5: The electric energy (top), the enstrophy (middle), and the entropy (bottom) for weak Landau damping (left) and strong Landau damping (right) of Example 4.3. Explicit scheme. $50 \times 100$ mesh.
Figure 4.6: Phase space contour plots for two-stream instability in Example 4.4 at the indicated time. Explicit scheme. $\nu = 1$. $50 \times 100$ mesh.
Figure 4.7: Phase space contour plots for two-stream instability in Example (4.4) at the indicated time. Explicit scheme. $\nu = 0.001$. 50 $\times$ 100 mesh.
Figure 4.8: Phase space contour plots for bump-on-tail instability in Example 4.5 at the indicated time. Explicit scheme. \( \nu = 1 \). 50 \times 100 mesh.
Figure 4.9: Phase space contour plots for bump-on-tail instability in Example 4.5 at the indicated time. Explicit scheme. $\nu = 0.001$. $50 \times 100$ mesh.
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