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Abstract

The three-temperature (3-T) radiation hydrodynamics (RH) equations play an im-
portant role in the high-energy-density-physics fields, such as astrophysics and inertial
confinement fusion (ICF). It describes the interaction between radiation and high-
energy-density plasmas including electron and ion in the assumption that radiation,
electron and ion are in their own equilibrium state, which means they can be character-
ized by their own temperature. The 3-T RH system consists of the density, momentum
and three internal energy (electron, ion and radiation) equations. In this paper, we
propose a high order conservative finite difference weighted essentially non-oscillatory
(WENO) scheme solving one-dimensional (1D) and two-dimensional (2D) 3-T RH equa-
tions respectively. Following our previous paper [7], we introduce the three new energy
variables, and then design a finite difference scheme with both conservative property
and arbitrary high order accuracy. Based on the WENO interpolation and the strong
stability preserving (SSP) high order time discretizations, taken as an example, we de-
sign a class of fifth order conservative finite difference schemes in space and third order
in time. Compared with the Lagrangian method we proposed in [7], which can only
reach second order accuracy for 2D 3-T RH equations if straight-line edged meshes
are used, the finite difference scheme can be easily designed to arbitrary high order
accuracy for multi-dimensional 3-T RH equations. The finite difference formulation
is also much less expensive in multi-dimensions than finite volume schemes used in
[7]. Furthermore, our method can handle fluids with large deformation easily. Nu-
merous 1D and 2D numerical examples are presented to verify the desired properties
of the high order finite difference WENO schemes such as high order accuracy, non-
oscillation, conservation and adaptation to severely distorted single-material radiation
hydrodynamics problems.
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1 Introduction

The three-temperature (3-T) radiation hydrodynamics (RH) equations are used to describe
the interaction between radiation and high-energy-density plasmas including electron and
ion in the assumption that each of electron, ion and radiation is in its own equilibrium
state, which means they can be characterized by their own temperatures, and these three
temperatures are usually not equal. The 3-T RH equations are widely used in depicting
the optically thick high-energy-density-physics problems such as those in astrophysics and
inertial confinement fusion (ICF) [2, 9, 13].

In this paper, we continue our study in [7] on high order numerical methods for solving
the 3-T RH equations. The 3-T RH equations consist of five equations (in 1D), namely those
for density, momentum, and three internal energies (electron, ion and radiation). However
there are only three conservation laws, namely those for mass, momentum and total energy.
The total energy, namely the sum of the three internal energies and the kinetic energy, is
conserved. As the three internal energy equations contain the non-conservative terms, when
summing up the three internal energies and the kinetic energy, we should get a conservative
scheme for the total energy, but this is very difficult to achieve because the kinetic energy is
a nonlinear function of the two conserved quantities, i.e., density and momentum. Previous
efforts [1, 14, 3] would try to combine the schemes for the internal energies and for the
density and momentum in a nonlinear way, also at different time levels, in order to achieve
conservation for the total energy. This procedure is difficult for achieving high order accuracy,
especially high order accuracy in time.

In [7], we introduced three new energy variables by adding a third of the kinetic energy to
each of the corresponding internal energies. The 3-T RH equations are rewritten in the form
of the three new energy equations. The advantage of doing this is that, although each of
the three energy equations for the three new energy variables still contain non-conservative
terms, the sum of these three energy equations is automatically the conservation law for the
total energy. Therefore, as long as the numerical approximations to the non-conservative
terms in the three energy equations are designed such that they sum to zero over all three
energy equations, we automatically obtain a conservative scheme for the total energy.

There are some literatures on the numerical methods for the 3-T RH equations. In [6],
by the establishment of an equivalency relationship between the discretizations of the total
energy equation and the internal energy equation, the authors developed a cell-centered first
order Lagrangian scheme for the 3-T RH equations which can keep the conservation of mass,
momentum and total energy. In [17, 18], a 3-T RH code based on the Lagrangian method

was developed in two-dimensional (2D) axis-symmetric geometries. In [3], a first order



positivity-preserving, conservative and entropy-stable Lagrangian scheme was presented for
the 3-T RH equations. In [10], the numerical comparisons among three famous simulation
codes (FLASH, RAGE and CRASH) solving the 3-T RH system were given. More recently,
in [7], the authors constructed a class of high order conservative Lagrangian schemes for one
and two dimensional 3-T RH equations based on the multi-resolution WENO reconstruction
and the strong stability preserving (SSP) high order time discretizations. By introducing
three new energy variables, the three energy equations in the 3-T RH system are rewritten
in the new form, based on which the schemes can be designed to keep the conservation of
mass, momentum and total energy.

Most of the above mentioned existing numerical methods solving the 3-T RH equations
are designed based on the Lagrangian formulation. The Lagrangian schemes are good espe-
cially for multi-material flows, but they are prone to suffer from lack of robustness because
of the mesh distortion and the need of remapping when the mesh quality becomes poor.
In particular, for the problems with physical slip line instabilities such as Rayleigh-Taylor
(RT) and Richtmyer-Meshkov (RM) instabilities, it is almost impossible to keep the slip line
intact as a mesh line, hence the Fulerian methods would be preferred to solve these kinds of
problems.

In this paper, we propose a high order finite difference Eulerian scheme for the 3-T
RH equations with the Cartesian meshes on the regular geometry. In such situation the
finite difference scheme is much more efficient than the finite volume scheme [15]. We study
the fifth order finite difference weighted essentially non-oscillatory (WENQO) scheme as an
example, which is suitable for the single material 3-T RH problems. The WENO scheme is
high order accurate scheme designed for problems with piecewise smooth solutions containing
discontinuities. The key idea lies at the approximation level, where nonlinear weights are
designed to automatically choose more information from the locally smoother stencil, hence
reducing the artifacts from crossing discontinuities in the approximation procedure as much
as possible. For more details we refer to [12, 15]. To achieve high order accuracy in time,
the SSP high order time discretizations is adopted.

An outline of the rest of this paper is as follows. In Section 2, taking the 2D three tem-
perature radiation hydrodynamics equations as an example, we will introduce the Jacobian
matrices, eigenvalues and eigenvectors corresponding to the convection terms of the equa-
tions, which will be used in local characteristic decomposition for high order schemes. In
Section 3, we will propose a fifth order explicit conservative finite difference scheme solving
the 1D 3-T RH equations. In Section 4, we will describe a fifth order explicit conservative
finite difference scheme solving the 2D 3-T RH equations. In Section 5, various 1D and

2D numerical examples will be given to demonstrate the good performance of the new fi-



nite difference WENO schemes including high order accuracy, non-oscillation, conservation
and adaptation to severely distorted single-material radiation hydrodynamics problems. In

Section 6, we will give concluding remarks.

2 Three temperature radiation hydrodynamics equa-
tions

We consider the three-temperature radiation hydrodynamics equations, which have the fol-

lowing form in two dimensional Cartesian coordinates,

([ Oip+ V- (pw) =0

Opu+V - (puw) + 9,p =0

pv +V - (pow) + Oyp =0

Oipee +V - (peew) +pV - w =V - (£ VT.) — wei(Te — Ti) — weT(T: - val)
ope; + V- (pe;iw) + piV -w =V - (5,VT}) + wei (T, — T;)

oper +V - (pe,w) +p,V-w =V - (k,VT,) + we, (T — T2)

(2.1)

where p is the density, w = (u,v) is the velocity. {ec,e;, e .}, {pe,pi,or}, {Te,Ti, T} and
{Ke, Ki, K, } are the specific internal energy, pressure, temperature and conduction coefficients
for electron, ion and radiation respectively. p = p. + p; + p, is the total pressure. w,; is the
energy-exchange coefficient between electron and ion, we, is the energy-exchange coefficient
between electron and radiation. V = (0,,0,) is the divergence operator. The system (2.1)
represents the conservation of mass, momentum in the x and y directions and total energy,
where the total energy is E = p(e. + ¢; + ¢,) + 3p(u? + v?). The relationship between the

three specific internal energies and temperatures is as follows,
4
€e = CveTey € = Cviﬂa €r = CLTT /p,

where ¢,. and ¢,; are the heat capacity at constant volume of electron and ion respectively,
and a is the radiation constant.
The set of equations need to be completed by the addition of the matter’s equations of

state (EOS) with the following general form,

pe = p(p, ec), pi = plp,ei). (2.2)

Especially, if we consider the y-law gas, then the equations of state (EOS) have the following

simpler form,
Pe = ('Ve - 1)P€ea pi = (%’ - 1)P€¢, (2.3)

where ., 7; are the constants representing the ratio of specific heat capacities of the electron

and ion respectively. Also p, = %per, and we can rewrite p, in the similar form as p., p; in
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(2.3), that is,
pr = (v — 1)pex (2.4)
where 7, = 4.

Notice that the last three energy equations in the system (2.1) are written in the non-
conservative form, which brings much difficulty to the design of a conservative numerical
method. To facilitate the design of high order finite difference schemes which could keep the
conservation of mass, momentum and total energy, we follow the strategy proposed in our
previous paper [7] and introduce the following three new “energy” variables,

1 1 1
E. = pe. + gp(u2 +v?), B; = pe; + gp(u2 +v?), B, = pe, + é,o(u2 +v?),

and then rewrite (2.1) as

([ Oip+ V- (pw) =0

Opu+V - (puw) + 9,p =0
Opv +V - (pvw) + 0yp =0
OE+V - (Betpe)w) =% -V (2pe —pi —pr) =V (kVTe) —wei (T, — T;) — wer (T = T1)
WE; +V - (Bi+pi) W) — 5 -V (2pi —pe —pr) = V- (5 V) + wei(Te — T1)
{ OB, +V - (B4 p)W) =¥ -V(2p —pe —pi) = V- (5 VT,) + we, (T = T})

(2.5)
We rewrite the left hand side of the system (2.5) as

ou ou ou
ar PG T8, 0

where U = (p, pu, pv, E., E;, E,)T, If we consider the y-law gas (2.3), then A and B which

are the Jacobian matrices related to the convection terms are given by,

0 1 0 0 0 0
Tl T Foo%e-1 n-1 -1
—Uuv fU U 0 0 0
A= —Yelell + —uw2 Yoo 4+ 4 92 27 U2 ?’*T’Yuv ve;rzu 'ﬁ;lu ngu ,  (2.6)
—veu + —uw viei + % ; =+ 91827 2 S—Tvm} veg—lu %;2u 7”"3_1u
—Yréru + —Uw2 T + &+ 202 By Lezly 2l i
0 0 1 0 0 0
—Uuv v U 0 0 0
B = 76924”_32 U %U Ye—1 v—1 v —1 @7
et + Bvwt Bhuu e, + 4 Be? 25ty 2ty 2ty 0 1
i€V T —vw 39%“’ viei + 4% + 9157 2 %’3_11) 7";21) 7’"3_11)

2 — i— 2
_,Yrer,u_i__va 39'YU/U ,Yrer_'_ + 9— 'Y 2 Qe v Ji v Fr+ v

where w = vVu? + 0%, vy =7+ 7 + V-




2.1 Eigenvalues and eigenvectors of A and B.

The eigenvalues of A are
{u -

where ¢, is the sound speed given by

Coy Uy Uy U, Uy U+ Cs }

\/'7e Dee +7%i(vi — Dei + (v — e, (2.8)
The corresponding right eigenvectors to A are as follows,
1 1 1
U — Cq u u
1 _ v @_| Y @_ | Y
RA N Ye€e + %2 - % R g6w2 ’ RA o —Gr ’
w2 UCs ge gtw2
viti + 5 — 3 9r “6gi
Yr€r + % - UTCS —9i Ge
1 0 1
U 0 U+ Cg
v 1 6) v
R(4) _ 7 R(5) . R( _ w? - ue
A 9i A Y A Yele + G +
3 3 wer g
The left eigenvectors of the matrix A can be written in the following form,
e ew2 e w2 2,.,2
grw? + 6ucy ZT_%TzQ_ g (He _Cw)
—2g,u — 6e, % + S0 (H, — Aw?)
eV 2gegtv
1O _ 1 —2g;v 1@ _ gT; + 200t (H, — Aw?)
! 125 696 ’ ! _9322 Gge (geHe - gtcng) ’
oo iy 11, g,
gT _% _ GQZQT (He + 69163)
3 i W gigtw— 1,U2 r W r tw2
b e ) P A e
302 + 2g“‘”“(ﬁh‘ — Aw?) ?,)TCZ + 2grgt“(H,~ — Aw?)
L(3) B gzv + QngtU (Hz . cng) L(4) B grv + 29'r9t'U (Hr . ngz)
A gzg; _ 69299 (HZ + 691”0?) A Z:gze 697[;96 (HT _ 6gzc§) )
- s g, — gu) g — 5 (H A+ 6gec?)
_% - ngl)gr (H; — Ggecg) _;3752 6g,« (ngr - gtc§w2)
—v gw? — buc,
0 —2g:u + 6¢4
1 6) 1 —QQtU
L(5) _ L( _
A 017 12 69e
0 69,



where

G ="Yet+v+v—3,

ge=7%—-1 g=v—-1 g=7—-1

H, = 6gig, (viei — 1€r) + Yegreew?, 29)
H; = 6gcgr (yrer — Yele) + Migreiw?,
H, = 6gcgi (Ye€e — mi€i) + Yrgrerw?,

b= g: (369cgi9r + giw") cZ.

In the same way, the eigenvalues of B are
{v—cs,v,v,0,v,0+ ¢}

with the corresponding right eigenvectors

1 0 1
U 1 U
v — C v
Rg) = w2 ves s Rg) = 8 s RS) = grw? )
VeCe + w@ - E 3 6gc
viei + 5 — 5 3 r
Yrer + % - % 3 —9Gi
1 1 1
Uu u u
@_| v G _ | Y ©) _ vt G
Ry = Gy g [T e 2 |
w — 'LU2 VCg
Je 6gr Trér + % + %

and the left eigenvectors of the matrix B can be written in the following form,

2 2
ge _ gew? _ gegrw? (pr 2,2
gtw2 +6’UCS —u gt 6c2 ) b ( e , 23 )
gett gegru
—2g4u 1 3 + g (He — )
geV 2gegtv 2,2
T _ 1 —2g4v — 6c4 1@ _ 0 13 _ fey + 8 (H, — cjw?)
B — 153 , p = » B — g 69 2,,,2 ’
12¢5 6. 0 “%E T b (9eHe — greiw?)
6g; 0 — 08 — P09 (H, — 6g,c?)
69, 0 9edr _ 69eg 2
b o, 4 og)
g _ gw® _ gigiw® H; — 2w? gr _ grw? _ grgw? H, — c2w?
;_W_T(l cow?) E_W_T<T cw’)
. S 9. u 2 9 gru N 29rgtu 2,,,2
g 200, — c2y?) S + 2 (Hy — )
giv 29,9tV L 22,2 grv 29rgtv — 2uw?
L(4) . 3c2 + b (Hz C,w ) L(S) . 3c2 + b (Hr Gsw )
B — _gige __ 6gig ) 2 9 B _ gr9e _ 69rge — 2 ’
95 — 999 (H, + Gg,c?) 95 — 0920 (H, — 6;c?)
g 6 2 9 _9r9i _ 5g9rgi
T T “(giH; — gicw?) gici 5 (M + 6gec;)
0y S00 (], — Gg,c2) _ 9 _ 690 (g H, — g,c2w?)
ez~ b T 0geC a o \Grtlr = 06



grw? — 6vc,

—2q;:u
1® _ 1 —2gv + 6¢,
B 12¢2 6ge
69
Gg,

The information of these left and right eigenvalues will be applied in the characteristic
decomposition for the high order WENO approximation that we will introduce in the next

section.

3 High order conservative finite difference WENO scheme
for the 1D 3-T RH equations

The 1D 3-T RH equations can be written as,

U OF uwdN  0G

P o 3ot S (3.1)

where the vectors of the evolving variables U, the conservative convection term F, the non-

conservative convection term N, the diffusion term G and the energy-exchange term S are

given by
p pu 0
pu pu? +p 0
U= Ee ) F = (Ee + pe)u ) N = 2pe — Pi — Dr >
E; (Ei + pi)u 2p; — pe — Dr
E, (B + pp)u 2pr — pe — pi
0 0
0 0
G=| k0. T, |, S=| —w(T, —T;) —we,(T* =T |. (3.2)
’{z@xT‘z wei(Te - E)
Ky Op T Wer (T =T

3.1 High order spatial discretization

Let {z;,j =1,..., N} be a uniform mesh of the computational domain [a, b], with the mesh

b—a
Np—1°

discrete finite difference scheme for the system (3.1)-(3.2) is given as,

size Ax = The variables are defined at x; identified by the subscript j. The semi

dU;(t) (Fm/z - Fj—m) v (PG
dt Ax J

= %) o S; (3.3)
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where U;( (6—3) S; are the numerical approximations to the point values of U(z;, t,),

(%%lj) Zj,ty (%—G) zj,tn), S(xj,t,) respectively, and the numerical flux

Fj+1/2 = F(Uj—ra ) Uj+s)7

where r = 2 and s = 3 for the fifth order WENO scheme that we use in this paper, should

satisfy the following conditions:

e Fisa Lipschitz continuous function in all the arguments;
e F is consistent with the physical flux F, that is, f‘(u, wu) =F(u).

Next we will discuss the specific procedures to determine the individual terms in the

semi-discrete scheme (3.3).

3.1.1 The determination of the conservative convection term

We first discuss how to discretize the conservative convection term F in the scheme (3.3). De-
note the eigenvalues of F'(Uj) as A}, ..., A2, and take the maximum as oy = max; [\, ..., a5 =
max; |)\§?|, and finally o = max; <,<5 ay.

We perform a local characteristic decomposition and apply the scalar WENO algorithm
in each characteristic direction, to avoid spurious oscillations near discontinuities.

The algorithm is summarized as follows:

Algorithm 3.1.

1. Find the Roe average of U; and Uj;;; denoted by Uj+%, the Jacobian F' (Uj+%) and

its right and left eigenvector matrices R and L.

2. Project Fy and Uy, for { = j —r, ..., j + s, to local characteristic directions,

F,=LF,, U,=LU,.

3. Compute

=+ 1 = : -~ . ‘
F, = §(Fg:|:d2ag(a1,...,a5)Ug), C=j5—r..,7]+s, (3.4)

where diag(ay, ..., a5) is the diagonal matrix with the maximum eigenvalues on its

diagonal line.

4. Apply the scalar WENO algorithm [12] to each component of Fz to obtain F] 11, and

+
then obtain Fj+1 = Fj+; + Fj+;

2

5. Project back to component space F 41 = RF



3.1.2 The determination of the nonconservative convection term

The non-conservative convection term N is discretized in the way [8] which was proposed

for Hamilton-Jacobi equations,

u; (ON
M= (G) + Doy Ny 89
where
0
. 0
[N]J;% = § max{uj,l, Uy, O} [2pe —bi— p'r]j—% ) (36)
[2pz — De — pr]jfé
[2p7" — Pe — pi]j—%
0
. 0

[N]]+% = § min{uj, Uj41, 0} [2p€ —Di — pr]j+ (37)
[Qpl — Pe — pr]j+

[2pr = Pe — pi]j+% )

N= N

— 4t - — a4 (. +
Here, [aljp1 = 47y — 000 45,0 = 45(2501), 47

polynomial of ¢ by the information of point values at z;_3,2;_9,...,%jt12, 743 With ¢ =

Pe, Di» Pr Tespectively.

The ((pe)z); > ((Pi)z); ((Pr)z); used in the term (%), are determined by,

=g (:L‘j_%), and g;(x) is the interpolation

_ %43 — 942 + 45qj+1 —45qj—1 +9qj—2 — qj—3
60Ax

(Q:c)j (3.8)

with ¢ = p., pi, pr respectively.
Of course, we could also use WENO interpolation for these non-conservative terms, at a
slightly higher computational cost. However, it appears that using the simple interpolation

here does not lead to noticeable spurious oscillations in the numerical tests in this paper.

3.1.3 The determination of the energy-exchange term

The energy-exchange term S; in the scheme (3.3) is given by

Sj=| —wal(Te); — (1)) — wer((T2); — (T);) |- (3.9)
wei ((Te); — (
wer (T}); — (T1);)

where (1), (T3);, (T)); are computed by U;.
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3.1.4 The determination of the diffusion term
We use the following formulas to determine 0, (k.0,T}), 0. (k:0:T;), Or (5,0, T) in the diffu-
sion term G,

27(]j+2 + 270(]j+1 — 490(]j + 270(]j_1 — 27(]j_2 + 2%’—3)
180Az?

0, (1sDu); = 243~ (3.10)

with (s, q) = (e, Tv), (i, T;), (r, T) respectively.

Again, we could also use WENO approximations for the diffusion term, at a slightly
higher computational cost. However, it appears that using the simple central difference
approximations here does not lead to noticeable spurious oscillations in the numerical tests

in this paper.

Remark: The semi discrete scheme (3.3) can keep the conservation of mass, momentum

and total energy. We refer to [7] for a similar proof and will not repeat it here.

3.2 The high order Runge-Kutta time discretization

To design a finite difference scheme with high order accuracy both in space and time, the
time marching is implemented by a third order total variation diminishing (TVD), or strong

stability preserving (SSP) Runge-Kutta type method [16, 11|, which has the following form.

Ul = ur + AU,

J
@ _ Sy L ) |
U = U5+ ZAt(Uj + LUy,
1 2
Ut = Uy + §At(U§2> +L(U®))), (3.11)

where L is the numerical spatial operator representing the right hand of the scheme (3.3).

3.3 The time step for the high order finite difference WENO
scheme solving the 1D 3-T RH equations

For the explicit finite difference scheme (3.11), the time step is limited by the three terms
of the 3-T RH equations, namely, the convection term, the diffusion term and the energy-

exchange term [7],

. )\ (Cs)j 2dj
< - PR N v A ) )
At s j:rlr,l.%vx v Ui Ar + Ax? Tt (3.12)

where \ is a positive constant less than 1, which is chosen as 0.5 in this paper. (cy); is
defined by (2.8).
Re Rj

Ko
) I R S§; = Inax A1)l 1\Q2)4|5- 3.13
s SR (CORNICRN (3.13)

d; = max{
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where

o= Lt St (3.14)

with

2
I \/ (aWeiCh, + aWeiCP o Coi + 4aWerCyi€3 + WerCloClip)” — daWeiWerCh cyi (4aed + ¢t p + 3 cpip),
_ 4 3 3 4
Sg = —(AWe;iCpp + AWeiCorCri + AWy Ci€s + WerCooCuif)s

_ o, 4
§ = 2aC,,Cyip-

4 High order conservative finite difference WENO scheme
for the 2D 3-T RH equations

We rewrite the 2D 3-T RH equations (2.5) in the following form,

oU  OF' OF® wON ovON 90G' 0G?

9t o 0y 30z 30y oxr ' oy

+S (4.1)

where the vectors of the evolving variables U, the conservative convection terms F!, F2, the
non-conservative convection term N, the diffusion terms G', G? and the energy-exchange

term S are defined as,

p pu pv
pU pu2 +p puv
2
pv 1 puv 2 pv=+p
E. |’ (Be +pe)u |’ (Ee+pe)v |7
E; (Ei + pi)u (Ei + pi)v
E, (Er +pr)u (Er +pp)v
0 0 0
0 0 0
_ 0 1 0 2 0
N= 2pe — DPi — Dr ’ G = /ﬂeaxTe ’ G = HeayTe ’ (42>
2pz — Pe — Pr "izaxn /iiayﬂ
2p7‘ — Pe — Di firaxT;l ffrayT,fl
0
0
S — 0
| walTe = 1) —wer (T = T})
wei(Te - E)

wer(T¢ = T7)
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Suppose the rectangular computational domain [a,b] X [c,d] is divided by the N, x N,

uniform points. Ax = ]\1;;11’ Ay = 1\%,_—61' Then the semi discrete high order finite difference

scheme for the 2D 3-T RH system (4.1)-(4.2) could be given in the following way,

~ 1 ~ 1 ~ 2 ~ 2
du; i (t) (Fj+1/2,k*Fj—1/2,k) (Fj,k+1/2*Fj,k—1/2>

dt Az Ay (43)
s (8, (5), 5

)

The definition of the variables in (4.3) is similar as those in (3.3). One main advantage of
the finite difference scheme is that we can use the 1D algorithm in each direction to compute
.1 .2
the derivative in that direction. In particular, the numerical fluxes F; 1 , and F;, 1 can be
2 W o

obtained as follows.

Algorithm 4.1

~

1. For k = 1,2,...N,, denote W; = U,;, F;, = ﬁ‘l

;%> then perform the one dimensional

Algorithm 3.1 using W and Fj to obtain the numerical flux ]?‘]1 1k

2. For j = 1,2,...N,, denote Wy = U, F, = ]?‘jk, then perform the one dimensional
Algorithm 3.1 using Wy and F} to obtain the numerical flux ]?’j kil
The other terms such as N, (%—?) , (%—T) .S, in (4.3) can be given in the similar way
Jk Jk
as those in the 1D finite difference scheme (3.3). The similar high order SSP Runge-Kutta
type method (3.11) is adopted for the time discretization.

5 Numerical results

In this section, we perform some numerical experiments on our fifth order finite difference
schemes solving the 3-T RH equations (3.1)-(3.2) and (4.1)-(4.2) respectively. The c,., ¢,; and
the radiation constant a are taken to be 1 unless otherwise stated. The reference solutions for
the following discontinuous problems are obtained by grid-refinement converged numerical

solutions.

5.1 1D numerical results

Example 5.1 (1D accuracy test).

First we use the manufactured solution for the 1D system (3.1)-(3.2) proposed in [7] to
test the accuracy of our 1D fifth order finite difference WENO scheme with the third order

13



Table 5.1: Errors and orders for Example 5.1 performed by the fifth order finite difference
scheme solving 1D 3-T RH equations (3.1)-(3.2) at T'=1

N L p order ou order E. order FE; order E, order
20 | Ly | 1.41E-3 1.89E-3 3.87E-3 4.11E-3 3.26E-3
Lo | 4.25E-3 5.55E-3 1.57E-2 1.36E-2 1.83E-2
40 | Ly | 1.14E-4 | 3.62 | 7.94E-5 | 458 | 3.17E-4 | 3.61 | 3.58E-4 | 3.52 | 2.69E-4 | 3.60
Lo | 5.39E-4 | 298 | 1.96E-4 | 4.83 | 1.23E-3 | 3.68 | 1.69E-3 | 3.01 | 8.30E-4 | 4.46
80 | Ly | 4.08E-6 | 4.81 | 2.50E-6 | 4.99 | 1.12E-5 | 4.82 | 1.19E-5 | 4.91 | 5.12E-6 | 5.71
Lo | 257E-5 | 439 | 1.82E-5 | 3.43 | 5.21E-5 | 4.56 | 7.20E-5 | 4.55 | 2.07E-5 | 5.32
160 | L1 | 1.16E-7 | 5.14 | 7.77E-8 | 5.00 | 3.10E-7 | 5.17 | 3.33E-7 | 5.16 | 1.40E-7 | 5.20
Ly | 8.05E-7 | 5.00 | 5.82E-7 | 4.96 | 1.53E-6 | 5.09 | 2.10E-6 | 5.10 | 6.04E-7 | 5.10
320 | Ly | 2.85E-9 | 5.34 | 2.08E-9 | 5.22 | 7.58E-9 | 5.35 | 8.30E-9 | 5.33 | 3.76E-9 | 5.21
Lo | 230E-8 | 5.13 | 2.95E-8 | 4.30 | 4.51E-8 | 5.09 | 5.48E-8 | 5.26 | 2.34E-8 | 4.69

SSP Runge-Kutta time discretizaiton. We design the problem to have the following exact
solutions by adding the adequate artificial source terms to the system (3.1)-(3.2),

p(x,t) =1+ 0.5sin(z + 1)
w(x,t) =2+ cos(x + 1)
pee(x,t) = 3(1 + 0.2cos(z +t))
pei(z,t) =3(1+ 0.2sin(z + 1))
per(x,t) =2(1 4 0.1cos(z +t))

(5.1)

The computational domain is [0, 27]. v, = 7; = % Wej = Wer = 1. Ke = K; = K, = 1. In this
test, the periodic boundary condition is applied.

Table 5.1 shows the errors and orders for the our fifth order finite difference scheme. In
the table, we observe that the scheme achieves fifth order accuracy both in L; and L., norms
for all the variables we solve.

Next we perform some 1D non-oscillatory tests [7] to verify the high-resolution and non-

oscillatory properties of our finite difference scheme.
Example 5.2 (The 3-T double Lax radiation shock tube problem).

In this and the next tests, in order to treat the boundary condition easily, we duplicate
the 3-T wave symmetrically and extend it periodically so that we can adopt the periodic
boundary conditions at the boundaries. For this problem, the computational domain is [-10,

30]. The initial condition is as follows,

p=0445  u=0.698, p.=p;=p,=1.176, —10<x<0
p=0.5, u =0, Pe = p; = pr = 0.19, 0<z<20 (5.2)
p=0.445 u©=0.698, p.=p;,=p,=1.176, 20< 2 <30

Ve =Y = g The periodic boundary condition is applied. The results of our fifth order finite

difference scheme using 400 uniform grid points compared with the reference solution at 7' =
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1 are shown in Figures 5.1-5.2. In Figure 5.1, we give the numerical results of p,u,T,,T;, T,
obtained by our fifth order finite difference scheme solving the 3-T RH equations (3.1)-(3.2)
without the diffusion and energy-exchange terms, i.e., we; = we, = 0 and k. = k; = K, = 0.
From the figures, we notice that the scheme can capture the shocks and contacts sharply,
and there is no noticeable spurious oscillation near the discontinuities. The results coincide
with the reference solution well. We next present the numerical results of our scheme solving
the 3-T RH equations (3.1)-(3.2) with the diffusion and energy-exchange terms in Figure
5.2, where we; = we,, = 1 and k. = k; = k. = 1. The images look more smooth due to the
effect of diffusion. The electron, ion and radiation possess different temperatures at the final

time since the energy-exchange terms are enacted.
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Figure 5.1: The numerical results for Example 5.2 at T" = 1 by the fifth order finite differ-
ence scheme solving the 1D 3-T RH equations (3.1)-(3.2) without the diffusion and energy-
exchange terms on the 400 grid against the reference solution at 7' = 1 by using the fifth
order finite difference scheme solving the 3-T RH equations Left and Top: density, Right and
Top: velocity, Left and Bottom: electron temperature, Middle and Bottom: ion temperature,
Right and Bottom: radiation temperature.
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Figure 5.2: The numerical results for Example 5.2 at T' = 1 by the fifth order finite difference
scheme solving the 1D 3-T RH equations (3.1)-(3.2) with we; = we, = 1 and k., = K; = Kk, =
1 on the 400 grid. Left and Top: density, Right and Top: velocity, Left and Bottom:
electron temperature, Middle and Bottom: ion temperature, Right and Bottom: radiation
temperature.

Example 5.3 (The 3-T RH problem of double two-interacting blast waves).

In this 3-T RH problem of double two-interacting blast waves, the computational domain

is [0, 2]. The initial condition is taken as,

1000, 0<z<0.1
0.01, 0.1<z<0.9 1

p=1 u=0 p=1< 100, 09<z<11 , p.=pi=p-==p. (5.3)
0.01, 1.1<z <19 3
1000, 19< <2

Ye =" = 1.4. We; = Wer, = 0. ke = K; = 0.01, kK, = 0.001. The periodic boundary condition
is applied. The results of our fifth order finite difference scheme solving the 3-T RH equations
(3.1)-(3.2) with 800 uniform grid points against the reference solution at 7" = 0.038 are shown
in Figure 5.3. We can observe the scheme can capture the fine structures well and there is

no noticeable spurious oscillation near the strong shocks and contacts.
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Figure 5.3: The numerical results for Example 5.3 at 7" = 0.038 by the fifth order finite
difference scheme solving the 1D 3-T RH equations (3.1)-(3.2) on the 800 grid. Left and
Top: density, Right and Top: velocity, Left and Bottom: electron temperature, Middle and
Bottom: ion temperature, Right and Bottom: radiation temperature.

Example 5.4 (The 3-T radiation shock tube problem involving two rarefaction waves).

In this problem, there are two rarefaction waves moving towards the opposite directions.
Its initial condition is as follows,

p=1, u=—1, p.=pi=p =1 -2<zx<0 (5.4)
p=1 u=1l p.=p=p=1 0<z<2 '

with 7. = 75 = 2. we = wer = 0. We test this problem with the different conduction

5
coefficients, that is, Kk = k., = k; = Kk, = 0,0.1,0.5, 1 respectively. The Dirichlet boundary
condition is adopted at the left and right boundaries. Figure 5.4 shows the results of our
fiftth order finite difference scheme by using 400 grid points at 7" = 0.2. We observe the
difference of the solution with the change of the conduction coefficients. Consistently with

common physical sense, the diffusion effect is more obvious with the increasing ke, K;, K.
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Figure 5.4: The numerical results for Example 5.4 at T' = 0.2 by the fifth order finite differ-
ence scheme solving the 3-T RH equations (3.1)-(3.2) with the different k., x;, 5, on the 400
grid. Left and Top: density, Right and Top: velocity, Left and Bottom: electron tempera-
ture, Middle and Bottom: ion temperature, Right and Bottom: radiation temperature.

5.2 2D numerical results

Example 5.5 (2D accuracy test).

Next, we test the accuracy of our two-dimensional finite difference scheme solving the
system (4.1)-(4.2). We use the 2D manufactured solution introduced in [7] to perform the
test. The exact solution for this test is as follows,

p(x,y,t) =1+ 0.5sin(x +y — 2t)

u(z,y,t) =v(z,y,t) =2+ cos(z +y — 2t)

pec(z,y,t) = 3(1 4 0.2sin(x + y — 2t)) : (5.5)

pei(z,y,t) =3(1 +0.2cos(z +y — 2t))

per(z,y,t) = 2(1 + 0.1sin(z +y — 2t))
Ye = Vi = g We; = Wer = 0.1. K, = K; = K, = 0.1. The computational domain is
0, 27] x [0, 27| which is uniformly divided into N, x N, grid points. The periodic boundary
condition is applied at four boundaries. Table 5.2 shows the errors and orders of our 2D
finite difference scheme where we notice our 2D scheme possesses fifth-order accuracy both

in L; and L., norms for the variables p, pu, pv, E., F;, FE, which we solve directly.
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Table 5.2: Errors and orders for Example 5.5 performed by the fifth order finite difference
scheme solving the 2D 3-T RH equations (4.1)-(4.2) at T'=1

Nz = Ny L P k pU k pv k Fe k E; k FEr k
20 Ly 5.20E-03 8.42E-03 8.42E-03 1.61E-02 1.45E-02 1.38E-02
Lo 1.53E-02 3.09E-02 3.09E-02 5.60E-02 4.73E-02 3.80E-02
40 Ly 2.21E-04 | 4.56 | 2.91E-04 | 4.85 | 2.91E-04 | 4.85 | 6.79E-04 | 4.57 | 7.10E-04 | 4.35 | 6.30E-04 | 4.45
Lo | 6.72E-04 | 4.51 | 1.57E-03 | 4.30 | 1.57E-03 | 4.30 | 2.16E-03 | 4.69 | 3.73E-03 | 3.67 | 2.56E-03 | 3.89
80 Ly 6.10E-06 | 5.18 | 9.74E-06 | 4.90 | 9.74E-06 | 4.90 | 1.95E-05 | 5.12 | 2.04E-05 | 5.13 | 2.06E-05 | 4.93
Loo | 3.14E-05 | 4.42 | 9.23E-05 | 4.09 | 9.23E-05 | 4.09 | 1.06E-04 | 4.35 | 1.76E-04 | 4.40 | 9.02E-05 | 4.83
160 L1 1.80E-07 | 5.08 | 2.77E-07 | 5.14 | 2.77E-07 | 5.14 | 5.46E-07 | 5.16 | 6.29E-07 | 5.02 | 6.57E-07 | 4.97
Loo | 9.27E-07 | 5.08 | 3.83E-06 | 4.59 | 3.83E-06 | 4.59 | 2.89E-06 | 5.20 | 4.69E-06 | 5.23 | 2.46E-06 | 5.20
320 Ly 5.27E-09 | 5.10 | 9.16E-09 | 4.92 | 9.16E-09 | 4.92 | 1.65E-08 | 5.05 | 1.78E-08 | 5.14 | 1.89E-08 | 5.12
Loo | 3.77TE-08 | 4.62 | 1.89E-07 | 4.35 | 1.89E-07 | 4.35 | 9.10E-08 | 4.99 | 1.40E-07 | 5.07 | 8.55E-08 | 4.85

Next we will test several 2D 3-T RH problems with large fluid distortion, which can not
be simulated by the pure Lagrangian method.

Example 5.6 (The interaction of a 3-T RH shock wave with a bubble).

Next, we study a 3-T RH problem involving the interaction of a shock wave with a
bubble, which is inspired by a famous pure hydrodynamics problem, that is, the interaction
of a shock wave with a helium bubble [5]. The computational domain is [0, 6.5] x [0,0.89].
The center of the bubble is located at (z.,y.) = (3.5,0) with a radius » = 0.5. Since our
scheme can not treat the multi-material problem so far, we take the bubble with the same
v as the fluid, specifically 7. = v; = 1.4. We then modify the initial value of pressure inside
the bubble to mimic the similar behavior of the bubble’s deformation. The initial state
of the bubble is (p,u, v, pe, pi, pr) = (0.1819,0,0,0.146972,0.146972,0.146972). The initial

condition for the other computational domain is as follows,

{p 1, u=uv=0, Pe =p; = p, = 0.238095, 0<2x <45 (5.6)

p=13764, uw=-0.3336, v=0, p.=p;,=p,=0.373762, 45<x<6.5

See Figure 5.5 for the initial state of density. The reflective boundary condition is imposed
at the bottom and top boundaries. The Dirichlet boundary condition is applied at left and
right boundaries. w.; = w,, = 0 and k., = k; = Kk, = 0. We test this problem by our 2D
3-T fifth order WENO finite difference scheme with 800 x 288 uniform grid points. The
numerical results at ¢ = 0.6294, 1.1099, 3.3408, 5.0358, 7.1571 after the incident shock hits
the bubble are shown in Figure 5.6. The evolution of the bubble after the shock hitting,
deforming and then forming a jet and eventually generating a vortex ring can be observed
from our numerical results. The performance of the radiation temperature is quite different

from the electron and ion temperatures.
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Figure 5.6: The numerical results for Example 5.6 by the fifth order finite difference scheme
solving the 2D 3-T RH equations (4.1)-(4.2) at different times on the 800 x 288 grid. Left
and Top: density, Right and Top: electron temperature, Left and Bottom: ion temperature,
Right and Bottom: radiation temperature.

Example 5.7 (The second interaction problem of a 3-T RH shock wave with a bubble).
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Next we test the second interaction problem of a radiation shock wave with a bubble,
which is extended from another widely studied pure hydrodynamics interaction test of a
shock wave with a helium bubble [4]. The computational domain is [0, 0.5] x [—0.089, 0.089].
The center of the bubble is located at (z.,y.) = (0.32,0) with a radius » = 0.025. Similarly
as the above test, we take 7. = 7, = 1.4 at the whole region. We modify the value of
pressure inside the bubble at the initial time to model the similar behavior of the bubble’s

deformation. The initial state of the bubble is (p, u, v, pe, pi, pr) = (0.182,0,0, £, 2 %), where

p= %, v, = 1.648. The shock wave is initially located at x = 0.35 as,
{pzl, u=1v=0, pe:pizpr:%, 0<x<0.35
p = 1.376, u=—124.824, v =0, pe=pi=p- =285 035<2<05

(5.7)
See Figure 5.7 for the initial condition of density for this test. The reflective boundary
condition is imposed at the bottom and top boundaries. The Dirichlet boundary condition
is applied at the left and right boundaries. We first test this problem by our 2D 3-T fifth order
WENO finite difference scheme with 800 x 288 uniform grid points solving the system (4.1)-
(4.2) without the diffusion and energy-exchange terms, i.e., we; = Wer = 0. ke = K; = K, = 0.
The numerical results of our 2D 3-T RH fifth order WENO finite difference scheme at
t=132x107%4.32 x 107%,6.74 x 107* and t = 9.83 x 10~* after the incident shock hits
the bubble are shown in Figure 5.8 respectively. From the figures, we can observe that
the evolution of the bubble’s shape is well captured by our scheme. The numerical results
demonstrate the capability of our 3-T-RH high order finite difference scheme in simulating

the 3-T radiation hydrodynamics problem with the large fluid deformation.

X

Figure 5.7: The initial condition of density for Example 5.7.
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Figure 5.8: The numerical results for Example 5.7 by the fifth order finite difference scheme
solving the 2D 3-T RH equations (4.1)-(4.2) with we; = we, = 0 and k. = k; = kK, = 0 at
the different times on the 800 x 288 grid. Left and Top: density, Right and Top: electron
temperature, Left and Bottom: ion temperature, Right and Bottom: radiation temperature.
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We further test how the diffusion and energy-exchange terms effect the solution in this
problem by our 3-T RH fifth order WENO finite difference scheme solving the system (4.1)-
(4.2) with we; = 0.05,we = 0 and k. = K; = K. = 0.05. Figures 5.9 show the results of
our scheme at the corresponding different times. Compared with the above results without
diffusion and energy-exchange terms, we notice the obvious smear phenomena in the bubble’s

shape and the quite different images of radiation temperature in these figures.
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Figure 5.9: The numerical results for Example 5.7 by the fifth order finite difference scheme
solving the 2D 3-T RH equations (4.1)-(4.2) with we; = 0.05, w,, = 0 and k. = k; = K, = 0.05
at the different times on the 800 x 288 grid. Left and Top: density, Right and Top: electron
temperature, Left and Bottom: ion temperature, Right and Bottom: radiation temperature.



Example 5.8 (The 3-T Rayleigh-Taylor instability problem).

We design a 3-T radiation hydrodynamic Rayleigh-Taylor instability problem from the
originally pure hydrodynamic Rayleigh-Taylor instability problem [19]. The computational
domain is [0,0.25] x [0, 1]. The interface is at y = 0.5 at the initial time. The heavy fluid
is below the interface, and the light fluid is above the interface with the acceleration in the
positive y direction, for which the source term p is added to the right-hand side of the third
equation and pv is added to the fifth equation of the system (4.1)-(4.2). A small perturbation
is enforced on the y-direction fluid speed at the initial time as,

3

, u=0, v=-0.025¢c,cos(87x), pe=1p;i=pr= %, 056<y<1

{ p=2, u=0, v=-0.025ccos(87x), pe=pi=p =2L 0<y<05 (5.8)
1

where ¢, is the sound speed. v, = v; = g The reflective boundary conditions are imposed

at the left and right boundaries. At the top boundary, the flow values are set as p = 1,u =

v=0,p. =p; =pr = %, and at the bottom boundary the values are p = 2, u =v = 0,p. =

Di = Pr = % The final computational time is 7' = 1.95.

The numerical results of our 2D fifth order finite difference WENO scheme solving the
3-T RH equations (4.1)-(4.2) with we; = we, = 0 and ke = k; = K, = 0 on the 200 x 1200 grid
are shown in Figure 5.10. We observe that our high order finite difference scheme can capture
the small-scale structures in the resolved solutions of density and three temperatures. The
non-equilibrium property of electron, ion and radiation is obvious. The radiation has the

highest temperature, and the electron plasmas has the smallest temperature.
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Figure 5.10: The numerical results for Example 5.8 by the fifth order finite difference scheme
solving the 2D 3-T RH equations (4.1)-(4.2) at 7' = 1.95 on the 200 x 1200 grid. Left and
Top: density, Right and Top: electron temperature, Left and Bottom: ion temperature,
Right and Bottom: radiation temperature.

Example 5.9 (The effects of 3-T RH shock wave on Rayleigh-Taylor instability).

We next introduce a RH shock to hit the above Rayleigh-Taylor interface at a fixed time
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T = 1.6, and notice the effect of the shock wave when it interacts with the Rayleigh-Taylor
(RT) instability flow. For the shock wave hitting the head of the RT interface, we extend
the computational domain in the y direction to [—0.5, 1] to avoid the RT interface moving
out of the computational domain, that is, the computational domain is [0,0.25] x [—0.5, 1].

The initial condition for this problem is similar as Example 5.8,

p=2, u=v=0, Pe=pi=pr=2, —05<y<0

3
p=2, u=0, v=-0.025csco8(8mx), pPe=p;=0pr= yTH, 0<y<05 (59)
p=1 u=0, v=-0.025¢cscos(8mx), pe=p;=p, = %, 05<y<1

The reflective boundary condition is imposed at the left and right boundaries. The
boundary condition at y = —0.5 is set to be an outflow. At the top boundary, before
T = 1.6, the flow values are set as p =1, u =v =0,p. = p; = p, = %. After T' = 1.6, the
post state of a Mach 6 shock wave is enforced on the top boundary. Figure 5.11 shows the
results of our fifth order finite difference scheme solving the 2D 3-T RH equations (4.1)-(4.2)
with we; = we, = 0 and k. = k; = k. = 0 at three different times (7" = 1.85,1.9,2) after the
shock wave hits the head of Rayleigh-Taylor instability and passes through the Rayleigh-
Taylor interface. We can observe that the moving shock wave makes the RT interface move

downward. The effect of shock wave speeds up the transition of the RT flow from instability.
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Figure 5.11: The numerical results for Example 5.9 by the fifth order finite difference scheme
solving the 2D 3-T RH equations (4.1)-(4.2) with we; = we, = 0 and K, = k; = kK, = 0 at
different times on the 200 x 1200 grid. Left and Top: density, Right and Top: electron
temperature, Left and Bottom: ion temperature, Right and Bottom: radiation temperature.

We further test this problem with the effect of the diffusion and energy-exchange terms.
Figures 5.12 show the results of our fifth order finite difference scheme solving the 2D 3-T
RH equations (4.1)-(4.2) with w,; = we, = 0.001 and k. = k; = K, = 0.002 at three different
times (7' = 1.85,1.9,2) on the 200 x 1200 grid. In these figures, we notice that the diffusion
and energy-exchange terms make a positive role in preventing the Rayleigh-Taylor flow to

instability.
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Figure 5.12: The numerical results for Example 5.9 by the fifth order finite difference scheme
solving the 2D 3-T RH equations (4.1)-(4.2) with w,; = w,, = 0.001 and k. = k; = k, = 0.002
at the different times on the 200 x 1200 grid. Left and Top: density, Right and Top: electron
temperature, Left and Bottom: ion temperature, Right and Bottom: radiation temperature.

6 Concluding remarks

In this paper, we propose a class of high order conservative finite difference schemes for one-
dimensional and two-dimensional three-temperature (3-T) radiation hydrodynamics (RH)
equations respectively. We design the finite difference schemes with both high order ac-
curacy and the conservative property by introducing three new energy variables proposed
in [7], in the form of which the three energy equations of 3-T RH equations are rewritten.

Based on the WENO interpolation and the strong stability preserving (SSP) high order time
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discretizations, as an example, we design a class of conservative finite difference schemes
with fifth order accuracy in space and third order accuracy in time. Compared with the La-
grangian method we proposed in [7], which can only reach second order accuracy for 2D 3-T
RH equations if straight-line edged meshes are used, the finite difference scheme can be eas-
ily designed to arbitrary high order accuracy for multi-dimensional 3-T RH equations. The
finite difference formulation is also much less expensive in multi-dimensions than the finite
volume Lagrangian schemes [7]. Furthermore, it can handle the fluid with large deformation
easily. Several 1D and 2D numerical tests are given to demonstrate the good properties of our
high order finite difference schemes such as high order accuracy, non-oscillation, conservation
and adaptation to the severely distorted fluid problems. The design of the implicit-explicit
high order conservative finite difference schemes, the extension of the high order conserva-
tive finite difference schemes to three-dimensional 3-T RH equations and the adaptation to

multi-material problems constitute our future work.
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