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Abstract

In this paper, a fourth order positivity-preserving (PP) scheme for hyperbolic conserva-

tion laws based on the two-stage two-derivative fourth order (S2D2O4) time discretization

and discontinuous Galerkin (DG) spatial discretization is developed. We construct a local

Lax–Friedrichs type PP flux in the sense that the DG scheme with this flux satisfies the

PP property. We use the strong stability preserving (SSP) S2D2O4 time discretization and

obtain the PP conditions for one-dimensional scalar conservation laws. With a PP limiter

introduced in [X. Zhang and C.-W. Shu, J. Comput. Phys., 229 (2010), pp.3091–3120], the

SSP S2D2O4 DG schemes are rendered preserving the positivity without losing conservation

or high order accuracy. We carry out the extension of the method to two dimensions on rect-

angular meshes. Based on this idea, we further develop high-order DG schemes which can

preserve the positivity of density and pressure for compressible Euler equations. Numerical

tests for this fourth order DG scheme are reported to demonstrate the effectiveness of the

algorithms.
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1 Introduction

Hyperbolic conservation laws are basic tools to characterize the phenomena of flow and

transport, e.g. the Burgers equation for traffic flow and the Buckley-Leverett equation for

two phase flow as the scalar cases, and the Euler equations for compressible gas dynamics

and shallow water equations for water with shallow depth as the system cases.

For scalar conservation laws, the solution satisfies the maximum-principle-satisfying (MPS)

property, e.g. for the one dimensional scalar equation

ut + f(u)x = 0, x ∈ R, t > 0 (1.1)

with initial condition

u(x, 0) = u0(x), x ∈ R

the entropy solution satisfies m ≤ u(x, t) ≤ M, ∀x ∈ R, t > 0, where m = minx∈R u0(x)

and M = maxx∈R u0(x). Same results also hold for periodic boundary conditions, bounded

domain with compactly supported solution, and higher dimensions. For hyperbolic conser-

vation law systems, the positivity of certain important physical quantities are satisfied by

some hyperbolic systems, e.g. for the compressible Euler equations of gas dynamics, the

positivity of density and pressure must be preserved.

Discontinuous Galerkin (DG) methods are widely used to compute conservation laws

because of their high order accuracy, flexibility in complex geometries, and simplicity of

parallelization, and have become one of the most common choices for developing bound-

preserving solutions. In 1970, the first DG method for solving the steady linear transport

problem was proposed by Reed et al. [32]. Cockburn et al. developed it into the Runge-

Kutta discontinuous Galerkin Method (RKDG) in a series of papers [5–9] to solve nonlinear

hyperbolic conservation laws. Limiters such as the total variation bounded (TVB) limiter [35]

are usually used to stabilize the solution near shocks after each Runge-Kutta stage. Also,

there are finite volume and finite difference methods used in the computation of conservation

laws, e.g. [1, 20, 44, 52].
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In order to achieve high-order accuracy, the semi-discrete DG scheme needs to be com-

bined with time discretization, which ideally should have the same order of accuracy as

the spatial discretization. The widely used Runge-Kutta (RK) method was first proposed

by Carl Runge and Wilhelm Kutta around 1900 and applied to solve ordinary differential

equations and then applied to solve partial differential equations [41] later. In [15, 16, 36], a

strong stability preserving Runge-Kutta (SSP-RK) method (termed TVD time discretization

in early work) was proposed, one of which is the widely used third-order accurate SSP-RK

method. The SSP methods are convex combinations of forward Euler time discretization,

which greatly simplify the proof of bound preservation as the analysis needs to be carried out

only for the forward Euler time stepping. Another time discretization method, namely the

Lax-Wendroff type method, is also widely used in the computation of time-dependent partial

differential equations, for instance, the combination of Lax-Wendroff type time discretization

with DG (LWDG) methods [17, 28, 30] or with the WENO schemes [29, 31], the arbitrary

high order derivative Riemann problem (ADER) approach [13,14,39], and its variant based

on the Galerkin space-time predictor [2,11,12], etc. The Lax-Wendroff type method utilizes

information from partial differential equations by replacing the time derivatives with spatial

derivatives in the Taylor expansion of the time variable. As a result, the Lax-Wendroff type

method is a single-stage, explicit and higher order method that requires only one stabilizing

scaling limiter per time step. However, the introduction of higher order derivatives leads to

a complicated algorithm, both in the formulation and in its programming, especially when

solving high dimensional systems of equations. Later, in order to synthesize the advantages

and disadvantages of the two approaches, Christlieb et al. [4,33] combined the Runge-Kutta

method and the Lax-Wendroff type method to design multistage multiderivative time dis-

cretization methods, among which one of the popular time discretization is a two-stage

two-derivative fourth order (S2D2O4) time discretization method, requiring only two stages

to reach the fourth order accuracy, and has fewer higher order derivative terms compared to

the standard Lax-Wendroff type method. There have been many applications related to the
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S2D2O4 method in the last decade, for instance, the gas-kinetic schemes (GKS) [25,26] and

the HWENO schemes [20].

To ensure the robustness and stability of the numerical algorithm, strict preservation of

physical bounds of the solution is important, since once the quantity is outside its physical

range, the hyperbolicity of the equation may be lost, which often leads to simulation failure.

Bound-preserving numerical methods for hyperbolic conservation laws have been intensively

studied. Almost all of the time discretizations in the bound-preserving methods are based on

Runge-Kutta or multi-step methods. In 2010, the DG spatial discretization and explicit time

discretization methods for hyperbolic conservation laws were first investigated by Zhang and

Shu with the help of weak monotonicity in the finite volume format [51,52], who constructed

a high-order positivity-preserving (PP) DG scheme for the convection equations and Euler

equations by proving the cell average PP property and by using the PP limiter. Later, Wu

and Shu proposed a general framework, called geometric quasilinearization (GQL) [45], for

studying bound-preserving problems with nonlinear constraints. Besides, there are also many

other methods, such as the flux limiter [21,38,46,47], convex limiting [18,19], optimization-

based approaches [23,42], etc. In addition to the explicit methods, there are also studies on

backward Euler time discretization [22,27]. Works mentioned above are mostly based on the

Runge-Kutta or multi-step time discretizations.

In the study of the PP DG algorithm based on the Lax-Wendroff type discretization

method, Moe et al. first designed a flux limiter and achieved the positivity of the one-

stage third-order LWDG for the compressible Euler equations [24], and later, Xu and Shu

developed the third order MPS direct DG (DDG) methods for convection-diffusion equations

to the one-stage third-order LWDG method [48] to construct a PP algorithm for hyperbolic

conservation laws. The current PP DG algorithms of conservation laws for the Lax-Wendroff

type method only go up to the third-order accuracy.

For the study of PP DG algorithms for the diffusion equations, the authors in [53] proved

that the ultra-weak DG, interior penalty (IP) DG, and traditional LDG schemes can only
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achieve second-order PP property. Chen et al. used the direct DG (DDG) discretization

method to make the DG schemes satisfy third-order PP property under special parameters

[3], and Du and Yang applied the LDG method on dual mesh to achieve the same PP

conclusion [10]. All the above conclusions are proved theoretically, but only up to third

order accuracy. In 2012, Zhang et al. proposed a nonconventional fifth order finite volume

WENO scheme which can be proved MPS for convection-diffusion equations [50]. In 2017,

Zhang designed a class of local Lax-Friedrichs (LF) type PP flux for the compressible NS

equations, and numerical experiments observed fourth order and higher order accuracy [49].

Srinivasan et al. reduced the PP flux to the LDG method for convection-diffusion equations,

which can numerically achieve up to at least k-th order for polynomials of degree k, with k

maximally tested to 5, for a specific class of problems [37]. All the above works are based

on the Runge-Kutta time discretization.

So far, there seems to have no research on bound-preserving techniques for multistep

multiderivative time discretizations such as the S2D2O4 time discretization schemes. In this

paper, we adopt the DG methods for the spatial discretization of the derivatives with the

S2D2O4 time discretization. In our work, we use the framework in [52], hence the high order

accuracy of our approach is easy to guarantee. First, for the one-dimensional hyperbolic

conservation law equation, the spatial derivative term in the S2D2O4 time discretization

schemes is discretized with reference to the LWDG discretization method proposed by Qiu

et al. [30]. After that, a suitable PP flux is designed with reference to the idea about the

flux design for the high-order PP LDG method in [37,49], and the SSP form of the S2D2O4

method [4] is considered, which is written in the form of a convex combination of provably

bound-preserving terms and hence guarantees bound-preserving of the cell averages. Finally,

the PP limiter proposed by Zhang and Shu [52] is applied to further make the whole solution

positive-preserving. The algorithm is then generalized to the Euler equations and further to

the two dimensional cases.

The rest of the paper is organized as follows. In Section 2, we introduce the strong
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stability preserving (SSP) S2D2O4 time-stepping scheme. In Section 3, we construct the

PP S2D2O4 DG methods for scalar conservation laws in one and two dimensional spaces,

respectively. In Section 4, we further establish the PP S2D2O4 DG schemes for the Euler

equations in one and two dimensional spaces, respectively. The PP limiters are introduced

in Section 5 to ensure the positivity of the whole numerical solution. In Section 6, we give

extensive numerical examples to verify the effectiveness of our algorithms. In the end, we

give some concluding remarks in Section 7.

2 S2D2O4 time discretization

Consider the following time-dependent equation,

∂u

∂t
= F(u).

Suppose we have already reached at the time t = tn

u(t)|t=tn
= un.

Here, F is an operator for spatial derivatives and u is the numerical solution. We consider

the SSP S2D2O4 time-stepping scheme [4]:

u∗ =

(
1− 4rK2 + r2

8K2

)
un +

r

2

(
un +

∆t

r
F (un)

)
+

r2

8K2

(
un +

K2

r2
∆t2Ḟ (un)

)

=

(
1− 4rK2 + r2

8K2

)
un +

r

2
M1 +

r2

8K2
M2 (2.1a)

un+1 =r

(
1− r2

6K2

)(
un +

∆t

r
F (un)

)
+

r2 (4K2 − r2)

24K4

(
un +

K2

r2
∆t2Ḟ (un)

)

+
r2

3K2

(
u∗ +

K2

r2
∆t2Ḟ (u∗)

)

=r

(
1− r2

6K2

)
M1 +

r2 (4K2 − r2)

24K4
M2 +

r2

3K2
M3 (2.1b)

where Ḟ = Ft, M1 = un + ∆t
r
F (un), M2 = un + K2

r2
∆t2Ḟ (un), M3 = u∗ + K2

r2
∆t2Ḟ (u∗) and

the parameter K is in the restricted time step of preserving the following stability:

∥∥∥un +∆t2Ḟ (un)
∥∥∥ ≤ ‖un‖ for ∆t ≤ K∆tFE
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with ∆tFE being the time step restriction of preserving stability of Euler forward time:

‖un +∆tF (un)‖ ≤ ‖un‖ for ∆t ≤ ∆tFE,

and the SSP coefficient r is given by the smallest positive root of the equation:

r4 + 4K2r3 − 12K2r2 − 24K4r + 24K4 = 0.

In this scheme (2.1), u∗ is the convex combination of uj, M1 and M2, and un+1 is the

convex combination of M1, M2 and M3. Then according to the SSP property, the analysis

for the positivity of conservation laws only needs to be carried out on the positivity of

un + ∆t
r
F (un), un + K2

r2
∆t2Ḟ (un) and u∗ + K2

r2
∆t2Ḟ (u∗), which brings convenience to the

proof of positivity.

3 The PP S2D2O4 DG scheme for the scalar conserva-

tion laws

In this section, we study the PP S2D2O4 DG methods for scalar conservation laws. Our

framework for the proof of the PP property is based on [52], that is, we focus on proving

the positivity of the cell averages of the solution, i.e. ūn+1 ≥ 0, provided un ≥ 0, where the

superscripts n and n + 1 denote the time level tn and tn+1, respectively. After that, the PP

limiter introduced in Section 5 will make the whole solution positive while maintaining high

order accuracy and conservation.

For simplicity, we only discuss the one and two dimensional problems with periodic

boundary conditions on uniform meshes, but the algorithms can be directly extended to

three space dimensions and non-periodic cases with non-uniform meshes.

3.1 The PP S2D2O4 DG scheme for 1D scalar conservation laws

Consider the scalar conservation laws in one dimension

ut + f(u)x = 0. (3.1)
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According to the information of the equation, we give the expressions of ut and utt as follows:

ut = −f(u)x = −f ′(u)ux,

utt = − (f ′(u)ut)x =
(
f ′2(u)ux

)
x
.

In the one dimensional space, we assume the domain Ω = [a, b] is discretized by a =

x 1

2

< x 3

2

< · · ·xN+ 1

2

= b, and denote by Ij =
[
xj− 1

2

, xj+ 1

2

]
the cells on Ω for j =

1, 2, . . .N . Moreover, we denote the length of the cell Ij by ∆xj = xj+ 1

2

− xj− 1

2

and

the time step ∆t = tn+1 − tn. We only consider uniform meshes in this section, i.e.

∆xj ≡ ∆x, for j = 1, . . . , Nx. The finite element space in the DG schemes is taken as

V =
{
v ∈ L2 : v|Ij ∈ P 3 (Ij) , j = 1, 2, . . . , N

}
where P 3(I) is the space of polynomials of

degree ≤ 3 in the cell Ij. Moreover, we denote the average of v at xj+ 1

2

by {v}j+ 1

2

=

1
2

(
v−
j+ 1

2

+ v+
j+ 1

2

)
and the jump of v at xj+ 1

2

by [v]j+ 1

2

= (v+
j+ 1

2

− v−
j+ 1

2

).

We use the Gauss-Lobatto quadrature of 2Nq − 1 points to evaluate integrals in one

dimensional cells, where Nq is taken such that the fourth order accuracy is attained in

the scheme, e.g. Nq = 5. We denote the Gauss-Lobatto quadrature points in Ij as
{
x̂µ
j , µ = 1, . . . , 2Nq − 1

}
, and let {ω̂µ, µ = 1, . . . , 2Nq − 1} be the corresponding quadrature

weights satisfying
∑2Nq−1

µ=1 ω̂µ = 1. In particular, x̂1
j = xj− 1

2

, x̂
Nq

j = xj and x̂
2Nq−1
j = xj+ 1

2

.

We denote ûµ
j = u

(
x̂µ
j

)
, for µ = 1, . . . , 2Nq − 1.

In the 1D scalar conservation laws, the DG scheme is designed according to the SSP

S2D2O4 time-stepping scheme (2.1):
∫

Ij

u∗
jvhdx =

∫

Ij

((
1− 4rK2 + r2

8K2

)
un
j +

r

2
M1 +

r2

8K2
M2

)
dx, ∀vh ∈ V

(3.2a)
∫

Ij

un+1
j vhdx =

∫

Ij

(
r

(
1− r2

6K2

)
M1 +

r2 (4K2 − r2)

24K4
M2 +

r2

3K2
M3

)
dx, ∀vh ∈ V

(3.2b)

For M1 = un
j +

∆t
r
F
(
un
j

)
= un

j − ∆t
r
(f
(
un
j

)
)x, the corresponding DG scheme at the time

level tn is to find M1 ∈ V , s.t. ∀vh ∈ V ,
∫

Ij

M1vhdx =

∫

Ij

un
j vhdx+

∆t

r

(∫

Ij

f(un
j )(vh)xdx− f̂LF

j+ 1

2

(vh)
−
j+ 1

2

+ f̂LF
j− 1

2

(vh)
+
j− 1

2

)
(3.3)
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where f̂LF
j+ 1

2

is the numerical flux at xj+ 1

2

defined as

f̂LF
j+ 1

2

= {f}j+ 1

2

− α

2
[u]j+ 1

2

, α = max
u

|f ′(u)| (3.4)

which is the LF flux as used in [52].

For M2 = un
j +

K2

r2
∆t2Ḟ

(
un
j

)
= un

j − K2

r2
∆t2Hx(u

n
j ) where H = −f ′(u)2ux, the DG scheme

at the time level tn is to find M2 ∈ V , s.t. ∀vh ∈ V ,
∫

Ij

M2vhdx =

∫

Ij

un
j vhdx+

K2

r2
∆t2

(∫

Ij

H(un
j )(vh)xdx− Ĥj+ 1

2

(vh)
−
j+ 1

2

+ Ĥj− 1

2

(vh)
+
j− 1

2

)

(3.5)

holds for j = 1, 2, . . . , N , where Ĥj+ 1

2

is the numerical flux at xj+ 1

2

which is defined similar

to the flux in [37]:

Ĥj+1/2 =
1

2

(
H−

j+1/2 +H+
j+1/2 − αj+ 1

2

(
u+
j+1/2 − u−

j+1/2

))
, (3.6)

where the penalty parameter αj+ 1

2

is defined to achieve the PP property for the scheme (3.5):

αj+ 1

2

=





max

{∣∣∣∣
H+

j+1
2

u+

j+1
2

∣∣∣∣ ,
∣∣∣∣
H−

j+1
2

u−

j+1
2

∣∣∣∣
}
, if u+

j+ 1

2

6= 0 and u−
j+ 1

2

6= 0,
∣∣∣∣
H+

j+1
2

u+

j+1
2

∣∣∣∣ , if u+
j+ 1

2

6= 0 and u−
j+ 1

2

= 0,
∣∣∣∣
H−

j+1
2

u−

j+1
2

∣∣∣∣ , if u+
j+ 1

2

= 0 and u−
j+ 1

2

6= 0,

0 if u+
j+ 1

2

= 0 and u−
j+ 1

2

= 0.

(3.7)

For M3 = u∗
j +

K2

r2
∆t2Ḟ

(
u∗
j

)
= u∗

j − K2

r2
∆t2Hx(u

∗
j), the DG scheme is similar to (3.5) and

the numerical flux Ĥj+ 1

2

at xj+ 1

2

is defined as

Ĥ∗
j+1/2 =

1

2

(
H∗−

j+1/2 +H∗+
j+1/2 − βj+ 1

2

(
u∗+
j+1/2 − u∗−

j+1/2

))
, (3.8)

where the penalty parameter βj+ 1

2

has the similar definition as αj+ 1

2

:

βj+ 1

2

=





max

{∣∣∣∣
H∗+

j+1
2

u∗+

j+1
2

∣∣∣∣ ,
∣∣∣∣
H∗−

j+1
2

u∗−

j+1
2

∣∣∣∣
}
, if u∗+

j+ 1

2

6= 0 and u∗−
j+ 1

2

6= 0,
∣∣∣∣
H∗+

j+1
2

u∗+

j+1
2

∣∣∣∣ , if u∗+
j+ 1

2

6= 0 and u∗−
j+ 1

2

= 0,
∣∣∣∣
H∗−

j+1
2

u∗−

j+1
2

∣∣∣∣ , if u∗+
j+ 1

2

= 0 and u∗−
j+ 1

2

6= 0,

0 if u∗+
j+ 1

2

= 0 and u∗−
j+ 1

2

= 0.

(3.9)
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Theorem 3.1. For the fourth order S2D2O4 DG scheme of the one dimensional scalar

conservation laws using the fluxes (3.4), (3.6) and (3.8), if the following conditions are

satisfied:

1. All point values at the Gauss-Lobatto quadrature points are non-negative, i.e. ûµ
j ≥ 0

for µ = 1, · · · , 2Nq − 1 and all j, which include u±
j± 1

2

.

2. For all j,H±
j+ 1

2

= 0 if u±
j+ 1

2

= 0.

Then the cell averages ūn+1
j ≥ 0 under the time step constraint below,

∆t

∆x
max

j

∣∣∣f ′
(
u±
j+ 1

2

)∣∣∣ ≤ rω̂1,
∆t2

∆x2
max

j

{
αj+ 1

2

, βj+ 1

2

}
≤ r2

K2
ω̂1

where αj+ 1

2

is defined as in (3.7) and βj+ 1

2

is defined as in (3.9).

Proof. We take the test function vh = 1 on Ij and zero anywhere else in the scheme

(3.2), and denote λ = ∆t
∆x

, then we obtain the formula satisfied by the cell average of u∗ in

the cell Ij ,

ū∗
j =

(
1− 4rK2 + r2

8K2

)
ūn
j +

r

2
R1 +

r2

8K2
R2 (3.10)

where

R1 =

(
ūn
j −

λ

r
f̂LF
j+ 1

2

+
λ

r
f̂LF
j− 1

2

)

R2 =

(
ūn
j −

K2

r2
λ2Ĥj+ 1

2

+
K2

r2
λ2Ĥj− 1

2

)

and

ūn
j =

2Nq−1∑

µ=1

ŵµuj(x̂
µ
j ) (3.11)

Since R1 has exactly the same form as in [52], we have R1 ≥ 0 under the condition

λ ≤ rω̂1

maxj

∣

∣

∣

∣

f ′

(

u±

j+1
2

)
∣

∣

∣

∣

. Now we rewrite R2 by (3.11) and (3.6),

R2 =

2Nq−2∑

µ=2

wµuj(x̂
µ
j ) + u+

j− 1

2

[
w1 −

K2

2r2
λ2αj− 1

2

+
K2

2r2
λ2

H+
j− 1

2

u+
j− 1

2

]

+ u−
j+ 1

2

[
w2Nq−1 −

K2

2r2
λ2αj+ 1

2

− K2

2r2
λ2

H−
j+ 1

2

u−
j+ 1

2

]

+
K2

2r2
λ2u−

j− 1

2

[
αj− 1

2

+
H−

j− 1

2

u−
j− 1

2

]
+

K2

2r2
λ2u+

j+ 1

2

[
αj+ 1

2

−
H+

j+ 1

2

u+
j+ 1

2

]
(3.12)
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For the right hand side in (3.12) to be a positive linear combination of point values u±
j± 1

2

and

uj

(
x̂µ
j

)
, it suffices to require H = 0 wherever u = 0 and the time step to satisfy the following

constraint (notice that ω̂1 = ω̂2Nq−1 ):

K2

2r2
max

j

{
αj+ 1

2

+
H−

j+ 1

2

u−
j+ 1

2

, αj− 1

2

−
H+

j− 1

2

u+
j− 1

2

}
λ2 ≤ ω̂1.

According to the definition of αj+ 1

2

in (3.7),

∣∣∣∣αj+ 1

2

+
H−

j+1
2

u−

j+1
2

∣∣∣∣ ≤ 2αj+ 1

2

and

∣∣∣∣αj− 1

2

−
H+

j− 1
2

u+

j− 1
2

∣∣∣∣ ≤

2αj− 1

2

, and then the time step condition above can be further simplified as the following

CFL condition for an explicit scheme:

K2

r2
λ2max

j
αj+ 1

2

≤ ω̂1. (3.13)

Therefore, we have R2 ≥ 0 under this time step condition and then combining the condition

λ ≤ rω̂1

maxj

∣

∣

∣

∣

f ′

(

u±

j+1
2

)∣

∣

∣

∣

, we conclude that ū∗ ≥ 0.

Similarly, we obtain the formula for the cell average of un+1
j as follows:

ūn+1
j = r

(
1− r2

6K2

)
R1 +

r2 (4K2 − r2)

24K4
R2 +

r2

3K2
R3

where

R3 =
(
ūn
j − λĤ∗

j+ 1

2

+ λĤ∗
j− 1

2

)

According to the proof of positivity for (3.10), we also need to require H∗ = 0 wherever

u∗ = 0 and the time step to satisfy the following constraint (notice that ω̂1 = ω̂N ):

K2

r2
λ2max

j
βj+ 1

2

≤ ω̂1.

Therefore, the whole PP time-step condition for the high order S2D2O4 DG scheme using

the fluxes (3.4), (3.6) and (3.8) in the one dimensional scalar conservation law is:

λmax
j

∣∣∣f ′
(
u±
j+ 1

2

)∣∣∣ ≤ rω̂1, λ2max
j

{
αj+ 1

2

, βj+ 1

2

}
≤ r2

K2
ω̂1. (3.14)

Remark 1. Here and below, for the definition of αj+ 1

2

and βj+ 1

2

, in numerical implementation

we replace u±
j+ 1

2

= 0 by |u±
j+ 1

2

|<ǫ1, and replace u±
j+ 1

2

6= 0 by |u±
j+ 1

2

| ≥ ǫ1, with ǫ1 = 10−14.
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Figure 1: The curves of r versus K and r
K versus K.

Remark 2. Based on Theorem 3.1, we draw the curves of r versus K and r
K

versus K in

Figure 1. We can observe that r is increasing as K increases but r
K

is decreasing. Therefore,

to obtain the optimal condition of (3.14), we take K = 1 and r ≈ 0.7874.

Remark 3. Theorem 3.1 is a PP result rather than a bound-preserving result since (3.12)

is only a positive linear combination rather than a convex combination. To have a bound-

preserving result, we need (3.12) to be a convex combination, which is difficult to achieve.

Remark 4. In practice, the time step constraint may just be a sufficient condition for

ūn+1 ≥ 0. Also, it is hard to accurately estimate maxi αi and maxi βi. Besides, αi and βi

might be very large numbers, leading to a very small time step condition in (3.14).

To alleviate such difficulties, in actual numerical computation, we will use the regular LF

flux for Ĥ and Ĥ∗, and modify the flux to (3.6) and (3.8) only when some of the cell averages

of the numerical solution at the next stage become less than zero. We can obtain a CFL

condition in the S2D2O4 DG scheme with the LF flux that satisfies L2 stability by linear

analysis. This linear analysis shows that the CFL number is 0.055. The specific algorithm

is as follows:

12



• Step 1. Take ∆t = 0.055
maxu|f ′(u)|∆x, and take the fluxes Ĥ and Ĥ∗ as:

Ĥj+1/2 =
1

2

(
H−

j+1/2 +H+
j+1/2 − αj+ 1

2

(
u+
j+1/2 − u−

j+1/2

))
,

Ĥ∗
j+1/2 =

1

2

(
H∗−

j+1/2 +H∗+
j+1/2 − βj+ 1

2

(
u∗+
j+1/2 − u∗−

j+1/2

))
,

where

αj+ 1

2

= max
u

|f ′(u)| , βj+ 1

2

= max
u

|f ′(u)|

• Step 2. Change αj+ 1

2

, βj+ 1

2

by those given in (3.7) and (3.9) when ū∗ < 0 for some cells,

and keep the time step size unchanged. If the average of u∗ is still less than zero, we

rewind the computation back to the beginning of the current time step, and proceed

with a halved time step. Otherwise, we calculate un+1 using the same algorithmic

process used to compute u∗. This step can be repeated if necessary. Theorem 3.1

guarantees that we need to rewind at most a fixed number of times.

• Step 3. Update the calculation time t = t + ∆t, and restore the time step back to

∆t = 0.055
maxu|f ′(u)|∆x. Repeat the above calculations until the ending time T.

This algorithm is used in all the numerical experiments in Section 6.

3.2 The PP S2D2O4 DG scheme for 2D scalar conservation laws in

two dimensions

Consider the scalar conservation law in two space dimensions

ut + f(u)x + g(u)y = 0. (3.15)

Based on the equation, we can derive the expressions of ut, utt as follows:

ut = −f(u)x − g(u)y = −f ′(u)ux − g′(u)uy

utt = − (f ′(u)ut)x − (g′(u)ut)y = − (f ′′(u)uxut + f ′(u)uxt + g′′(u)uyut + g′(u)uyt)

uxt = −
(
f ′′(u) (ux)

2 + f ′(u)uxx + g′′(u)uxuy + g′(u)uxy

)

uyt = −
(
f ′′(u)uyux + f ′(u)uxy + g′′(u) (uy)

2 + g′(u)uyy

)

13



In the two dimensional space, we assume Ω = [a, b] × [c, d] is discretized by a = x 1

2

<

x 3

2

< · · · < xNx+
1

2

= b and c = y 1

2

< y 3

2

< · · · < yNy+
1

2

= d in the x and y direc-

tions, respectively. We denote by Ki,j = Ii × Ij =
[
xi− 1

2

, xi+ 1

2

]
×
[
yj− 1

2

, yj+ 1

2

]
the cells in

Ω for i = 1, . . . , Nx, j = 1, . . . , Ny, and by ∆xi = xi+ 1

2

− xi− 1

2

and ∆yj = yj+ 1

2

− yj− 1

2

.

We only consider the uniform meshes in this section, i.e. ∆xi ≡ ∆x and ∆yj ≡ ∆y,

for i = 1, . . . , Nx, j = 1, . . . , Ny. The finite element space in the DG scheme is taken as

W = {v ∈ L2 : v|Ki,j
∈ P 3 (Ki,j) , i = 1, . . . , Nx, j = 1, . . . , Ny

}
, where P 3(K) is the space

of polynomials of degree ≤ 3 on each rectangle K. We denote u±
i+ 1

2
,j

= u
(
x±
i+ 1

2

, y
) ∣∣

Ij
,

u±
i,j+ 1

2

= u
(
x, y±

j+ 1

2

) ∣∣
Ii
, G±

i+ 1

2
,j
= u

(
x±
i+ 1

2

, y
) ∣∣

Ij
and M±

i,j+ 1

2

= u
(
x, y±

j+ 1

2

) ∣∣
Ii
. The quadra-

ture rule adopted in two dimensional cells follows from tensor product and we denote

ûη,δ
i,j = ui,j (x̂η, ŷδ), G±

i+ 1

2
,δ

= u
(
x±
i+ 1

2

, ŷδj

)
, M±

η,j+ 1

2

= u
(
x̂η
i , y

±
j+ 1

2

)
, u±

i+ 1

2
,δ

= u
(
x±
i+ 1

2

, ŷδj

)

and u±
η,j+ 1

2

= u
(
x̂η
i , y

±
j+ 1

2

)
, for η, δ = 1, . . . , 2Nq − 1, on the cell Ki,j.

The S2D2O4 DG scheme of the two dimensional conservation laws is based on the SSP

S2D2O4 time-stepping scheme in (2.1). For M1 = un
i,j +

∆t
r
F
(
un
i,j

)
= un

i,j − ∆t
r
[(f
(
un
i,j

)
)x +

(g
(
un
i,j

)
)y], the DG scheme at the time level tn is to find M1 ∈ W , s.t. ∀vh ∈ W ,

∫∫

Kij

M1vhdxdy =

∫∫

Kij

un
i,jvhdxdy +∆t

(∫∫

Kij

f(x, y)(vh)xdxdy +

∫∫

Kij

g(x, y)(vh)ydxdy

)

−∆t(

∫

Ij

(f̂LF
i+ 1

2
,j
v−
i+ 1

2
,j
− f̂LF

i− 1

2
,j
v+
i− 1

2
,j
)dy +

∫

Ii

(ĝLF
i,j+ 1

2

v−
i,j+ 1

2

− ĝLF
i,j− 1

2

v+
i,j− 1

2

)dx)

(3.16)

where f̂LF and ĝLF are the LF fluxes as used in [52].

For M2 = un
i,j+

K2

r2
∆t2Ḟ

(
un
i,j

)
= un

i,j−K2

r2
∆t2(Gx(u

n
i,j)+My(u

n
i,j)) where G = −f ′(u)2ux−

f ′(u)g′(u)uy,M = −g′2(u)uy − f ′(u)g′(u)ux, the DG scheme at the time level tn is to find

M2 ∈ W , s.t. ∀vh ∈ W ,

∫∫

Kij

M2vhdxdy =

∫∫

Kij

un
i,jvhdxdy +

K2

r2
∆t

(∫∫

Kij

G(x, y)(vh)xdxdy +

∫∫

Kij

M(x, y)(vh)ydxdy

)

− K2

r2
∆t

(∫

Ij

(Ĝi+ 1

2
,jv

−
i+ 1

2
,j
− Ĝi− 1

2
,jv

+
i− 1

2
,j
)dy +

∫

Ii

(M̂i,j+ 1

2

v−
i,j+ 1

2

− M̂i,j− 1

2

v+
i,j− 1

2

)dx

)

(3.17)
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for j = 1, 2, . . . , N , where Ĝi+1/2,j and M̂i,j+1/2 are the numerical fluxes developed from the

one dimension:

Ĝi+1/2,j =
1

2

(
G−

i+1/2,j +G+
i+1/2,j − αi+ 1

2
,j

(
u+
i+1/2,j − u−

i+1/2,j

))
, (3.18)

M̂i,j+1/2 =
1

2

(
M−

i,j+1/2 +M+
i,j+1/2 − αi,j+ 1

2

(
u+
i,j+1/2 − u−

i,j+1/2

))
, (3.19)

where the penalty parameter αi+ 1

2
,j is determined by ensuring the PP property for the scheme

(3.17):

αi+ 1

2
,j =





max

{∣∣∣∣
G+

i+1
2
,j

u+

i+1
2
,j

∣∣∣∣ ,
∣∣∣∣
G−

i+1
2
,j

u−

i+1
2
,j

∣∣∣∣
}
, if u+

i+ 1

2
,j
6= 0 and u−

i+ 1

2
,j
6= 0,

∣∣∣∣
G+

i+1
2
,j

u+

i+1
2

,j

∣∣∣∣ , if u+
i+ 1

2
,j
6= 0 and u−

i+ 1

2
,j
= 0,

∣∣∣∣
G−

i+1
2
,j

u−

i+1
2
,j

∣∣∣∣ , if u+
i+ 1

2
,j
= 0 and u−

i+ 1

2
,j
6= 0,

0 if u+
i+ 1

2
,j
= 0 and u−

i+ 1

2
,j
= 0.

(3.20)

Also, αi,j+ 1

2

has similar definition.

For M3 = u∗
i,j+

K2

r2
∆t2Ḟ

(
u∗
i,j

)
= u∗

i,j−K2

r2
∆t2(G∗

x(u
∗
i,j)+M∗

y (u
∗
i,j)) whereG

∗ = −f ′(u∗)2u∗
x−

f ′(u∗)g′(u∗)u∗
y,M

∗ = −g′2(u∗)u∗
y − f ′(u∗)g′(u∗)u∗

x, the DG scheme is similar to (3.17), and

the corresponding numerical flux Ĝ∗
i+1/2,j and M̂∗

i,j+1/2 are defined as

Ĝ∗
i+1/2,j =

1

2

(
G∗−

i+1/2,j +G∗+
i+1/2,j − φi+ 1

2
,j

(
u∗+
i+1/2,j − u∗−

i+1/2,j

))
, (3.21)

M̂∗
i,j+1/2 =

1

2

(
M∗−

i,j+1/2 +M∗+
i,j+1/2 − φi,j+ 1

2

(
u∗+
i,j+1/2 − u∗−

i,j+1/2

))
, (3.22)

with

φi+ 1

2
,j =





max

{∣∣∣∣
G∗+

i+1
2
,j

u∗+

i+1
2
,j

∣∣∣∣ ,
∣∣∣∣
G∗−

i+1
2
,j

u∗−

i+1
2
,j

∣∣∣∣
}
, if u∗+

i+ 1

2
,j
6= 0 and u∗−

i+ 1

2
,j
6= 0,

∣∣∣∣
G∗+

i+1
2
,j

u∗+

i+1
2

,j

∣∣∣∣ , if u∗+
i+ 1

2
,j
6= 0 and u∗−

i+ 1

2
,j
= 0,

∣∣∣∣
G∗−

i+1
2
,j

u∗−

i+1
2
,j

∣∣∣∣ , if u∗+
i+ 1

2
,j
= 0 and u∗−

i+ 1

2
,j
6= 0,

0 if u∗+
i+ 1

2
,j
= 0 and u∗−

i+ 1

2
,j
= 0.

(3.23)

Also, φi,j+ 1

2

has similar definition.
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Theorem 3.2. For the fourth order S2D2O4 DG scheme using the fluxes (3.18), (3.19),

(3.21) and (3.22), if the following conditions are satisfied:

1. All point values at the Gauss-Lobatto quadrature points are non-negative: ûη,δ
i,j ≥ 0.

2. For all i,j,η and δ, G−
η,j±1/2 = 0 if u−

η,j±1/2 = 0 and G+
η,j±1/2 = 0 if u+

η,j±1/2 = 0,

M−
i±1/2,δ = 0 if u−

i±1/2,δ = 0, M+
i±1/2,δ = 0 if u+

i±1/2,δ = 0.

Then the cell average ūn+1
i,j ≥ 0 under the time step constraint below,

∆t

∆x
max
i,j

|f ′ (u)| ≤ r

2
ω̂1,

∆t2

∆x2
max
i,j

{
αi+ 1

2
,j, φi+ 1

2
,j

}
≤ r2

2K2
ω̂1

∆t

∆y
max
i,j

|g′ (u)| ≤ r

2
ω̂1,

∆t2

∆y2
max
i,j

{
αi,j+ 1

2

, φi,j+ 1

2

}
≤ r2

2K2
ω̂1

Proof. Take the test function vh = 1 on Ki,j and zero anywhere else in the scheme (3.16)

and (3.17) and denote λx = ∆t
∆x

, λy =
∆t
∆y

, we obtain the formula satisfied by the cell average

of u∗ in the cell Ki,j

ū∗
i,j =

(
1− 4rK2 + r2

8K2

)
ūn
i,j +

r

2
(R1 + R3) +

r2

8K2
(R2 + R4) (3.24)

where

R1 =
1

2
ūn
i,j −

λx

r

1

∆y

∫ y
j+1

2

y
j− 1

2

f̂LF
i+ 1

2
,j
dy +

λx

r

1

∆y

∫ y
j+1

2

y
j− 1

2

f̂LF
i− 1

2
,j
dy

R2 =
1

2
ūn
i,j −

K2

r2
λ2
x

1

∆y

∫ y
j+1

2

y
j− 1

2

Ĝi+ 1

2
,jdy +

K2

r2
λ2
x

1

∆y

∫ y
j+1

2

y
j− 1

2

Ĝi− 1

2
,jdy

R3 =
1

2
ūn
i,j −

λy

r

1

∆x

∫ x
i+1

2

x
i− 1

2

ĝLF
i,j+ 1

2

dx+
λy

r

1

∆x

∫ x
i+1

2

x
i− 1

2

ĝLF
i,j− 1

2

dx

R4 =
1

2
ūn
i,j −

K2

r2
λ2
y

1

∆x

∫ x
i+1

2

x
i− 1

2

M̂i,j+ 1

2

dx+
K2

r2
λ2
y

1

∆x

∫ x
i+1

2

x
i− 1

2

M̂i,j− 1

2

dx

and the average of un
ij is

ūn
ij =

1

∆x∆y

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2

uij(x, y)dxdy

=

2Nq−1∑

η=1

2Nq−1∑

δ=1

ω̂ηω̂δuij

(
x̂η
i , ŷ

δ
j

) (3.25)
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Since R1 and R3 has exactly the same form as in [52], we have R1 ≥ 0 and R3 ≥ 0,

under the condition λx ≤ rω̂1

2maxj

∣

∣

∣

∣

f ′

(

u±

j+1
2

)
∣

∣

∣

∣

, λy ≤ rω̂1

2maxj

∣

∣

∣

∣

g′
(

u±

j+1
2

)
∣

∣

∣

∣

. For R2, we substitute the

expression of (3.25) and (3.18) and obtain

R2 =
1

2

2Nq−1∑

δ=1

2Nq−2∑

η=2

ŵηŵδuij

(
x̂η
i , ŷ

δ
j

)

+

2Nq−1∑

δ=1

ŵδ

[
1

2
ŵ1 −

K2

2r2
λ2
x(
G−

i+ 1

2
,δ

u−
i+ 1

2
,δ

+ αi+ 1

2
,δ)

]
u−
i+ 1

2
,δ

+

2Nq−1∑

δ=1

ŵδ

[
1

2
ŵ1 −

K2

2r2
λ2
x(αi− 1

2
,δ −

G+
i− 1

2
,δ

u+
i− 1

2
,δ

)

]
u+
i− 1

2
,δ

+
K2

2r2
λ2
x

2Nq−1∑

δ=1

ŵδ

[
G−

i− 1

2
,δ

u−
i− 1

2
,δ

+ αi− 1

2
,δ

]
u−
i− 1

2
,δ
+

K2

2r2
λ2
x

2Nq−1∑

δ=1

ŵδ

[
αi+ 1

2
,δ −

G+
i+ 1

2
,δ

u+
i+ 1

2
,δ

]
u+
i+ 1

2
,δ

(3.26)

To satisfy a positive linear combination of point values u±
i± 1

2
,δ
and uij

(
x̂η
i , ŷ

δ
j

)
of the right

hand side in (3.26), it suffices to require G = 0 if u = 0 and the time step to satisfy the

following constraint:

K2

r2
max
i,j

{
αi+ 1

2
,j +

G−
i+ 1

2
,j

u−
i+ 1

2
,j

, αi− 1

2
,j −

G+
i− 1

2
,j

u+
i− 1

2
,j

}
λ2
x ≤ ω̂1.

We have similar conclusion that we should require M = 0 wherever u = 0 and have the

following time-step condition

K2

r2
max
i,j

{
αi,j+ 1

2

+
M−

i,j+ 1

2

u−
i,j+ 1

2

, αi,j− 1

2

−
M+

i,j− 1

2

u+
i,j− 1

2

}
λ2
y ≤ ω̂1.

According to the definition of αi+ 1

2
,j and αi,j+ 1

2

in (3.20), the condition on the time step

above can be further simplified as the following time-step condition:

2K2

r2
λ2
xmax

i,j
αi+ 1

2
,j ≤ ω̂1,

2K2

r2
λ2
y max

i,j
αi,j+ 1

2

≤ ω̂1.

Similarly, we obtain the formula satisfied by the cell average of un+1 in the cell Ki,j

ūn+1
j = r

(
1− r2

6K2

)
(R1 + R3) +

r2 (4K2 − r2)

24K4
(R2 + R4) +

r2

3K2
(R5 + R6)
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where

R5 =
1

2
ū∗
i,j −

K2

r2
λ2
x

1

∆y

∫ y
j+1

2

y
j− 1

2

Ĝ∗
i+ 1

2
,j
dy +

K2

r2
λ2
x

1

∆y

∫ y
j+1

2

y
j− 1

2

Ĝ∗
i− 1

2
,j
dy

R6 =
1

2
ū∗
i,j −

K2

r2
λ2
y

1

∆x

∫ x
i+1

2

x
i− 1

2

M̂∗
i,j+ 1

2

dx+
K2

r2
λ2
y

1

∆x

∫ x
i+1

2

x
i− 1

2

M̂∗
i,j− 1

2

dx

Similar to the proof of the PP property in (3.24), it suffices to require G∗ = 0 and M∗ = 0

wherever u∗ = 0 and the time step to satisfy the following constraint:

2K2

r2
λ2
x max

i,j

{
φi+ 1

2
,j

}
≤ ω̂1,

2K2

r2
λ2
y max

i,j

{
φi,j+ 1

2

}
≤ ω̂1.

Therefore, the whole PP time step condition for ūn+1
i,j ≥ 0 is:

∆t

∆x
max |f ′ (u)| ≤ r

2
ω̂1,

∆t2

∆x2
max
i,j

{
αi+ 1

2
,j, φi+ 1

2
,j

}
≤ r2

2K2
ω̂1

∆t

∆y
max |g′ (u)| ≤ r

2
ω̂1,

∆t2

∆y2
max
i,j

{
αi,j+ 1

2

, φj+ 1

2

}
≤ r2

2K2
ω̂1

4 The PP S2D2O4 DG scheme for the Euler equations

4.1 The PP S2D2O4 DG scheme for the compressible Euler equa-

tions in one dimension

Consider the one-dimensional compressible Euler equations (4.1).

Ut + f(U)x = 0, x ∈ R, t > 0 (4.1)

where

U =




ρ

m

E


 , f(U) =




m

ρu2 + p

(E + p)u




with

m = ρu, E =
1

2
ρu2 + ρe
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in which ρ is the density of fluid, m is the momentum, u is the velocity, E is the total energy,

p is the pressure and for the ideal gas p = (γ − 1)ρe, e is the specific internal energy, and

γ > 1 is the ratio of specific heats. It is well-known that the physical solution U ∈ G for all

t > 0 if it holds at t = 0, where G is the admissible set of solutions defined as

G = {U : ρ ≥ 0, p(U) ≥ 0}.

Take γ̂ = γ − 1, then direct computation gives the expressions of Ut and Utt as follows:

u =
m

ρ

ux =
mx

ρ
− uρx

ρ

ρt = −mx,

mt = −
(
ρu2 + p

)
x
= −

(
γ̂Ex +

3− γ

2
mxu+

3− γ

2
mux

)

Et = −[(E + p)u]x = −
(
γExu+ γEux −

γ̂

2
mxu

2 − γ̂muux

)

ut =
mt

ρ
− uρt

ρ
,

ρtt = −mtx = −
(
γ̂Ex +

3− γ

2
mxu+

3− γ

2
mux

)

x

:= −Ax

mtt = −
(
γ̂Et +

3− γ

2
mtu+

3− γ

2
mut

)

x

:= −Bx

Ett = −
(
γEtu+ γEut −

γ̂

2
mtu

2 − γ̂muut

)

x

:= −Cx

The one dimensional S2D2O4 DG scheme for the compressible Euler equations is constructed

according to the scheme (2.1). For M1 = Un
j +

∆t
r
F
(
Un

j

)
= Un

j − ∆t
r
f(Un

j )x, the DG scheme

at time level tn is to find M1 ∈ V , s.t. ∀vh ∈ V ,

∫

Ij

M1vhdx =

∫

Ij

Un
j vhdx+∆t

(∫

Ij

f
(
Un

j ,∆t
)
(vh)x dx− f̂LF

j+ 1

2

(vh)
−
j+ 1

2

+ f̂LF
j− 1

2

(vh)
+
j− 1

2

)

(4.2)

holds for j = 1, 2, . . . , N , where f̂LF is the LF flux used in the DG schemes for the Euler

equations in [51].

For M2 = Un
j +

K2

r2
∆t2Ḟ

(
Un

j

)
= Un

j − K2

r2
∆t2Hx where Hx =




Ax

Bx

Cx


, the DG scheme
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at time level tn is to find M2 ∈ V , s.t. ∀vh ∈ V ,

∫

Ij

M2vhdx =

∫

Ij

Un
j vhdx+∆t

(∫

Ij

H(x) (vh)x dx− Ĥj+ 1

2

(vh)
−
j+ 1

2

+ Ĥj− 1

2

(vh)
+
j− 1

2

)
(4.3)

for j = 1, 2, . . . , N . Ĥj+ 1

2

is the numerical flux at xj+ 1

2

defined as

Ĥj+1/2 =
1

2

(
H−

j+1/2 +H+
j+1/2 − αj+ 1

2

(
U+

j+1/2 −U−
j+1/2

))
(4.4)

where the penalty parameter αj+ 1

2

is defined as (4.9) for the propose of PP property.

For M3 = U∗
j +

K2

r2
∆t2Ḟ

(
U∗

j

)
= U∗

j − K2

r2
∆t2H(U∗

j)x, the DG scheme is similar to (4.3),

and the numerical flux Ĥ∗
j+ 1

2

at xj+ 1

2

is defined as

Ĥ∗
j+1/2 =

1

2

(
H∗−

j+1/2 +H∗+
j+1/2 − βj+ 1

2

(
U∗+

j+1/2 −U∗−
j+1/2

))
(4.5)

where βj+ 1

2

has the similar definition as αj+ 1

2

.

Theorem 4.1. For the fourth order S2D2O4 DG scheme of the one dimensional compressible

Euler equations using the fluxes (4.4) and (4.5), given Un ∈ G, then the cell average Ūn+1 ∈

G under the time step constraint below,

∆t

∆x
max

j
‖|u|+ c‖∞ ≤ rω̂1,

∆t2

∆x2
max

j

{
αj+ 1

2
, βj+ 1

2

}
≤ r2

K2
ω̂1, where c =

√
γp

ρ

Proof. Take the test function vh = 1 on Ij and zero anywhere else in the scheme (4.2)

and (4.3) and denote λ = ∆t
∆x

, we obtain the equation satisfied by the cell average of U∗ in

Ij ,

Ū∗
j =

(
1− 4rK2 + r2

8K2

)
Ūn

j +
r

2
R1 +

r2

8K2
R2, (4.6)

where

R1 =

(
Ūn

j −
λ

r
f̂LF
j+ 1

2

+
λ

r
f̂LF
j− 1

2

)

R2 =

(
Ūn

j −
K2

r2
λ2Ĥj+ 1

2

+
K2

r2
λ2Ĥj− 1

2

)

and the average is

Ūn
j =

2Nq−1∑

µ=1

ω̂µUj

(
x̂µ
j

)
(4.7)
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Since R1 has exactly the same form as in [51], R1 ∈ G is guaranteed under the condition

λ ≤ rŵ1

maxj ‖|u|+c‖∞ . Next we further rewrite R2 by (4.4) and (4.7),

R2 =

(
ω̂1 −

K2

2r2
λ2αj− 1

2

)(
U+

j− 1

2

+
K2

2r2
λ2

(
ω̂1 −

K2

2r2
λ2αj− 1

2

)−1

H
(
U+

j− 1

2

))

+

(
ω̂2Nq−1 −

K2

2r2
λ2αj+ 1

2

)(
U−

j+ 1

2

− K2

2r2
λ2

(
ω̂2Nq−1 −

K2

2r2
λ2αj+ 1

2

)−1

H
(
U−

j+ 1

2

))

+
K2

2r2
λ2αj− 1

2

(
U−

j− 1

2

+ α−1
j− 1

2

H
(
U−

j− 1

2

))

+
K2

2r2
λ2αj+ 1

2

(
U+

j+ 1

2

− α−1
j+ 1

2

H
(
U+

j+ 1

2

))

+

2Nq−2∑

µ=2

ω̂µUj

(
x̂µ
j

)

The last term is automatically in the admissible set G, since the weights ω̂µ ≥ 0 and the

nodal values Uj

(
x̂µ
j

)
∈ G. The PP property of the remaining terms is guaranteed by our

choice of α, which is launched based on the idea of Zhang [49]. Next we want to obtain

U−
j− 1

2

+ α−1
j− 1

2

H
(
U−

j− 1

2

)
∈ G. We define the function

χ(U) = ρE − 1

2
‖ρU‖2

Thus a vector U ∈ G if and only if its first component and χ(U) are positive. First we have

αU±H(U) = (α± v)




ρ

ρu

E


±




0

M

N




=




ᾱρ

ᾱρu±M

ᾱE ±N




where

v =
A

ρ
, M = B − Au, N = C − E

ρ
A
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with v = A
ρ
and ᾱ denotes α± v. Then we get

χ (αU±H(U))

= ᾱ2ρE ± ᾱρN − 1

2
(ᾱρu±M)2

= ᾱ2ρ

(
E − 1

2
ρu2

)
± ᾱρ(N − uM)− 1

2
M2

= ρ2eᾱ2 ± ρ(N − uM)ᾱ− 1

2
M2

(4.8)

Therefore, if the following condition on α is satisfied:

αj+ 1

2

≥ max
U

−

j+1
2

,U+

j+1
2

[
|v|+ 1

2ρ2e

(√
ρ2(N − uM)2 + 2M2ρ2e+ ρ|N − uM |

)]
, (4.9)

then we have χ (αU±H(U)) ≥ 0. We will take equality in (4.9) for choosing α.

We note that K2

r2
λ2α ≤ ω̂1 if and only if 0 ≤ K2

2r2
λ2
(
ω̂1 − K2

2r2
λ2α

)−1

≤ α−1. Therefore,

when λ satisfies K2

r2
λ2maxj αj+ 1

2

≤ ω̂1, we have

U−
j− 1

2

,U+
j+ 1

2

∈ G ⇒ U−
j− 1

2

+ α−1
j− 1

2

H
(
U−

j− 1

2

)
∈ G,U+

j+ 1

2

− α−1
j+ 1

2

H
(
U+

j+ 1

2

)
∈ G

U+
j− 1

2

∈ G ⇒ U+
j− 1

2

+
K2

2r2
λ2

(
ω̂1 −

K2

2r2
λ2αj− 1

2

)−1

H
(
U+

j− 1

2

)
∈ G

U−
j+ 1

2

∈ G ⇒ U−
j+ 1

2

− K2

2r2
λ2

(
ω̂2Nq−1 −

K2

2r2
λ2αj+ 1

2

)−1

H
(
U−

j+ 1

2

)
∈ G

Then under the condition:

λ ≤ rω̂1

maxj ‖|u|+ c‖∞
K2

r2
λ2max

j
αj+ 1

2

≤ ω̂1

we have Ū∗ ∈ G.

Similarly, we obtain the equation satisfied by the cell average of Un+1 on cell Ij

Ūn+1
j = r

(
1− r2

6K2

)
R1 +

r2 (4K2 − r2)

24K4
R2 +

r2

3K2
R3

where

R3 =

(
Ū∗

j −
K2

r2
λ2Ĥ∗

j+ 1

2

+
K2

r2
λ2Ĥ∗

j− 1

2

)

and βj+ 1

2

has the similar definition as αj+ 1

2

. Therefore, we have the similar PP conclusion

as (4.6).
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4.2 The PP S2D2O4 DG scheme for the compressible Euler equa-

tions in two dimensions

Consider the compressible Euler equations (4.10) of gas dynamics in two space dimensions

Ut + f(U)x + g(U)y = 0, (4.10)

where

U =




ρ

m

n

E


 , f(U) =




ρu

ρu2 + p

ρuv

(E + p)u


 , g(U) =




ρv

ρuv

ρv2 + p

(E + p)v


 ,

m = ρu, n = ρv, E =
1

2
ρu2 +

1

2
ρv2 + ρe, p = (γ − 1)ρe.

We define the set of admissible states as

G =




U =




ρ

ρu

ρv

E


 : ρ > 0, ρe(U) = E − 1

2
ρ(u2 + v2) > 0





.

Take γ̂ = γ − 1, then the expressions of Ut and Utt are as follows:
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u =
m

ρ

v =
n

ρ

ux =
mx

ρ
− uρx

ρ

uy =
my

ρ
− uρy

ρ

vx =
nx

ρ
− vρx

ρ
,

vy =
ny

ρ
− vρy

ρ

ρt = −mx − ny

mt = −
(
γ̂Ex +

3− γ

2
mxu+

3− γ

2
mux −

γ̂

2
nxv −

γ̂

2
nvx +myv +mvy

)
,

nt = −
(
nxu+ nux + γ̂Ey −

γ̂

2
myu− γ̂

2
muy +

3− γ

2
nyv +

3− γ

2
nvy

)
,

Et = −
(
γExu+ γEux −

γ̂

2
mxu

2 − γ̂muux −
γ̂

2
mxv

2 − γ̂mvvx

)

−
(
γEyv + γEvy −

γ̂

2
nyu

2 − γ̂nuuy −
γ̂

2
nyv

2 − γ̂nvvy

)

ut =
mt

ρ
− uρt

ρ

vt =
nt

ρ
− vρt

ρ

ρtt = −mtx − nty := −Ax − Jy,

mtt = −
(
γ̂Et +

3− γ

2
mtu+

3− γ

2
mut −

γ̂

2
ntv −

γ̂

2
nvt

)

x

− (mtv +mvt)y

:= −Bx −Ky

ntt = − (nut + ntu)x −
(
γ̂Et −

γ̂

2
mtu− γ̂

2
mut +

3− γ

2
ntv +

3− γ

2
nvt

)

y

:= −Cx − Ly

Ett = −
(
γEtu+ γEut −

γ̂

2
mtu

2 − 2γ̂muut −
γ̂

2
mtv

2 − 2γ̂mvvt

)

x

−
(
γEtv + γEvt −

γ̂

2
ntu

2 − 2γ̂nuut −
γ̂

2
ntv

2 − 2γ̂nvvt

)

y

:= −Dx −My
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We design the S2D2O4 DG scheme for the two-dimensional compressible Euler equations

based on the scheme in (2.1). For M1 = Un
i,j +

∆t
r
F
(
Un

i,j

)
= Un

j − ∆t
r
f(Un

i,j)x− g(Un
i,j)y, the

S2D2O4 DG scheme at time level tn is to find M1 ∈ V , s.t. ∀vh ∈ V ,
∫∫

Kij

M1vhdxdy =

∫∫

Kij

Un
i,jvhdxdy +

∆t

r

(∫∫

Kij

f(Un
i,j)(vh)xdxdy +

∫∫

Kij

g(Un
i,j)(vh)ydxdy

)

− ∆t

r
(

∫

Ij

(̂fLF
i+ 1

2
,j
v−
i+ 1

2
,j
− f̂LF

i− 1

2
,j
v+
i− 1

2
,j
)dy +

∫

Ij

(ĝLF
i,j+ 1

2

v−
i,j+ 1

2

− ĝLF
i,j− 1

2

v+
i,j− 1

2

)dx)

(4.11)

where f̂LF and ĝLF are the LF flux for the Euler equations in [51].

For M2 = Un
i,j +

K2

r2
∆t2Ḟ

(
Un

i,j

)
= Un

i,j − K2

r2
∆t2(Hx +Gy) where

Hx =




Ax

Bx

Cx

Dx


 , Gy =




Jy

Ky

Ly

My,




the DG scheme at time level tn is to find M2 ∈ W , s.t. ∀vh ∈ W ,
∫∫

Kij

M2vhdxdy =

∫∫

Kij

Un
i,jvhdxdy +∆t

(∫∫

Kij

H(x, y)(vh)xdxdy +

∫∫

Kij

G(x, y)(vh)ydxdy

)

−∆t(

∫

Ij

(Ĥi+ 1

2
,jv

−
i+ 1

2
,j
− Ĥi− 1

2
,jv

+
i− 1

2
,j
)dy +

∫

Ij

(Ĝi,j+ 1

2
v−
i,j+ 1

2

− Ĝi,j− 1

2
v+
i,j− 1

2

)dx)

(4.12)

the corresponding numerical fluxes Ĥi+ 1

2
,j, Ĝi,j+ 1

2

are defined as

Ĥi+1/2,j =
1

2

(
H−

i+1/2,j +H+
i+1/2,j − αi+ 1

2
,j

(
U+

i+1/2,j −U−
i+1/2,j

))
, (4.13)

Ĝi,j+1/2 =
1

2

(
G−

i,j+1/2 +G+
i,j+1/2 − αi,j+ 1

2

(
U+

i,j+1/2 −U−
i,j+1/2

))
, (4.14)

where αi+ 1

2
,j is defined as (4.17) and αi,j+ 1

2

is defined as (4.18) to ensure the PP property.

For M3 = U∗
i,j +

K2

r2
∆t2Ḟ

(
U∗

i,j

)
= U∗

j − K2

r2
∆t2(H(U∗

i,j)x +G(U∗
i,j)y), the DG scheme at

time level tn is similar to M2.

Theorem 4.2. For the fourth order S2D2O4 DG scheme of the two dimensional Euler equa-

tions using the fluxes (4.13) and (4.14), given Un ∈ G, under the time step constraint below,

the cell average Ūn+1 ∈ G

∆t

∆x
max
i,j

‖|u|+ c‖∞ ≤ r

2
ω̂1,

∆t2

∆x2
max
i,j

{
αi+ 1

2
,j, φi+ 1

2
,j

}
≤ r2

2K2
ω̂1
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∆t

∆y
max
i,j

‖|v|+ c‖∞ ≤ r

2
ω̂1,

∆t2

∆y2
max
i,j

{
αi,j+ 1

2

, φi,j+ 1

2

}
≤ r2

2K2
ω̂1

Proof . Take the test function vh = 1 on Ki,j and zero anywhere else in the scheme (4.11)

and (4.12) and denote λx = ∆t
∆x

, λy =
∆t
∆y

, we obtain the equation satisfied by the cell average

of U∗ in the cell Ki,j

Ū∗
i,j =

(
1− 4rK2 + r2

8K2

)
Ūn

i,j +
r

2
(R1 + R3) +

r2

8K2
(R2 + R4) (4.15)

where

R1 =
1

2
Ūn

i,j −
λx

r

1

∆y

∫ y
j+1

2

y
j− 1

2

f̂LF
i+ 1

2
,j
dy +

λx

r

1

∆y

∫ y
j+1

2

y
j− 1

2

f̂LF
i− 1

2
,j
dy

R2 =
1

2
Ūn

i,j −
K2

r2
λ2
x

1

∆y

∫ y
j+1

2

y
j− 1

2

Ĥi+ 1

2
,jdy +

K2

r2
λ2
x

1

∆y

∫ y
j+1

2

y
j− 1

2

Ĥi− 1

2
,jdy

R3 =
1

2
Ūn

i,j −
λy

r

1

∆x

∫ x
i+1

2

x
i− 1

2

ĝLF
i,j+ 1

2

dx+
λy

r

1

∆x

∫ x
i+1

2

x
i−1

2

ĝLF
i,j− 1

2

dx

R4 =
1

2
Ūn

i,j −
K2

r2
λ2
y

1

∆x

∫ x
i+1

2

x
i− 1

2

Ĝi,j+ 1

2

dx+
K2

r2
λ2
y

1

∆x

∫ x
i+1

2

x
i− 1

2

Ĝi,j− 1

2

dx

with

Ūn
ij =

2Nq−1∑

η=1

2Nq−1∑

δ=1

ŵηŵδUη,δ (4.16)

According to [51], we have R1 ∈ G and R3 ∈ G, under the condition λx ≤ rŵ1

2maxi,j ‖|u|+c‖∞ ,

λy ≤ rŵ1

2maxi,j ‖|v|+c‖∞ . Next based on the formula (4.16) and the flux (4.13), we can obtain

R2 =
1

2

2Nq−2∑

η=2

2Nq−1∑

δ=1

ω̂ηω̂δUη,δ

+
1

2

2Nq−1∑

δ=1

ω̂δ

[
(ω̂2Nq−1 −

K2

r2
λ2
xαi+ 1

2
,δ)U

−
i+ 1

2
,δ
− K2

r2
λ2
xH

−
i+ 1

2
,δ

]

+
1

2

2Nq−1∑

δ=1

ω̂δ

[
(ŵ1 −

K2

r2
λ2
xαi− 1

2
,δ)U

+
i− 1

2
,δ
+

K2

r2
λ2
xH

+
i− 1

2
,δ

]

+
K2

2r2
λ2
x

2Nq−1∑

δ=1

ω̂δ

[
αi+ 1

2
,δU

−
i+ 1

2
,δ
−H−

i+ 1

2
,δ

]

+
K2

2r2
λ2
x

2Nq−1∑

δ=1

ω̂δ

[
αi− 1

2
,δU

+
i− 1

2
,δ
+H+

i− 1

2
,δ

]
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where the range of the positive parameter αi+ 1

2
,j is determined in the similar way as (4.9):

αi+ 1

2
,j ≥ max

U
−

i+1
2
,j
,U+

i+1
2
,j

[
|N1|+ 1

2ρ2e

(√
ρ2(O1 − uP1 − vQ1)2 + 2(P 2

1 +Q2
1)ρ

2e+ ρ|O1 − uP1 − vQ1|
)]

,

(4.17)

with

N1 =
A

ρ
, O1 = D − E

ρ
A, P1 = B − Au, Q1 = C − Av.

Here α is taken to be the value that satisfies the equal sign in the inequality (4.17).

Based on the compressible Euler equations in one dimension, when λx satisfies
K2

r2
λ2
xmaxi,j αi+ 1

2
,j ≤

1
2
ω̂1, we have

U−
i− 1

2
,δ
,U+

i+ 1

2
,δ
∈ G ⇒ U−

i− 1

2
,δ
+ α−1

i− 1

2
,δ
H
(
U−

i− 1

2
,δ

)
∈ G,U+

i+ 1

2
,δ
− α−1

i+ 1

2
,δ
H
(
U+

i+ 1

2
,δ

)
∈ G,

U+
i− 1

2
,δ
∈ G ⇒ U+

i− 1

2
,δ
+

K2

r2
λ2
x

(
ω̂1 −

K2

r2
λ2
xαi− 1

2
,δ

)−1

H
(
U+

i− 1

2
,δ

)
∈ G

U−
i+ 1

2
,δ
∈ G ⇒ U−

i+ 1

2
,δ
− K2

r2
λ2
x

(
ω̂2Nq−1 −

K2

r2
λ2
xαi+ 1

2
,δ

)−1

H
(
U−

i+ 1

2
,δ

)
∈ G.

For the positivity of R4, we have similar conclusion, and αi,j+ 1

2

is defined as

αi,j+ 1

2

≥ max
U

−

i,j+1
2

,U+

i,j+1
2

[
|N2|+ 1

2ρ2e

(√
ρ2(O2 − uP2 − vQ2)2 + 2(P 2

2 +Q2
2)ρ

2e+ ρ|O2 − uP2 − vQ2|
)]

,

(4.18)

with

N2 =
J

ρ
, O2 = M − E

ρ
J, P2 = K − Ju, Q2 = L− Jv.

Then under the PP condition below, we have Ū∗ ∈ G.

∆t

∆x
max
i,j

‖|u|+ c‖∞ ≤ r

2
ω̂1,

∆t2

∆x2
max
i,j

αi+ 1

2
,j ≤

r2

2K2
ω̂1

∆t

∆y
max
i,j

‖|v|+ c‖∞ ≤ r

2
ω̂1,

∆t2

∆y2
max
i,j

αi,j+ 1

2

≤ r2

2K2
ω̂1

The cell average of Un+1 on cell Ij can be expressed as

Ūn+1
j = r

(
1− r2

6K2

)
(R1 + R3) +

r2 (4K2 − r2)

24K4
(R2 + R4) +

r2

3K2
(R5 + R6)

where

R5 =
1

2
Ū∗

i,j −
K2

r2
λ2
x

1

∆y

∫ y
j+1

2

y
j− 1

2

Ĥ∗
i+ 1

2
,j
dy +

K2

r2
λ2
x

1

∆y

∫ y
j+1

2

y
j− 1

2

Ĥ∗
i− 1

2
,j
dy
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R6 =
1

2
Ū∗

i,j −
K2

r2
λ2
y

1

∆x

∫ x
i+1

2

x
i−1

2

M̂∗
i,j+ 1

2

dx+
K2

r2
λ2
y

1

∆x

∫ x
i+1

2

x
i− 1

2

M̂∗
i,j− 1

2

dx

Similarly, the time step satisfies the following time step constraint:

K2

r2
λ2
x max

i,j
φi+ 1

2
,j ≤

1

2
ω̂1,

K2

r2
λ2
y max

i,j
φi,j+ 1

2

≤ 1

2
ω̂1

Therefore, the complete PP time step condition is:

∆t

∆x
max
i,j

‖|u|+ c‖∞ ≤ r

2
ω̂1,

∆t2

∆x2
max
i,j

{
αi+ 1

2
,j, φi+ 1

2
,j

}
≤ r2

2K2
ω̂1

∆t

∆y
max
i,j

‖|v|+ c‖∞ ≤ r

2
ω̂1,

∆t2

∆y2
max
i,j

{
αi,j+ 1

2

, φi,j+ 1

2

}
≤ r2

2K2
ω̂1

5 The positivity-preserving limiter

In the Sections 3 and 4, we have constructed the PP S2D2O4 DG schemes for hyperbolic

equations of scalar and system cases. We conclude that provided these conditions in the above

theorems are satisfied by the entire solution at the previous time level, the cell averages of

the target variables are positive under appropriate time-step conditions. Then to close the

cycle of our algorithm, we use the PP limiter to achieve the positivity for the entire solution.

The PP limiter for scalar conservation laws is as follows. Given u ∈ V with ūj ≥ 0

, j = 1, 2, . . . , N , define the modified solution ũ ∈ V :

ũj(x) = θj (uj(x)− ūj) + ūj, θj = min

{
1,

ūj − ǫ1
ūj −mj

}

mj = min
1≤µ≤2Nq−1

uj(x̂
µ
j ), j = 1, 2, . . . , N

where ǫ1 is defined in the Remark 1. Then the modified solution ũj(x) ≥ 0, j = 1, . . . , N and

it preserves the cell average unchanged. Moreover, it was proved in [49] that such a limiter

does not destroy the original high order accuracy.

For the solution U = (ρ,m,E)T ∈ V × V × V of the Euler equations with Ūj ∈ G, j =

1, 2, . . . , N , we adopt the following modified limiting process in [43].

First, enforce the positivity of the density function ρ by,

ρ̂j(x) = θρj (ρj(x)− ρ̄j) + ρ̄j , θρj = min

{
1,

ρ̄j

ρ̄j −min1≤µ≤2Nq−1 ρ
(
x̂µ
j

)
}
, j = 1, 2, . . . , N
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Then let Ûj = (ρ̂j , mj , Ej)
T and define

Ũj(x) = θej

(
Ûj(x)− Ūj

)
+Ūj , θ

e
j = min



1,

ρe
(
Ūj

)

ρe
(
Ūj

)
−min1≤µ≤2Nq−1 ρe

(
Ûj

(
x̂µ
j

))



 , j = 1, 2, . . . , N

Because of the concaveness of the function ρe(U), we obtain Ũj

(
x̂µ
j

)
∈ G, µ = 1, 2, . . . , 2Nq−

1, and also it does not destroy accuracy of the solution, see the detailed proof in [51] and [43].

The PP limiter has the same form in multi-dimensions. To enhance the stability of

algorithms, we can set a threshold ǫ2 = 10−10 and let ũj = ūj if ūj < ǫ2 for scalar conservation

law, and Ũj = Ūj if ρ̄j < ǫ2 or ρe
(
Ūj

)
< ǫ2 for the Euler equations.

6 Numerical tests

We test the PP S2D2O4 DG schemes for the scalar conservation laws for one-dimension

and two-dimension cases, as well as for the compressible Euler equations of gas dynamics,

respectively. We verify the accuracy and effectiveness of the PP S2D2O4 DG schemes through

several tests.

Note that when ρ is near zero, the computation of ux, uy, vx, vy, ut, vt, u, v is problematic.

To ensure the stability of the algorithm, here we make ux, uy, vx, vy, ut, vt, u, v all equal to 0

when ρ < ǫ2.

All the tests use only the PP limiter for preserving positivity, except for Example 6.13.

For Example 6.13, the numerical solution is highly oscillatory if only the PP limiter is used,

thus the TVB limiter is also used to reduce oscillations in this test.

6.1 Scalar conservation laws

Example 6.1 (The accuracy and positivity test for the 1D linear equation). We

solve the linear equation ut + ux = 0 in the domain Ω = [0, 1] with periodic boundary

conditions.

First, we take the smooth initial condition u0(x) = sin16(πx) and the terminal time
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T = 1. The errors and order of convergence of the problem with the smooth initial condition

are given in Table 6.1. In this table, Nc is the percentage of the cells using the PP limiter,

Nh is the percentage of halving the time step, and Nm is the percentage of using the PP

flux. These notations remain the same for the following examples as well. We can observe

the PP flux does not affect the fourth order of accuracy and there is a certain amount of

halving of the time steps.

Table 6.1: Results of Example 6.1 with the smooth initial condition at T = 1.

Mesh L1 order L2 order L∞ order Nc(%) Nh(%) Nm(%)

20 3.6631E-03 – 5.2036E-03 – 2.1757E-02 – 24.9482 5.6995 5.6995

40 5.0893E-05 6.1695 8.8852E-05 5.8719 4.3806E-04 5.6342 8.1201 3.9578 3.9578

80 2.9388E-06 4.1141 5.1228E-06 4.1164 2.5676E-05 4.0926 6.6845 0.9524 1.0884

160 1.8350E-07 4.0014 3.1718E-07 4.0136 1.6013E-06 4.0032 0.3677 0 0

320 1.1451E-08 4.0023 1.9796E-08 4.0020 9.9135E-08 4.0137 0.0001 0 0

640 7.1616E-10 3.9990 1.2370E-09 4.0003 6.2004E-09 3.9990 0 0 0

Then to test the effect of the positivity-preserving property, we adopt the discontinuous

initial condition

u0(x) =





1, 0 ≤ x<1
4

0, 1
4
≤ x<3

4

1, 3
4
≤ x ≤ 1

and take the terminal time T = 1. The result of the problem with the discontinuous initial

condition is shown in Fig. 2. We can observe that the result with the PP limiter can

eliminate the negative values compared with the result without the PP limiter.

Example 6.2 (The accuracy and positivity test for the 1D Burgers equation).

We solve the Burgers equation ut +
(

u2

2

)
x
= 0 in the domain Ω = [0, 1.4] with the initial

condition

u0(x) =

{
0, 0 ≤ x<0.4

sin6(π(x− 0.4)), 0.4 ≤ x ≤ 1.4

and periodic boundary conditions. We list the errors and order of convergence at T = 0.1

in Table 6.2, which shows fourth order accuracy. This confirms that the PP flux does not

affect the high order accuracy. No rewinding of computation happens for this test.
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Figure 2: Results of Example 6.1 for the discontinuous initial condition at T = 1 on the 160 grid.

Left: without the PP limiter; Right: with the PP limiter.

Table 6.2: Results of Example 6.2 for the smooth initial solution at T = 0.1.

Mesh L1 order L2 order L∞ order Nc(%) Nh(%) Nm(%)

20 5.7510E-05 – 1.9223E-04 – 2.3147E-03 – 23.1731 0 100

40 1.0010E-05 2.5224 3.9430E-05 2.2855 4.0515E-04 2.5143 11.0577 0 25.0000

80 4.8155E-07 4.3775 2.0319E-06 4.2784 3.0082E-05 3.7515 2.6202 0 3.8462

160 2.9548E-08 4.0266 1.2233E-07 4.0539 1.6979E-06 4.1471 1.2680 0 0.4808

320 1.8346E-09 4.0096 7.5689E-09 4.0146 1.1134E-07 3.9306 0.4695 0 0

640 1.1400E-10 4.0083 4.7215E-10 4.0028 7.0245E-09 3.9865 0.0000 0 0
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Next, we adopt the discontinuous initial condition

u0(x) =





1, 0 ≤ x<1
4

0, 1
4
≤ x<3

4

1, 3
4
≤ x ≤ 1

in the domain Ω = [0, 1.4] and take the terminal time T = 0.1 and N = 160. The results of

the problem with the discontinuous initial condition are shown in Fig. 3. The effect of the

PP property is obvious by comparing the locally enlarged images.
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Figure 3: Results of Example 6.2 for the discontinuous initial condition at T = 0.1 on the 160 grid.

Left: without the PP limiter; Right: with the PP limiter.

Example 6.3 (The accuracy and positivity test for the 2D linear equation).

We solve the two dimensional linear equation ut+ux+uy = 0 in the domain Ω = [0, 2]× [0, 2]

with periodic boundary conditions.

We first take the smooth initial condition u0(x, y) = sin12(π(x+y)) and the terminal time

T = 0.1 to test the accuracy of the S2D2O4 DG scheme. The errors and order of convergence

for the smooth initial condition are given in Table 6.3, from which the fourth order accuracy

can be observed. The case of halving time steps does not happen in this test.

Next, we change the initial condition into the discontinuous initial condition

u0(x) =

{
0, 1

4
≤ (x+y)

2
<3

4
and 5

4
≤ (x+y)

2
<7

4

1, otherwise

and take the terminal time T = 0.1. The results of the problem are shown in Fig. 4, where

we take N = 160 for an N×N mesh and plot the numerical solution at the Gauss integration
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Table 6.3: Results of Example 6.3 for the smooth initial solution at T = 0.1.

Mesh L1 order L2 order L∞ order Nc(%) Nh(%) Nm(%)

20 9.3777E-03 3.4909 1.3062E-02 3.4820 5.2502E-02 2.8967 48.4211 0 5.2632

40 6.5014E-04 3.8504 1.1777E-03 3.4714 6.2921E-03 3.0607 33.2432 0 8.1081

80 1.2006E-05 5.7589 2.8990E-05 5.3442 3.3913E-04 4.2136 18.2534 0 5.4795

160 6.7880E-07 4.1446 1.8062E-06 4.0045 2.1323E-05 3.9914 8.5188 0 2.0548

320 4.1539E-08 4.0305 1.1333E-07 3.9944 1.3368E-06 3.9955 0.2889 0 0

640 2.6113E-09 3.9916 7.0651E-09 4.0037 8.3344E-08 4.0036 0 0 0

points cut along the diagonal (x = y) and r is the distance from the origin. We can see the

PP limiter works effectively by comparison.
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Figure 4: Results of Example 6.3 for the discontinuous initial condition at T = 0.1 on the 160 grid.

Left: without the PP limiter; Right: with the PP limiter.

Example 6.4 (The accuracy and positivity test for the 2D Burgers equation).

We solve the two dimensional Burgers equation ut +
(

u2

2

)
x
+
(

u2

2

)
y
= 0 in the domain

Ω = [0, 2]× [0, 2] with the initial condition u0(x, y) = sin16(π(x+ y)) and periodic boundary

conditions.

We list the errors and order of convergence at T = 0.01 under the L1 , L2 and L∞ norms

in Table 6.4. The fourth order accuracy is observed which suggests the PP flux does not

influence the order of accuracy. The time step is not be halved in this test case.
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Table 6.4: Results of Example 6.4 with the smooth initial solution at T = 0.01.

Mesh L1 order L2 order L∞ order Nc(%) Nh(%) Nm(%)

20 8.2607E-03 – 1.5109E-01 – 1.8472E-02 – 70.0000 0 50.0000

40 6.2254E-04 3.7300 1.2182E-02 3.6325 1.3803E-03 3.7423 27.5000 0 75.0000

80 2.0461E-05 4.9272 9.9779E-04 3.6099 5.7613E-05 4.5824 8.1250 0 75.0000

160 1.2127E-06 4.0766 6.5223E-05 3.9353 3.6636E-06 3.9751 3.5833 0 26.6667

320 7.7396E-08 3.9698 4.7467E-06 3.7804 2.4416E-07 3.9073 2.1250 0 0

640 4.8177E-09 4.0058 3.0484E-07 3.9608 1.5423E-08 3.9847 0 0 0

To test the effect of preserving positivity, we adopt a discontinuous initial condition

u0(x) =

{
0, 1

4
≤ (x+y)

2
<3

4
and 5

4
≤ (x+y)

2
<7

4

1, otherwise

and take the terminal time T = 0.1 and N = 160. The results of the problem are shown

in Fig. 5, where the comparison with the exact solution and the result of the unlimited

numerical solution are given along the diagonal (x = y). We can see the PP limiter works

effectively.
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Figure 5: Results of Example 6.4 for the discontinuous initial condition at T = 0.1 on the 160 grid.

Left: without the PP limiter; Right: with the PP limiter.
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6.2 The Euler equations

Example 6.5 (An accuracy test for the 1D Euler equation). We solve the one

dimensional problem in the domain [0, 3] with the initial condition:

ρ(x, 0) =
µ(x, 0)√

12
, u(x, 0) =

√
γρ(x, y, 0), p(x, 0) = ρ(x, 0)γ

and periodic boundary conditions. The ratio of specific heat is γ = 3.

The exact solution of the problem is

ρ(x, t) =
µ(x, t)√

12
, u(x, t) =

√
γρ(x, t), p(x, t) = ρ(x, t)γ

where µ(x, t) is the exact solution of the Burgers equation:

∂tµ+
1

2
∂x
(
µ2
)
= 0, µ(x, 0) =

{
10−14, 0 < x < 2,

sin(π(x− 2))6 + 10−14, otherwise

The positivity of density and pressure is preserved with the PP limiter and the fourth order

convergence of density at time T = 0.1 is shown in Table 6.5. There are some occasions of

halving time step.

Table 6.5: Results of Example 6.5 at T = 0.1.

Mesh L1 order L2 order L∞ order Nc(%) Nh(%) Nm(%)

10 1.029E-02 – 1.931E-02 – 6.472E-02 – 81.562 25.000 50.000

20 2.155E-03 2.255 6.735E-03 1.520 5.136E-02 0.333 50.357 7.143 28.571

40 3.878E-04 2.475 1.192E-03 2.499 8.777E-03 2.549 30.700 0.000 8.000

80 1.315E-05 4.883 4.156E-05 4.842 3.203E-04 4.776 8.999 0.000 2.041

160 4.345E-07 4.919 1.617E-06 4.684 2.128E-05 3.912 2.353 0.000 0.000

320 1.555E-08 4.805 6.258E-08 4.691 1.240E-06 4.102 0.713 0.000 0.000

640 7.477E-10 4.378 3.209E-09 4.286 6.173E-08 4.328 0.195 0.000 0.000

1280 4.190E-11 4.158 1.900E-10 4.078 3.319E-09 4.217 0.081 0.000 0.000

Example 6.6 (The blast waves problem). We solve the one dimensional problem of

the blast waves in the domain Ω = [0, 1] with the initial condition

(ρ0, u0, p0) =





(1, 0, 103) 0 ≤ x < 0.1

(1, 0, 10−2) 0.1 ≤ x < 0.9

(1, 0, 102) , 0.9 ≤ x < 1
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and reflective boundary condition. The ratio of specific heat is γ = 1.4. We plot the density

of the cell averages of the numerical solutions at T = 0.038 for N = 200 and N = 400

respectively. The reference solution is computed by the WENO-5 scheme with 16,000 cells.

The results are shown in Fig. 6. Since only the PP limiter is used, we can observe some

oscillations in the figures.
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Figure 6: Results of Example 6.6, plot of density at T=0.038.

Example 6.7 (The double rarefaction Riemann problem). We solve a double

rarefaction Riemann problem in the domain Ω = [−1, 1] with initial condition

(ρ0, u0, p0) =




(7,−1, 0.2), x < 0

(7, 1, 0.2), x > 0

and γ = 1.4. In this test example, the exact solution will generate vacuum (zero density).

The simulation will blow up without the PP limiter in the tests. We plot the density,

pressure and velocity of the cell averages of the numerical solution with the PP limiter of

this problem at T = 0.6 for N = 200 and N = 800 respectively in Fig. 7. The reference

solution is obtained from the exact Riemann solver [40]. We can see that the low pressure

and the low density are captured very well and the positivity of density and pressure is

preserved.
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Figure 7: Results of Example 6.7, at T = 0.6.
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Example 6.8 (The Leblanc shock tube Riemann problem). We consider another

extreme Riemann problem called the Leblanc shock tube Riemann problem with the initial

condition

(ρ0, u0, p0) =




(2, 0, 109) , x < 0

(10−3, 0, 1) , x > 0

in the domain Ω = [−10, 10], γ = 1.4. The simulation will blow up without the PP limiter

in the tests.

The numerical results at T = 0.0001 for N = 800 and N = 1, 600 are shown respectively

in Fig. 8, where the y-axis uses log scales. We obtain the reference solution from the exact

Riemann solver [40]. From the figures, we can see that the positivity of density and pressure

is preserved.

Example 6.9 (An accuracy test for the 2D Euler equation). We solve the two

dimensional problem in the domain [0, 6]× [0, 6] with the initial condition:

ρ(x, y, 0) =
µ(x, y, 0)√

6

u(x, y, 0) = v(x, y, 0) =

√
γ

2
ρ(x, y, 0)

p(x, y, 0) = ρ(x, y, 0)γ

with periodic boundary conditions and γ = 3.

The exact solution of the problem is

ρ(x, y, t) =
µ(x, y, t)√

6
, u(x, y, t) = v(x, y, t) =

√
γ

2
ρ(x, y, t), p(x, y, t) = ρ(x, y, t)γ

where µ(x, y, t) is the exact solution of the Burgers equation

∂tµ+
1

2
∂x
(
µ2
)
+
1

2
∂y
(
µ2
)
= 0, µ(x, y, 0) =

{
10−14, 0 < (x+y)

2
< 2 and 4 < (x+y)

2
< 5,

sin(π( (x+y)
2

− 2))6 + 10−14, otherwise

The positivity of density and pressure is preserved during the simulation and the fourth

order convergence of density at time T = 0.01 is shown in Table 6.6. There are some halved

time steps.
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Figure 8: Results of Example 6.8, at T = 0.0001.
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Table 6.6: Results of Example 6.8 at T = 0.01.

Mesh L1 order L2 order L∞ order Nc(%) Nh(%) Nm(%)

10 7.862E-03 – 2.002E-02 – 1.030E-01 – 88.750 75.000 75.000

20 1.583E-03 2.312 4.749E-03 2.076 6.059E-02 0.766 80.312 50.000 50.000

40 1.549E-04 3.353 6.900E-04 2.783 1.586E-02 1.934 63.594 25.000 25.000

80 8.435E-06 4.199 3.356E-05 4.362 6.535E-04 4.601 53.795 14.286 14.286

160 2.149E-07 5.295 8.076E-07 5.377 3.535E-05 4.209 43.633 0.000 0.000

320 1.261E-08 4.091 4.996E-08 4.015 2.316E-06 3.932 38.379 0.000 0.000

Example 6.10 (The Sedov blast wave problem). The Sedov point-blast wave is a

good test for a PP scheme because of the existence of low density and low pressure. We solve

the two dimensional Sedov point-blast wave problem [34] in the domain Ω = [0, 1.1]× [0, 1.1]

with the initial condition

ρ0 = 1, u0 = v0 = 0, E0 =





0.244816
∆x∆y

, (x, y) ∈ [0,∆x]× [0,∆y]

10−12, otherwise

and the left and bottom boundary are set as the reflective boundary, and other boundaries

are set as the outflow boundary. The ratio of specific heat is γ = 1.4.

We plot the density on Ω and its projection to the radial coordinate Ω at T = 1 on the

160× 160 grid, see Fig. 9. The simulation blows up if the PP limiter is not used in this test

and we can observe that the positivity of density is preserved and the numerical solution

maintains nice radial symmetry.

Example 6.11 (The double Mach reflection problem of a Mach 10 shock)

Consider the two-dimensional double Mach reflection problem with a Mach 10 shock in the

domain Ω = [0, 4]× [0, 1], with the initial condition

(ρ0, u0, v0, p0) =

{ (
8, 33

√
3

8
,−33

8
, 116.5

)
, y >

√
3
(
x− 1

6

)
(post-shock)

(1.4, 0, 0, 1), y <
√
3
(
x− 1

6

)
(pre-shock)

The left boundary is set as the inflow boundary, the right boundary is set as the outflow

boundary,
{
0 ≤ x < 1

6
, y = 0

}
on the bottom is the boundary with post-shock condition,

{
1
6
< x ≤ 4, y = 0

}
on the bottom is the reflective boundary, and the condition on the top
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Figure 9: Results of Example 6.9, plot of density at T = 1 on the 160 × 160 grid.

boundary is consistent with the motion of the shock. The results at T = 0.2 on the 960×240

grid are shown in Fig. 10 and comparable with the results in [49]. Our S2D2O4 DG schemes

with only the PP limiter can capture detailed structure by comparison.

Example 6.12 (The shock diffraction problem). We solve the two dimensional

problem of shock passing a backward facing corner in the domain Ω = [1, 13] × [0, 11] ∪

[0, 1]× [6, 11], with the initial condition

(ρ0, u0, v0, p0) =

{
(ρ∗, u∗, v∗, p∗) , x < 0.5 (post-shock)

(1.4, 0, 0, 1), x > 0.5 (pre-shock)

where (ρ∗, u∗, v∗, p∗) = (7.041132906907898, 4.07794695481336, 0, 30.05945). The shock is

rightmoving with Mach number 5.09. The boundary {x = 0, 6 ≤ y ≤ 11} is the inflow

boundary, {0 ≤ x ≤ 1, y = 6} and {x = 1, 0 ≤ y ≤ 6} are reflection boundaries, {x =

13, 0 ≤ y ≤ 11} and {1 ≤ x ≤ 13, y = 0} are outflow boundaries, and the boundary

condition on {0 ≤ x ≤ 13, y = 11} follows the shockwave movement.

The density and pressure at T = 2.3 with ∆x = ∆y = 1
32

are presented in Fig. 11.

This example is easy to get negative density and pressure below and to the right of the

corner without the PP limiter. The results are comparable with those in [49], achieving the

positivity of density and pressure.
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(a) Density on [0,3]×[0,1]

(b) 23 equally spaced contour lines from 1 to 24 for density

Figure 10: Results of Example 6.10 at T = 0.2 on the 960 × 240 grid.
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(a) Density in Ω (b) 20 equally spaced contour lines from

0.474419 to 6.64186 for density

(c) Pressure in Ω (d) 20 equally spaced contour lines from 0 to

28.401 for pressure

Figure 11: Results of Example 6.12 at T = 2.3 with ∆x = ∆y = 1
32 .
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Example 6.13 (The high Mach number astrophysical jets problem). Consider

the two-dimensional astrophysical jets problems with very high Mach number. We set the

domain Ω = [0, 0.5] × [0, 0.25] with initial condition ρ0(x, y) = 0.5, u0(x, y) = v0(x, y) = 0,

p0(x, y) = 0.4127. The boundary conditions of the right and top are outflow, the bottom

boundary is reflective and the left boundary is inflow with (ρ, u, v, p) = (5, 800, 0, 0.4127)

if 0 ≤ y ≤ 0.05, which corresponds to a jet flow of Mach number 2000, while (ρ, u, v, p) =

(0.5, 0, 0, 0.4127) otherwise. The ratio of specific heat is γ = 5/3.

A big challenge for the computation is, negative pressure could appear if the PP limiter

is not used since the internal energy is very small compared to the huge kinetic energy.

The TVB limiter [9] is used before applying the PP limiter in each time stage to reduce

the spurious oscillations where the density and pressure are far above zero, with the TVB

constant M = 105. We compute the solution on the 320×160 grid, and show the density and

pressure at T = 5× 10−4 in Fig. 12. We can see good resolution in the picture comparable

with the result in [48].

(a) Density in Ω (b) Pressure in Ω

Figure 12: Results of Example 6.13 at T = 5× 10−4 on the 320× 160 grid.
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7 Concluding remarks

In this paper, we have proposed a fourth order PP DG methods for scalar conservation

laws and the compressible Euler equations of gas dynamics based on the SSP S2D2O4 dis-

cretization. We have constructed a PP local LF type flux for the second temporal derivative

terms, which satisfies the weak positivity property. No auxiliary variables are introduced

other than the numerical solution, which saves computational costs. Besides, our algorithms

are easy to be extended to higher-order accuracy. The main contribution of the paper is

to prove rigorously that, under the suitable time-step conditions, the cell averages of the

S2D2O4 DG schemes at the next time step is positive, provided the specific variables of the

solution are positive at the current time step. The PP limiter can then be used to enforce

the positivity for the whole solution at the next time step. In the end, the fourth order

accuracy and the PP property of the S2D2O4 DG scheme are observed through extensive

numerical experiments.

In our future work, we will consider to extend the algorithm to schemes with higher order

accuracy. Also, it is important that we extend the algorithm to unstructured meshes.
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