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Keywords: The use of abstract higher-level knowledge (also called overhypotheses) allows humans to learn
Overhypotheses quickly from sparse data and make predictions in new situations. Previous research has suggested
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Generalization

Animal cognition
Computational modeling
Cognitive development

that humans may be the only species capable of abstract knowledge formation, but this remains
controversial. There is also mixed evidence for when this ability emerges over human develop-
ment. Kemp et al. (2007) proposed a computational model of how overhypotheses could be
learned from sparse examples. We provide the first direct test of this model: an ecologically valid

paradigm for testing two species, capuchin monkeys (Sapajus spp.) and 4- to 5-year-old human
children. We presented participants with sampled evidence from different containers which
suggested that all containers held items of uniform type (type condition) or of uniform size (size
condition). Subsequently, we presented two new test containers and an example item from each: a
small, high-valued item and a large but low-valued item. Participants could then choose from
which test container they would like to receive the next sample — the optimal choice was the
container that yielded a large item in the size condition or a high-valued item in the type con-
dition. We compared performance to a priori predictions made by models with and without the
capacity to learn overhypotheses. Children’s choices were consistent with the model predictions
and thus suggest an ability for abstract knowledge formation in the preschool years, whereas

monkeys performed at chance level.

1. Introduction

A primate foraging in a tree might find a first fruit that is a fig, continues with the search for food, and finds a second, a third and
potentially a fourth fruit in the same tree, all figs. By now, the primate might learn “this tree grows figs” — a generalization at the first
level of abstraction. If the animal moves on to another tree that bears some berries and subsequently picks a few nuts from a third tree,
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it is exposed to the regularity that “trees carry a uniform fruit type”. Learning this generalization at the second level of abstraction
would make just one bite of a fruit from a new tree sufficient to decide whether to invest more time and energy foraging in this tree or if
moving on to another food source might be preferable. The ability to detect recurring patterns and generalize information to new
situations is a crucial tool that enables efficient knowledge gain. Abstractions represent generalized information that is common across
situations; thus, they allow for a reduction of information by leaving out situation-specific details (Garlick, 2010). This makes them not
reducible to concrete sensory input (Seed et al., 2011). Though human beings have a particular talent for abstraction, the ability to
notice abstract regularities in the environment, make rapid inferences from limited data and transfer functional behavior across sit-
uations could be advantageous for other long-lived species in complex environments.

However, some argue that the ability for abstraction is central and unique to human intelligence (James, 1890) and fundamentally
divides humans from other animals (Gentner, 2003, 2010; Locke, 1847; Penn et al., 2008). Others, challenging this view, argue that
differences are of quality not of kind, such as the speed of acquisition, flexibility, or symbolic nature of the abstract knowledge (Katz
etal., 2007; Premack, 2010; Seed et al., 2011). Some disagreement also exists regarding the ontogenetic onset of abstract thinking. The
ability has long been thought to develop later in childhood, as preschool children often perform poorly in tasks measuring abstract
relational reasoning (e.g., Christie & Gentner, 2010; Christie & Gentner, 2014; Hochmann et al., 2017; Richland et al., 2006).
However, others suggest that the ability to make generalizable inferences from minimal data emerges much earlier and is a key
component of human infants’ and children’s fast knowledge and skill acquisition, including word learning (e.g., Dewar & Xu, 2010; Xu
& Tenenbaum, 2007b; Yin & Csibra, 2015). Thus, despite its high ecological relevance and decades of research, we are still unsure
when this ability evolved and how it develops in human ontogeny. This is partly due to large methodological differences in the applied
paradigms between age groups and the susceptibility of established tasks to prior biases and alternative explanations.

In this study, we introduce to the field of comparative psychology a hierarchical Bayesian computational approach (Kemp et al.,
2007) that provides a formalism for how abstract knowledge can be learned from sparse data. Within this framework, we investigated
whether preschool children and capuchin monkeys can infer abstract rules about the item distributions in containers when given only
limited evidence and if they can use those abstract rules to guide behavior in new situations efficiently.

1.1. Background

The ability for abstraction in humans and non-human animals has most prominently examined the relations of “same” and
“different”. Infants in looking-based paradigms show an ability to detect these relations, for example, by showing habituation to pairs
of matching or differing objects, even for displays involving new objects (for a review, see Hespos et al., 2021). Similarly, non-human
animals can learn, given many trials, to engage in a specific response after seeing homogenous or heterogenous stimulus arrays (see
Katz, Wright, & Bodily, 2007; Wasserman, Castro, & Fagot, 2017 for reviews).

However, the picture becomes more complicated, both in ontogenetic and phylogenetic comparisons, when participants are not just
required to detect same/different relations but also to actively select an array with that same relation. In the relational matching to
sample (RMTS) task, participants are presented with a sample stimulus pair (two identical or two different items) and then two choice
pairs. They must select the pair with the matching abstract relation to the example (e.g., AA matches DD but not EF; BC matches EF and
not DD). In some studies, children only show reliable success by age 5, with further improvement into adulthood (e.g., Christie &
Gentner, 2010, 2014; Hochmann et al., 2017; Kotovsky & Gentner, 1996; Thibaut et al., 2008). However, small task modifications like
verbal scaffolding (e.g., labeling the example object pair with a novel word), presenting multiple examples, or using larger item arrays
enable children to succeed at younger ages (Christie & Gentner, 2010, 2014; Gentner et al., 2011; Hochmann et al., 2017; Kotovsky &
Gentner, 1996). For example, in Goddu, Lombrozo and Gopnik (2020), 3- and 4-year-olds succeeded in a causally-framed RMTS task.
Here, children saw two examples of how a wizard transforms objects (e.g., growing an apple and a dog from small to big). Subse-
quently, they chose the correct relational pair (a small & a big cube) over a conflicting object match (e.g., round and flattened apple)
more often than a control group that experienced the classic RMTS procedure. In a blicket detector task, 18- to 30-month-old toddlers
correctly selected object pairs following evidence that their relation was causally relevant to activate a machine (Walker et al., 2016;
Walker & Gopnik, 2014, 2017). Interestingly 30-48 month-olds did not succeed, perhaps reflecting an increasing prior expectation
that object identities, not object relations, are causally relevant for activating a machine.

Only a few non-human species master the RMTS task, usually achieving success gradually after lengthy training periods, with better
performance on multi-stimulus arrays rather than stimulus pairs, and while showing some reduction in performance in transfer
compared to training trials (Katz, Wright, & Bodily, 2007; Wasserman, Castro, & Fagot, 2017; Wasserman & Young, 2010). For
example, out of five capuchin monkeys in Truppa et al. (2011), only one solved 2 and 4-item array RMTS trials after experiencing over
20,000 trials. Some have suggested that success in same/different and RMTS tasks, especially under these circumstances, can result
solely or at least to some degree by matching the perceptual variance within item displays, which does not require a grasp of the
abstract relation (Penn, Holyoak, & Povinelli, 2008; Vonk, 2015; Wasserman, Castro, & Fagot, 2017). Conversely, some argue that
failure on RMTS tasks need not result from a lack of abstract reasoning ability per se. Instead, it could be caused by inductive biases,
like English-speaking preschoolers’ focus on individual stimuli (e.g., Carstensen & Walker, 2017; Christie et al., 2020; Christie &
Gentner, 2010; Walker et al., 2016), which prevents them from detecting the correct relational solution (Kroupin & Carey, 2021).
Kroupin and Carey (2021) argue that the slight task modifications that help children and non-human animals succeed, like the pre-
sentation of labels and multiple examples or previous variable matching to sample training, serve to shift those biases rather than
suddenly enabling abstract thinking. Given the importance of prior experience and knowledge, RMTS tasks in their current form,
despite their prominent use, might not be ideal for assessing species differences and developmental trajectories in the ability to form
and use abstract concepts.
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Outside of RMTS tasks, the evidence is also mixed and debated. Some positive evidence for non-human great apes’ (Christie et al.,
2016; Flemming & Kennedy, 2011; Haun & Call, 2009) and capuchin monkeys’ (Kennedy & Fragaszy, 2008) abstract reasoning ability
comes from food searching tasks that require primates to reason based on spatial relations (e.g., “top” or “middle” cup) or relative sizes
(e.g., largest cup). In these tasks, participants see a food item hidden in one array of cups. They have to find their reward in a second
array of objects in the corresponding location. Positive evidence has also been found from studies using other naturally-occurring
relations, such as biological categories (e.g., humans vs other animals; Benard et al., 2006; Lazareva et al., 2004; Tanaka, 2001;
Vonk et al., 2013) or physical concepts such as connection, solidity and support (e.g., Mayer et al., 2014; Seed et al., 2011; Seed et al.,
2009). However, whether or not these tasks are solved using abstract concepts has been a matter of debate due to issues such as long
training periods, alternative explanations for successful task performance based on surface perceptual features, and/or success in only
a small minority of the sample (e.g., Brooks et al., 2013; Cook, Wright, & Drachman, 2013; Penn, Holyoak, & Povinelli, 2008; Povinelli
& Penn, 2011. Infants and some species of birds and non-human primates have successfully distinguished between abstract stimulus
patterns like ABA and AAB sequences (Marcus et al., 1999; Sonnweber et al., 2015; Spierings & Ten Cate, 2016). However, sample sizes
were also limited here, and for some findings, lower-level strategies have been proposed as alternative explanations for seemingly
abstract generalization (Corballis, 2009; Neiworth et al., 2017; Ravignani et al., 2015; Spierings & Ten Cate, 2016). Further, some
negative findings may be due to ecologically ill-matched stimuli in comparative studies (Ravignani et al., 2019).

In summary, there is no agreement as to whether abstract knowledge formation is an evolutionary primitive, shared with other
species and emerging early in human development, or a recently-evolved and late-developing skill. Interpretation of existing evidence
on this topic is complicated by considerable methodological differences between the tasks used across ages and species. Whereas non-
verbal habituation and looking-time paradigms are primarily used with infants, the literature on older children’s abstraction abilities is
dominated by verbal relational reasoning tasks. Such tasks often impose additional challenges and are prone to a learned bias for
individual objects. Further, the current comparative literature has focused on paradigms that disentangle abstraction from purely
perceptual strategies. They often fail to do so, especially when extensive training regimes are provided. However, abstractions cannot
be achieved in isolation but depend on perceptual processing in the first place (Wasserman, Castro, & Fagot, 2017). Thus, a more
dynamic approach to abstract reasoning that accepts the influence of perceptual processes is desirable, in which both surface features
and more abstract relations are learned simultaneously rather than being in opposition to one another.

Such an alternative approach was provided by Goodman (1955), who introduced the term *overhypothesis’ to describe the process
by which abstract generalizations can be formed that inform inferences about specific new examples (Kemp et al., 2007). Analogous to
the tree example from the start of the paper, Goodman (1955) provides the idea of marble-filled bags to illustrate the concept of
overhypotheses. After seeing just a few randomly sampled marbles from a few bags (e.g., four green marbles from the first, four white
marbles taken from the second, and four red ones sampled from the third), we can infer the colour of the rest of the marbles in each bag
(Level 1 abstraction) as well as the overhypothesis that ‘bags contain marbles that are uniform in colour’ (Level 2 abstraction). This
emerging overhypothesis constrains the hypothesis space at lower levels of abstraction. Before opening a new bag, we predict that all of
them will have the same colour rather than a mix of colours, even though we are naive about the exact colour type. If we retrieve a
single blue marble from the new bag, we can predict that all of the other marbles in this bag will be blue using the overhypothesis.

Many familiar abstract concepts can be thought of as overhypotheses, perhaps to some degree the two terms are synonymous. The
concept “mammals” can be described as an overhypothesis that “all mammals share a set of features” (e.g., mammary glands, hair,
mostly born alive). The possession of this overhypothesis, built from experience, can support inferences about new exemplars that
match the category features: a newly-encountered hairy quadruped might be expected to give birth to live young. At the same time, a
scaled cold-blooded individual might be less so. Moreover, the overhypothesis ‘animal’ at a higher level of abstraction licenses in-
ferences about the need for ingestion and respiration. Similarly, the concept “same” is built from specific examples like two blue
circles, five red triangles or 20 bananas. The central requirement for forming an abstract concept or an overhypothesis is the detection
of commonalities between examples and the generalization of observed relational patterns to other item arrays. However, the over-
hypotheses framework usefully emphasizes the multiple levels and forms of abstraction that might simultaneously be detected over
populations of items, and the role of abstract knowledge in helping us to infer or predict something about future novel instances.

Goodman’s marble example illustrates how abstract categories like same and different are formed based on the seen evidence and
applied to novel situations, while tasks such as the RMTS probe the possession of abstract knowledge by assuming that these are
already in place. Given the evidence discussed above that groups other than human adults may preferentially match on other di-
mensions (e.g., based on object identity, colour composition or number of corners), the overhypothesis approach in which both the
evidence and the predictions are quantified could be a fruitful way to develop paradigms in which the role of prior experience can be
taken into account.

Kemp and colleagues (2007) proposed a probabilistic hierarchical Bayesian model as a normative model of how the overhypothesis
in the Goodman scenario can be learned from such a limited amount of sampled data. In general, probabilistic hierarchical Bayesian
models suggest how overhypotheses can be acquired non-linguistically from sparse data, and used to make wide-ranging predictions
(Kemp et al., 2007; Lucas & Griffiths, 2010; Tenenbaum & Griffiths, 2001; Tenenbaum et al., 2006; Tenenbaum et al., 2011). The
models take in the learner’s observations and use them to infer the probability of overhypotheses at multiple levels of abstraction
simultaneously, explaining the current data (e.g. seen marbles) while both considering and forming prior assumptions about how the
world generated these data (e.g. uniformity of marbles in bags). Judgments are influenced by both concrete observations and higher-
order concepts, explaining the formation of abstract concepts via the learner’s perceptual input. Different aspects of the Bayesian
formalization, such as the influence of prior knowledge, the simultaneous consideration of multiple hypotheses, and the systematic
shift of their probability when encountering new evidence, have been shown to play a role in children’s inferences (see Gopnik &
Wellman, 2012 for a review). Bayesian models have been used to capture a variety of inductive learning phenomena like the
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acquisition of new category labels (Xu & Tenenbaum, 2007a, 2007b), the influence of prior biases when inferring causal principles
(Lucas et al., 2014), how the social context shapes causal learning (Goodman, Baker, & Tenenbaum, 2009) and goal inference when
observing intentional agents (Ullman et al., 2009). For example, in a blicket detector design, children and adults had to judge the
causal power of objects to turn on a machine after seeing evidence for individual objects and object pairs (Griffiths et al., 2011). A
Bayesian model captured the participant’s judgments and correctly predicted the outcome of a change in the prior knowledge (causal
power is rare or common among objects) and whether the causal connection was deterministic or probabilistic.

In a looking-paradigm inspired by the Goodman marble task, Dewar and Xu (2010) presented 9-month-olds with evidence sup-
porting the overhypothesis that containers are filled with objects of the same shape but different colours. In a test situation, infants who
had seen this evidence looked longer when two differently shaped objects were drawn from a new container (contradicting the
overhypothesis) than when two objects of the same shape were sampled. Infants who had not seen the evidence showed no significant
difference in looking time to the two outcomes. Thus, the authors concluded that already at the age of 9 months, infants can form
inductive overhypotheses from limited evidence. This finding is in line with other looking-time studies showing that infants can extract
and generalize the relation same (but possibly not the relation different; Hochmann, Carey, & Mehler, 2018) after repeated exposure
(see Hespos et al., 2021 for a review).

Given the discrepancies between the positive findings from looking-time studies in infants, and active measures in preschool
children and non-human animals in which feedback is often conflated over multiple dimensions, investigating whether preschool
children and other primate species can spontaneously form overhypotheses in this way and use them to make predictions would bridge
a methodological gap.

In this study, we introduce a novel task based on the original idea of overhypothesis formation by Goodman (1955) that can be used
across species to examine abstract knowledge formation in an ecologically valid context without extensive training or explanation. We
adapted Goodman’s thought experiment, in which bags of marbles can be either uniform or mixed in color, to create an active choice
paradigm without training suitable for older preschool children and capuchin monkeys. Importantly this task design allows us to test
the a priori predictions of a theoretical computational model, for how limited data can be sufficient for overhypothesis formation in
this same task (extending the model of Kemp et al., 2007).

2. Experiment 1: Abstraction across containers

We presented a conceptually similar task to both children and monkeys and to our normative computational model of over-
hypothesis formation. In the task, the experimenter samples evidence items from three containers (food items for monkeys and sticker
strips for children). The sampled evidence either supported the overhypothesis that rewards are sorted into containers by their type (e.
g., drawing four banana pieces of various sizes from the first container, four apple pieces from the second container, etc.) or that they
are sorted by their size (e.g., four small items of different types from the first container, four large items from the second container,
etc.). At test, participants were presented with two new containers and one example item from each: a small, high-valued reward from
A and a large, low-valued reward from B. Participants then chose between two covert samples from these new containers. A differential
choice between conditions—namely, selecting the next sample from A to obtain a high-value option in the type condition but choosing
the next sample from B to receive a large item in the size condition—would reflect sensitivity to the overhypotheses governing object
sorting. Because participants in the two conditions are presented with identical stimuli at test, and have to use their prior learning to
select between covered samples from new item populations, the lower-level explanation for success in RMTS tasks (comparing the
perceptual variability between item arrays, e.g., Penn et al., 2008) cannot readily be applied to success in our study.

In the following, we first describe the methods for primates and children. Our goal was not quantitative comparison, and there were
some differences in the instantiation to adapt to the different testing constraints, but by conducting a conceptually similar task we
aimed to draw qualitative comparisons. We next present the model implementation details and a priori model predictions for the
choices that an idealized learner of overhypotheses, with the same item preferences as either the children or the monkeys, should make
in our task.

2.1. Method

2.1.1. Participants

We tested 80 4- to 5- year-old children (40 female, Mage = 4.9 & 0.6 years (calculated based on the birthdates of 67 children; for 12
5-year-olds and one 4-year-old no birthdates were provided), recruited at two local museums in Toronto, Canada. The participants’ age
and gender were counterbalanced across conditions (type condition: n = 40; Mage = 4.9 & 0.6 years, 20 female, 10 missing birthdates;
size condition: n = 40, Mage = 4.9 £ 0.6 years, 20 female, 3 missing birthdates). Eight additional children were excluded from the
analysis because they ended the game early (n = 5) or due to experimenter error (n = 3). The study was developed and conducted in
accordance with ethical guidelines. It was approved by the ethics committee of the School of Psychology and Neuroscience at the
University of St Andrews and by the Institutional Research Ethics Board for Human Subjects at the University of Toronto. The parents
of all children who participated had given prior consent for their participation. Further, we explained to the children that they could
stop participating at any point and asked them multiple times throughout the procedure if they would like to proceed with the
experiment.

Seventeen brown capuchin monkeys (Sapajus spp., Mage = 6.5 years, 5 female) completed an initial food preference testing. Due to
motivation decline only 11 of these monkeys finished the main study in the available time and were included in the data analysis (see SI
for details). The monkeys are housed at the Living Links Research Center for Human Evolution in Edinburgh Zoo. They live in two large
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social groups and cohabit their enclosures with squirrel monkeys (Saimiri sciureus), with whom they also coexist in their natural
habitat. All individuals were born in captivity and mother-reared, except for one wild-born and hand-reared monkey. Participation was
entirely voluntary, and the test sessions did not last longer than 15 min. We split the sample into two groups while counterbalancing
the monkeys’ sex and age and randomly assigned the groups to a starting condition (within-subject design). The monkeys had access to
the test cubicles at two timeslots during the day (morning and afternoon). Thus within a day, up to two sessions could be conducted.
The experimental protocol and study design for the monkeys were approved by the ethics committee of the School of Psychology and
Neuroscience at the University of St Andrews.

2.1.2. Procedure

Reward Preference Testing. Before the main experiment, we conducted preference testing (see SI for details) to ensure that
participants preferred bigger over smaller (size comparisons) and same-sized high- over low-value rewards (type comparisons). As a
baseline for later test comparisons, small, high-value items were also compared to large, low-value items (mixed comparisons). Reward
items were presented in a covered forced-choice procedure, where the participant first saw the reward items on the experimenter’s
palms and then had to choose between her closed fists. Our computational model uses data from this preference testing to predict the
species-specific choice behavior based on their inferred item preferences.

Monkeys. We presented monkeys with nine different types of food items (divided into three categories: high-, medium- and low-
value) in five item sizes. Monkeys received nine kinds of size comparisons (size 5 vs size 1), one for each food type. Further, we
conducted six kinds of type and mixed comparisons, respectively, where each of the three high-value items was compared to two low-
value items. Finally, the least liked high-value item (grape) was compared to all three medium-valued items to ensure a clear pref-
erence. Monkeys received ten trials for each of the 24 comparisons, presented over 24 sessions. The experimenter crossed her hands in
half the trials to match the later test procedure.

Children. Rewards for children were stickers picturing either animals (high-value) or simple shapes (low-value; see Fig. 5). Size was
manipulated by the number of stickers on a strip, varying from 1 to 5. To encourage consistent sticker preferences across children, they
were tasked with filling in a blank zoo map (see SI for further details) with as many animal stickers as possible, making those more
valuable than shape stickers. Afterward, the children received a warm-up of three trials in which they were familiarized with the
closed-hand choice procedure and the task by choosing a hand with a reward item over an empty hand. Due to the constraints of
museum testing, children were subsequently presented with a reduced preference procedure of two preference trials each for the type
and size comparisons. A subset of n = 58 children also received two mixed trials. Following preference testing, we used novel stickers
for the main experiment to ensure high motivation and asked children to find a lot of animals for a new, blank zoo map. As children
participated only in one session and thus had much less opportunity to get used to this procedure, we only presented them with choices
between uncrossed hands.

Main Experiment. All sessions of the reward preference testing and the main experiment were video recorded. For both species,
the procedure in each trial was very similar (see SI for details on the used materials). The experimenter successively sampled four items
from each of three evidence containers into transparent cups (monkeys) or onto metal frames (children), always starting on the same
side. Depending on the condition, the items from one container were either all of the same type but of varying sizes (type condition) or
all identical in size but different in type (size condition, see Figs. 1 and 2). After four items were sampled from a container, it was
covered with a lid so that it could not be associated with subsequent food items. During the sampling, the experimenter closed her eyes
and kept her head upright to create the illusion of random sampling.

Subsequently, two new test containers were brought forward, with the other containers and their sampled evidence still in view of

A B

Fig. 1. Pictures of materials as used with monkeys. A: End of evidence presentation for a main experiment trial. The upper photograph shows the
entire evidence for a trial in the size condition (order: small, large, and medium-sized items), the lower picture shows a completed evidence phase
for a trial in the type condition (here: zucchini, kiwi, and peanut items). B: Presentation of the two test boxes and the respective small, high-value
(here a piece of grape) and large, low-value (here a piece of carrot) example food samples. C: Choice situation with example items moved to the side
and presentation of the choice items kept hidden in the experimenter’s hands (here, the experimenter’s hands are crossed as in half the trials).
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Fig. 2. Hierarchical Bayesian model of overhypothesis formation. For illustration purposes we displayed overhypotheses over item type distribu-
tions for the type condition (top panel) and overhypotheses over item size distributions for the size condition (bottom panel). However, the model
generated posterior distributions for both item features (size and type) in both conditions. The parameters a and f describe an overhypothesis at the
second level of abstraction: a represents the extent to which containers, in general, tend to be uniform for a given feature dimension, and f captures
the feature variability across all containers. Feature distributions of a specific container (i, Level 1 abstraction) are constrained by overhypotheses
at Level 2 and, in turn, constrain the items yi sampled from that container. Ultimately the inferred item distributions in the test containers are of
interest as from those, the experimenter samples the hidden choice items.

the participants off to the side. The experimenter first simultaneously sampled one evidence item from each test container. This was
always a small, high-valued reward from container A and a large, low-valued reward from container B (sides counterbalanced). The
experimenter then sampled another item from each container simultaneously, this time keeping the reward items hidden in her closed
hands. The closed hands were extended toward the participants so that they could indicate their choice by reaching toward one of the
hands. Participants were rewarded with the chosen item. Reward items were selected to be in line with the condition-specific over-
hypothesis (i.e., of the expected type or size), at least of medium value in the size condition, and otherwise randomly sampled (see SI
for further details on the counterbalancing). The non-chosen reward item was put away without being seen by the participant. All other
sampled items were also removed so that participants would not associate the samples with the subsequent trial.

For monkeys, the experimenter crossed her hands in half of the trials (a procedure they were familiarized with during preference
testing) to ensure they tracked the hidden sample in the experimenter’s hand and were not just pointing towards the side of the
preferred sampled example item (Tecwyn et al., 2017). For children, as in the preference testing, hands were never crossed. In
comparison to the monkeys, children’s pointing was not restricted by a choice panel; thus, they could indicate a specific hand rather
than only a side. To better compare the two species, the children received no explicit instruction concerning the abstract rules gov-
erning the reward distribution. That is, despite the explanation of the goal to fill in a blank zoo map in the beginning (see SI for further
details), we only prompted them to choose in the first trials of the preference testing with remarks like “Which one?”. When we
presented the test boxes for the first time, the experimenter said, “Let’s see what is in this box™ before starting to sample. After the last
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choice of the child (to ensure we would not influence any choices), before opening the chosen hand, the experimenter shook it and
asked the child, “What do you think is in this hand?”. In case of no answer, the experimenter further proposed a choice question. In the
type condition, she asked for example, “Do you think it is a lion or a square?” always referring to the two types already present in the
example items sampled earlier from the test boxes. In the size condition, it was asked, “Do you think it is only one sticker or a long strip
of stickers?”. With these questions we were aiming for a deeper insight into the motivations behind children’s choices.

2.1.3. Design

We contrasted two levels of one variable in a within-subjects design for monkeys and a between-subjects design for children. In the
size condition, we presented evidence consistent with the overhypothesis “containers are filled with objects of the same size”. In the
type condition, the presented evidence followed the overhypothesis “containers are filled with objects of the same type”. Due to the
small sample size, monkeys experienced both conditions, type and size, in an ABAB design. Here blocks of four sessions were alternated
so that each monkey participated in eight sessions of the type condition and eight sessions of the size condition. Each of the 16 sessions
comprised three trials (for a total of 24 trials per condition, 12 trials in each block). Eight monkeys started with the type, and nine
began with the size condition. Each monkey was presented with two different kinds of containers, bags, and boxes (counterbalanced
regarding order and condition), so that each overhypothesis could be tied to a specific sort of container (e.g., the type condition was
presented in bags and the size condition in boxes or vice versa).

Children were tested in a between-subjects design to allow us to test them in a single session in a science museum. Thus, they were
only presented with one container type (boxes). Children received one session of up to 9 preference testing trials (including famil-
iarization) and 6 trials of the main experiment, adding up to about 15 min. The monkeys’ extensive preference testing was presented in
multiple sessions, separate from and before the main experiment (see SI for details).

2.2. Computational model

While probabilistic hierarchical Bayesian models like that by Kemp et al. (2007) have successfully characterized existing findings of
children’s rapid early learning, the model’s predictions have not been directly empirically tested in children or animals. Here, we
extended the Kemp et al. (2007) model with a rational choice rule, allowing us to directly compare the model’s predictions for which
test container learners should choose with new empirical data from two species. We adapted the model to group-specific factors like
the relative utilities of the different reward types. To evaluate the participants’ ability for abstract knowledge formation, we compared
their performance to models differing in their capability for abstraction at various levels.

Model Overview. Fig. 2 provides an overview of our task and the probabilistic hierarchical Bayesian model adapted from Kemp
etal., 2007. As in our task, items are sampled from evidence containers, each of which has a distribution of items with different features
(i.e., item type and size). These distributions capture the first level of abstract knowledge (Level 1), describing the kinds of items likely
to be found in this specific container. The model also represents a more abstract level of knowledge (Level 2), which describes the
probability distribution over containers—the extent to which containers tend to be mixed, uniform, or somewhere in between, and the
distribution of features across containers (e.g., there are primarily big items and only a few small items). Using this hierarchical
structure, the model captures how specific observations of samples from individual containers can be used to infer distribution pa-
rameters at multiple levels of abstraction simultaneously. While this model captures predictions about the distribution of items within
and across containers, it does not predict how a learner should choose which container to receive a reward from in order to maximize
their utility. Thus, we added a rational choice rule, allowing us to compare the model’s predictions for which test container (A or B)
learners should choose from to maximize their reward outcome, given the items they observed being sampled and their own utility
over items. We infer the relative utilities of the different reward types for each species based on the participants’ choices in preference
testing, following the model for inferring item preferences from choices developed by Lucas et al., 2014. Including inferred item
utilities in our choice rule is an important sanity check for our task. While intuitively, it may seem obvious that a rational choice would
be for the container that is more likely to yield a high-value item, the effect size will be driven by how much more valuable a high
versus a low-value item is.

Learning Overhypotheses. As in Kemp et al., 2007 we use a Dirichlet-multinomial model (Gelman, 2003) to describe how hy-
potheses at different levels of abstraction are derived from the sampled evidence and, in turn, also predict future samples. The in-
dividual sees evidence items y! with d feature dimensions (in our case d = 2: the item’s type and size), sampled from each evidence
container i. We assume that items are drawn randomly and independently from each container and that the item’s type is determined
independently of its size. Each container’s distribution, representing the first level of abstraction, is described by a multinomial
function (Hfi) from which the item types (sizes) are sampled yfi ~ Multinomial (Hfi). Each container’s distribution over item types (sizes),

id, is in turn determined by an overhypothesis at the second level of abstraction, thus, sampled from a Dirichlet distribution,

parameterized by a scalar ag and a vector f4, 65~ Dirichlet(ag, B4). These hyperparameters (« and p) characterize the overhypothesis
across containers. og parameterizes the extent to which items in each container are uniform in type (size), and in theory, could range
from containers only producing samples of one item type (size) to a complete mixture of all available item types. 4 represents the type
(size) distribution across the entire set of containers. For example, depending on the seen evidence, f§ could describe an item pool of 60
% apples and 40 % bananas, with 70 % big items and 30 % small items or, as the evidence suggests in our case (for the monkeys), an
item pool composed of 9 food types in 5 sizes, all present in equal parts. The hyperparameter ag4 is sampled from an exponential
distribution, oy ~ Exponential(1), making uniform item distributions in containers more likely than complete mixtures. The hyper-
parameter f4 is sampled from a symmetric Dirichlet distribution, 4 ~ Dirichlet(1), to not a priori bias the model to assume an unequal
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distribution of item types (or sizes) in the item pool. When the model is now presented with evidence, those hyperparameters are
flexibly updated and will reflect whatever the evidence suggests, e.g., 50 %, 73 %, 91 % or 100 % of items in a container are usually the
same. Thus, the model is naive to the experimenter-determined conditions of same and different but will learn them given sufficient
evidence. To model overhypothesis formation, we infer p(Y;) (referred to as p(Y) for simplicity below), the posterior distribution over
(a, B), given the observed items yi, drawn from the N evidence containers,

« / [1., (166 |, pp(c)p(B)de ®

estimated using the Metropolis-Hastings algorithm. Here we used 5 chains with 2000 samples and a burn in of 1000. Intuitively, an
overhypothesis that containers are mostly uniform in type (size) would be represented as a posterior distribution over a shifted towards
smaller values, while an overhypothesis that containers are mixed would be shifted towards larger values of « (see SI for how the
posterior distributions of a and § values change given different amounts of evidence).

Predicting the Content of the Test Buckets. To estimate the subject’s final choice, we first need to predict the type (size) of the
next (unseen) sample j from the new test container i + 1, given already known samples from this test container, -j (everything not j),
and the overhypotheses inferred from the evidence containers (see the previous paragraph). The probability for this next sample to be

of a certain type (and size) equals the predicted proportion of this type (size) in the new container. For a Dirichlet-Multinomial dis-
tribution,p(_yj‘:+1 \y’tl7 ,
seen items from this container and the hyperparameters a, #, has a simple closed form solution. Marginalizing over p(a, #|Y), the
posterior distribution over possible values of a and f, estimated from the evidence containers give us,

PO //

approximated by averaging p(y;*'|y";

a,p), the posterior predictive distribution for the type (size) of the next item in the container, given the previously

VY e B)pla. pIY)da, dp @
"1 a, ) across sampled values of p(a, §|Y) (see SI for predictions of the item distributions in
both test containers for different amounts of evidence).

Predicting the Choice of the Test Item. Given the distribution over possible next items from each test container, we would like to
predict the learner’s choices. We assume that learners are choosing which box to take the next item from based on the expected utility
of the next item from each container. As in Lucas et al. (2014), we assume that the utility of an item x is just the product of the utility of
its individual features. For simplicity, we assume that utility scales linearly with item size, sy, so that the utility of item x, isuy = s, ® 5,
where &, is the learner’s utility for one unit of item type t,. For example, if a high-value item has a baseline utility of 2, size 4 of this
item would have a utility of 8. The utility of a container is calculated by summing the utilities of each possible item, weighted by its
probability of being the next item. As in previous work (Lucas et al., 2014), we assume that learners become exponentially more likely
to choose a container i as its expected utility increases (Luce-Shepard choice rule; Luce, 1959; Shepard, 1957)

Ple=il) =5 ®

Inferring reward utilities. To compute the relative utilities of the different reward items, we used the previously performed
preference trials comparing different types of the same size, different sizes of the same type, and small items of high value with large
items of low value (only closed hands version, see Methods). For simplicity, we only included the categorical item types high-, medium-
and low-value for monkeys and high- and low-value for children. Following the preference inference model described in Lucas et al.,
(2014), we assume that learners choose items based on their relative utilities as in equation (3). We infer item type utilities u from
learner’s choices ¢, separately for each species, by computing the posterior probability p(c)xp(u)p(u), estimated using the Metropolis-
Hastings algorithm. For example, following Lucas et al. (2014), we assume that the type preferences § are normally distributed, with
u=0, and variance 6%=2 (however, the inferred preferences are robust to different values of 62). Here we used one chain with 10,000
samples and a burn in of 500 (see SI for how choice predictions differ giving varying strengths in preferences).

Reduced Level 1 Model. To achieve a richer data-to-model comparison and capture potential intermediate developmental or
evolutionary stages, we formulated in addition to a learner capable of Level 1 and Level 2 abstraction also a learner only capable of
Level 1 abstraction. For this lesioned model, we set a and f to fixed prior values, so that they were not updated by the evidence,
however, 6; values were still updated by the evidence. In other words, this model can update its representation of what is in a container
from previous items sampled from that container, but it cannot update its representation of what containers are like in general. Thus, as
all test samples were either high-value, size one or low-value, size five, predictions for the test buckets were created only considering
high- and low-value types of the sizes one and five.

Model Predictions. We inferred strong preferences for high- vs low-value items for both species (value difference between high-
and low-valued items: children: A0.88; monkeys: A1.20), confirming our empirical findings that these items vary significantly in
utility. We used each species’ item utilities, separately inferred from their preference task data, to make a priori choice predictions for
our experiment. Model predictions based on Level 2 abstraction (abstraction across containers) make clear contrasting choice pre-
dictions between the size and type conditions for both species after only one trial (one set of 3 evidence containers; Fig. 3A). Choice
predictions differ between species for monkeys as the inferred utilities for low and high-value items based on their reward preferences
are more extreme. After seeing up to 6 sets of evidence containers, predictions across subsequent trials for children get asymptotically
more extreme (Fig. 3C). These predictions confirm that the data provided to participants in our experiment is sufficient to induce a
strong overhypothesis and differential choice behavior in a learner capable of representing overhypotheses.
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Fig. 3. Results and model predictions for the main experiment. A: Model Predictions for a learner capable of Level 2 or Level 1 abstraction for the
choice for the sample from the box with the small, high-valued example item for capuchin monkeys and children. Model predictions are shown for
one trial with three evidence boxes. B: Empirical choices for the hidden sample from the container with the small, high-valued example item for both
species and conditions (mean across trials + SE). C: Children’s Level 2 model predictions and data (M + SE) over all six trials.

These predictions contrast with those of the lesioned model capable of only Level 1 abstraction, which instead of generalizing from
the evidence containers to the test containers, simply learns about the test containers only from the test samples. For this model, the
test container with the small, high-value item is the slightly preferred choice independent of condition (58-61 % in monkeys and
61-63 % in children, the small descriptive difference between the size and type condition stems from the circumstance that we used
three sizes in the size condtion (1,2 and 3) but 4 sizes in the type condition (1,2,4 and 5)). This bias resembles both species’ preference
for small, high-valued over large, low-valued items, as shown in the mixed comparisons of the preference testing. However, the
tendency to choose the next sample from the container with the small, high-values example item is less extreme than in the preference
testing, as the single example items in the test situation only have some predictive power regarding the item distributions in containers.

Finally, we consider a learner with no abstraction abilities. Such a learner cannot learn about the distribution of the items in a
container from previous samples. We predict that such a learner makes random choices independent of any evidence. Thus, the choice
rates for the sample from the container with the small, high-valued example item are expected to be at 50 % in both conditions.

2.3. Scoring and analysis

Preference Testing. In both species, we scored for every trial whether the participants chose the high-value item (based on our a
priori categorization, see SI) in the type comparisons, the large item in the size comparison and the high-value item in the mixed
comparisons. We compared performance to chance separately for each kind of comparison using two-sided t-tests.

Main Experiment. All analyses were performed in R (version 4.0.3, R Core Team, 2020). For both species, we measured in each trial
whether participants chose the hidden sample from the container with the small, high-valued example item. Whereas in the type
condition, subjects are expected to choose this option (to receive a high-valued item), in the size condition, they should choose the
alternative sample (to receive a large item). A second coder, blind to the purpose of the study, coded choices for 20 % of all monkey
sessions and 25 % of all child sessions, randomly chosen. Interrater agreement was excellent (monkeys: Cohen’s kappa = 0.98, p <
0.001; children: Cohen’s kappa = 0.94, p < 0.001). As for the food preference testing, all means and standard deviations are reported
as proportions of 1 to ease comparability between species.

Capuchin Monkeys. We used a t-test for dependent samples to compare the monkeys’ choices between conditions, as their data were
normally distributed (Shapiro-Wilk test). We also used one-sample t-tests to test their scores in both conditions against chance.
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Children. We used a t-test for independent samples to analyze children’s choices between conditions. Further, we investigated
whether children’s performance became more condition-specific over trials by testing the interaction of condition and trial number
using generalized linear mixed models (GLMM) with a binomial error structure. The models were fitted using the function glmer of the
Ime4 package (Bates et al., 2014). We used likelihood ratio tests to assess whether the interaction of condition and trial number, as well
as the two respective main effects improved the general fit of the model to the data by comparing models with and without these effects
(Dobson & Barnett, 2018). We included the variable of subject as a random effect. To analyze age effects in the child sample, we
conducted an ANOVA including the interaction of condition and age in days, to see if they make more condition-specific choices with
increasing age. Here we used the subsample of n = 67 children for which we knew the exact age.

To analyze children’s answers to the question at the end of the experiment, we correlated the overall performance for each child
with a question score. We assigned two points when children spontaneously answered the question “What do you think is in this
hand?” correctly (correct animal in the type condition; length of the sticker strip in the size condition). We also counted as correct if
they pointed to the correct example item. If children did not answer the question or provided a generic answer like “I don’t know”, we
scored one point if the second forced-choice question was answered correctly. If both questions were answered incorrectly, no points
were given. The correlation between the question score (ranging from 0 to 2) and the summed performance score (ranging from O to 6
correct trials) was performed using a Pearson moment correlation coefficient while controlling for age in years (pcor.test function in R;
Kim, 2015).

Model Fit. We compared the a priori model predictions for the model, including Level 2 abstraction, the lesioned model only
capable of Level 1 abstraction and a chance prediction (choice for each container at 50 %) to the children’s and capuchins’ choices for
the hidden sample from the container with the small, high-value example item. Therefore, we computed the log-likelihoods for the test
trials from each model. We used the differences in the Akaike Information Criterion (AIC) scores to compare the model predictions.
AAIC > 2 is generally considered strong support for the higher scoring model. For both species, AIC scores were first determined
separately for the type and the size condition before the summed scores for each model were compared. We compared the overall
performance in each condition to the model predictions for a single trial (with three evidence boxes). This assumes that children and
monkeys treated every trial as independent and did not accumulate evidence and overhypotheses over trials.

2.4. Results

2.4.1. Reward preference testing

In the type comparisons, both species significantly preferred high-value items over equally sized low-value alternatives (Monkeys:
M =0.86+0.12, t(16) = 11.78, p < 0.001; Children: (M = 0.94 & 0.18, t(79) = 22.33, p < 0.001). The monkeys further preferred the
least liked high-value item over equally sized pieces of medium-valued foods (M = 0.90 + 0.06, t(16) = 25.35, p < 0.001).” Both
groups also significantly preferred large over small items (Monkeys: M = 0.83 + 0.06, t(16) = 24.07, p < 0.001; Children: M = 0.83 +
0.32, t(79) = 9.11, p < 0.001). In the mixed comparisons both groups expressed a significant preference for the small, high-valued
items over the big, low-value option (Monkeys: M = 0.97 + 0.04, t(16) = 53.46, p < 0.001; Children: M = 0.93 + 0.17, t(57) =
18.88, p < 0.001; see SI for details).

2.4.2. Main experiment

Capuchin Monkeys. Monkeys were equally likely to choose the hidden sample from the container with the small high-value example
in both conditions (paired t(10) = 0.27, p = 0.79), with their choices being at chance level in the type (M = 0.52 £+ 0.06, t(10) = 1.10, p
=0.30) as well as size condition (M = 0.51 + 0.08, t(10) = 0.46, p = 0.65; see Fig. 3B). Unlike in the preference testing, 7/11 monkeys
expressed a side bias (same side in over 80 % of trials) regarding either the side of the experimenter’s hand or the side of the container.
They did not generally reach more frequently to the side of the small, high-valued test sample (M = 0.52; see SI for detailed results).

Children. Children chose the sample from the container with the small, high-value example item more often in the type condition
than the size condition (t(77.50) = -5.18, p < 0.001). When compared to chance, only the choices in the type condition were
significantly different (type: M = 0.71 + 0.24, t(39) = 5.70, p < 0.001; size: M = 0.45 + 0.22, t(39) = -1.45, p = 0.15). The GLMM
revealed no significant interaction between condition and trial number (xz(l) = 1.32, p = 0.25), showing that children’s choices in
different conditions did not diverge more over trials. When excluding the non-significant interaction, the GLMM confirmed the sig-
nificant effect of condition (Xz(l) =23.70, p < 0.001). As expected, the children were not, in general, more likely to choose the sample
from the container with the small, high-valued example over trials (Xz(l) =0.30, p = 0.58). We further examined whether the children
in the different conditions would make more differential, condition-specific choices with increasing age. The ANOVA revealed a
marginally significant interaction of condition and age in days (F(1) = 3.32; p = 0.07; Fig. 4A). As expected, children were not, in
general, more likely to choose the item from the small, high-valued container with increasing age (F(1) = 0.12; p = 0.73). Also, this
ANOVA confirmed the overall effect of condition (F(1) = 15.87; p < 0.001).

When asked to predict what is in the chosen experimenter’s hand after the last trial, 52.6 % of the children in the type but only one
child in the size condition (2.6 %) answered the question correctly (see SI for more detail). Of the children that did not answer the first

2 Some of this work has been published in the conference proceedings of CogSci 2019 (Felsche, E., Stevens, P., Volter, C. J., Buchsbaum, D., &
Seed, A.M. "Exploring the use of overhypotheses by children and capuchin monkeys." In CogSci, pp. 1731-1737. 2019). The earlier version contained
a few numerical errors which were corrected in this version of the paper. Further, we improved the computational model for the Level 1 formation.
None of the changes had an impact on the results or conclusions. This version is to be seen as the correct one.
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Fig. 4. A: Children’s mean number of choices for the item from the container with the small, high-value example item in each condition depending
on their age in months. B: Question Score for each participant given the number of correct choices during the main experiment (choice for container
with small, high-value item in the type condition; and for container with large, low-valued item in the size condition). Regression lines are added to
visualize correlations between the question score and the number of correct choices separately for the type and the size condition.

Fig. 5. Follow up evidence depicted with the materials used for children (left: type condition, right: size condition). Here, sticker strips of different
lengths equipped with a small magnet at the back were sampled from the boxes onto metal frames. Four items were sampled from each container
before the choice samples were retrieved, which the experimenter kept hidden in her hand (see Fig. 1).

question correctly about half gave the correct answer in the subsequent forced-choice question (size: 48.6 %, type: 53.3 %). There was
a significant correlation of the question score and the overall performance when controlling for age (r = 0.49, n = 74, p < 0.001).
Splitting up the data by condition, there was a significant correlation in the type (r = 0.63, n = 38, p < 0.001) but not in the size
condition (r = 0.04, n = 36, p = 0.81, see Fig. 4B).

2.5. Model comparison

Capuchin monkeys’ performance was best described by the random choice prediction, which fit their performance better than the
Level 2 model (AAIC = 344.37) and the Level 1 model (AAIC = 13.53). When comparing both Bayesian models, the Level 1 model was
superior to the Level 2 model in predicting the monkey data (AAIC = 330.84). The children’s results were best described by the
predictions for a learner capable of Level 2 overhypothesis formation. The Level 2 model predictions fit the empirical data better than
the Level 1 model predictions (AAIC = 7.12) and the random choice (AAIC = 21.97). Further, the Level 1 model predicted the data
better than a chance model (AAIC = 14.85).

2.6. Discussion

Overall, both the statistical results, as well as the comparison to the a priori predictions of a Bayesian model fit to children’s
preferences, indicate that children in our task were able to generalise at a second level of abstraction based on limited evidence.
Children’s choices in the type condition differed from their choices in the size condition, despite the evidence from the test containers
being the same in both cases. This reveals the influence of the condition-unique evidence on their choices. Interestingly, children’s
performance did not significantly improve over trials. This effect broadly matched the model predictions, which only showed a slight
change with more accumulating evidence. The marginally significant age effect suggests a possible improvement in abstract knowl-
edge formation over the late preschool years. When comparing the children’s performance in each condition to chance, they only made
unambiguously overhypothesis-conforming choices in the type but not in the size condition. Likewise, when asked in the last trial, they
could only verbally predict the identity of the chosen item in the type but not in the size condition. This condition imbalance was also to
some extent present in the Level 2 model predictions, suggesting that the difference in the preference data is in theory sufficient to
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explain this result. Nevertheless, the chance performance could indicate that children are either not able to form overhypotheses
regarding the size or quantity of items, or have a strong prior assumption that, in general, items in the world are sorted by type (see
General Discussion).

In contrast to children, the monkeys’ chance level performance in both conditions suggests that they did not learn abstract rules
regarding food distribution patterns across containers. This result is in line with previous negative results from experiments testing
monkeys’ abilities for abstraction and the notion that this ability is unique to humans (Penn et al., 2008) or great apes (Thompson &
Oden, 2000). However, we decided to further investigate the reasons behind the monkeys’ failure in this novel, training-free task
design. Their failure on the second level of abstraction could be due to an inability to form abstractions about containers in general
(Level 2 abstractions) or it could be rooted in a difficulty to infer the content distributions of each evidence container (Level 1
overhypotheses) based on the sampled evidence (even though in theory, both levels should be inferred simultaneously). Following the
model comparison, the monkey’s performance did not follow a learner capable of Level 1 abstraction but was purely random.
However, given the proximity of the two predictions (50 % chance and ~ 59 % Level 1) and the possibility of other limiting factors such
as sustained attention and required inhibition during the long sampling phase (Tecwyn et al., 2017), we conducted a second exper-
iment to better understand the factors underlying the monkeys’ choices.

3. Experiment 2: Abstraction within containers

Given the capuchin monkeys’ failure to form Level 2 abstractions in the first experiment, we were interested in their ability to form
Level 1 abstractions in a simplified task. Thus, we conducted a second experiment in which no generalization across containers, but
only generalizations from samples to hidden food populations inside containers and vice versa was required. This simplified procedure
moreover allowed us to test the generalization of the computational model to a second task and investigate the children’s bias for type
related rules further. Even though the ability for level 1 abstraction could be seen as a prerequisite to or at least a simpler form of the
ability to form level 2 abstraction investigated in experiment 1, we chose the potentially counterintuitive order of experiments on
purpose. Our aim in experiment 1 was to test a spontaneous ability for abstraction as shown by 9-month-old infants in Dewar and Xu
(2010), which should extend the literature for non-human primates that is heavily based on training-intensive RMTS tasks. Further,
research by Kroupin and Carey (2021) has shown that training on a first level of abstraction can have a strong influence on later
performance at higher levels of abstraction in human children and adults (see also Smirnova et al., 2015; Obozova et al., 2015 for birds’
positive results in RMTS after first level same/different matching to sample training).

In the second experiment, we presented monkeys and children with only two containers from which we sampled four evidence
items, respectively. Now the choice items were sampled directly from these containers, so no generalization to new containers (Level 2)
was required. However, participants forming abstractions at Level 1 would choose successfully according to the model predictions,
while those failing to form any abstractions would choose at chance.

3.1. Method

3.1.1. Participants

Participants were 47 4- to 5-year-old children recruited at two local museums in Toronto (Mage = 5.1 years £ 0.7, two children, one
4-year-old and one 5-year-old, did not provide a birthdate, 25 female (53 %); type condition: n = 24, 13 female (54 %), Mage = 5.0
years + 0.6, one 4-year-old with missing birthdate; size condition: n = 23, 12 female (52 %), Mage = 5.2 years + 0.9, one 5-year-old
with missing birthdate). Two additional children were excluded because they either ended the game early or due to experimenter
error. The total sample of capuchin monkeys consisted of 13 individuals (Mage = 7.38 + 4.7, 4 females (31 %)). Ten had previously
completed Experiment 1. Out of the 13 subjects, 9 completed both conditions, whereas two participated only in the size and two only in
the type condition.

3.1.2. Procedure, design and analysis

All sessions were video recorded. The procedure was similar to Experiment 1. This time only two containers were presented on the
table and four items were sampled from each (see Fig. 5). Subsequently, the experimenter extracted the two choice items directly from
these containers, kept them hidden in her hand and requested the participant to choose. In the size condition, the same four types of
items were drawn from both containers in a randomized order (two low and two high-value, for monkeys in 50 % of trials also two
medium-, one high- and one low-value). Crucially, one container yielded only small (size 1) and the other only big (size 5) items. The
hidden choice item was identical to one of the four types previously drawn from the container and of the same size as the other items
from that container. In the type condition, items of a uniform type in sizes 1, 2, 4, and 5 were drawn from each container. Here, one
container offered only low-valued and the other only high-valued items. The choice item was a randomly sized piece of the expected
type for this container. Per condition, monkeys received 3 sessions of 8 trials each in a blocked design with condition order coun-
terbalanced. The new sample of children received one session of 6 trials in a between-subjects design, beginning with a familiarization
and a preference testing of two size and two type comparisons.

A second coder, blind to the purpose of the study, coded choices for 21.2 % of all sessions, randomly chosen. Interrater agreement
was excellent for children (Cohen’s kappa = 0.97, p < 0.001) and monkeys (Cohen’s kappa = 0.94, p < 0.001). We measured the
number of correct choices in each condition. In the type condition, this refers to the number of trials in which the participants chose the
hidden item from the container with the high-valued example items. In the size condition, we counted the number of trials in which
participants chose the item from the container with the large example items. We compared the results to chance for each condition and
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species separately using one-sample t-tests in R. The children’s preference testing was analyzed using one-sample t-tests. To analyze
possible age and condition effects in the child sample we conducted an ANOVA with an interaction of condition and age in days using
the aov function in R. To analyze trial effects we followed the GLMM procedure of Experiment 1 and used the emtrends function of the
emmeans package (Lenth & Lenth, 2018) for post-hoc comparisons.

3.2. Computational model and predictions

We used the same computational model as in Experiment 1. However, as no abstraction across containers was needed, we only
calculated Level 1 predictions. Like participants, the model received no evidence other than the four samples from each test container.
All predictions were based solely on the types and sizes seen in the samples. Thus, the model considered only sizes 1 and 5 in the size
condition but sizes 1, 2, 4, and 5 in the type condition.

Further, mainly low and high-valued items were included in the analysis, except for the monkeys’ size condition, in which also
medium items were presented during the evidence and thus included. For both children and monkeys the model capable of Level 1
abstraction tailored to the species’ preferences predicted above chance performance in both conditions after only one set of evidence
(see Fig. 6). Due to the stronger type compared to size preferences, the performance in the type condition was predicted to be slightly
better than that in the size condition. Monkeys’ predictions were more extreme than that of children due to their stronger inferred
preferences.

3.3. Results, model comparison and Discussion

As in Experiment 1, the monkeys performed at chance level in both conditions (type: M = 0.50 + 0.04, t(10) = 0.32, p = 0.76; size:
M = 0.50 + 0.02, t(10) = 0.56, p = 0.59) with only minimal individual variation due to the susceptibility for side biases.

In the preference testing, children significantly preferred animal over shape stickers (M = 0.89 + 0.23, t(46) = 11.65, p < 0.001)
and larger strips of stickers over smaller ones (M = 0.83 + 0.28, t(46) = 8.04, p < 0.001). As these values are close to those obtained in
the first study, we used the same inferred reward utilities for the model predictions.

In the main trials of Experiment 2, children performed significantly above chance in the type condition (M = 0.74 + 0.21, t(23) =
5.41, p < 0.001) but not in the size condition (M = 0.55 + 0.20, t(22) = 1.19, p = 0.25). A two-way ANOVA of condition by age in days
showed that the interaction of age and condition was not significant (F(1) = 1.19; p = 0.28). Further, there was no significant effect of
age across conditions (F(1) = 2.77; p = 0.10) but a significant effect of condition (F(1) = 8.44; p = 0.006) with better performance in
the type compared to the size condition (see Fig. 6). Children’s performance showed a significant trial by condition interaction (3*(1)
= 5.59, p = 0.018). The post-hoc analysis revealed that the slopes over trials significantly differed between conditions (p = 0.02).
However, neither the improvement over trials in the type condition (slope = 0.21, 95 % CI [-0.02, 0.43]) nor the slightly negative slope
in the size condition (slope = -0.16, 95 % CI [-0.36, 0.05]) were significant. As in the previous analyses the condition factor improved
model fit (Xz(l) = 8.84, p = 0.003) but there was no main effect of trial (Xz(l) = 0.06, p = 0.94).

When comparing the fit of the Level 1 model and of the chance prediction, the monkeys’ performance was far better described by a
random choice between the sample items than by the model (AAIC = 454.02). Interestingly, the same is true for the children’s results,
albeit with a smaller but meaningful advantage for the chance prediction (AAIC = 6.38). This result originates from children’s poor
performance in the size condition in which they performed at chance level. When comparing the fit of the Level 1 model versus the
chance predictions for the type condition only, a better fit by the Level 1 model predictions is revealed (AAIC = 20.99). However, for
the size condition the chance prediction fits the children’s behavior better than the Level 1 model (AAIC = 27.37). These results show
that children’s ability to optimize their behavior based on formed overhypothesis seems to be influenced by the dimension within
which a general pattern can be detected. Whether this condition difference originates from an inability to form abstraction across some
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Fig. 6. Model predictions (A) and empirical results (B, M =+ SE) for the correct choices of children and monkeys in the type (high-value item) and
size (large item) condition.
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dimensions or whether it results from motivational causes cannot be determined with the current evidence (see General Discussion).
The capuchin monkeys in our study did not show evidence of spontaneous abstraction at any level. This is in line with previous results
showing that monkeys only succeed after long training regimes even in same-different matching to sample tasks based on first-level
abstraction (see General Discussion). Furthermore, neither species’ data supports a strategy based on learning an association over trials
between the boxes and less or more preferred items.

4. General Discussion

Over the course of two experiments, we investigated whether or not children and capuchin monkeys formed abstract rules given
limited evidence by comparing their performance to the predictions of the Kemp et al. (2007) overhypothesis model. None of the
capuchin monkeys showed the pattern predicted for a learner capable of forming abstract rules along the item size or type dimensions.
In contrast, children in Experiment 1 treated the same test evidence differently when they had previously experienced that items were
sorted by size or type. Their performance was well characterized by the predictions of a hierarchical Bayesian model capable of second
level abstraction, fit to their species-specific reward preferences. This suggests that, in contrast to the capuchin monkeys, children
formed overhypotheses at a second level of abstraction.

The monkeys tested with this paradigm did not show evidence of abstraction at the first level (from samples to hidden food
populations in containers) nor the second level (across containers). These results are in line with low success rates achieved after long
training regimes in previous studies on abstract concept formation and analogical reasoning in capuchin monkeys (e.g., Kennedy &
Fragaszy, 2008; Thompson et al., 2016; Truppa et al., 2011; Wright et al., 2003). Our study extends previous findings with non-human
animals to a novel, more ecologically valid task design based on abstract rules about the actual reward items presented in a sampling
procedure. Related to the research on abstract patterns, our results also fit in with the picture found in studies using hierarchical
stimuli. Here, previous research has shown that adult humans dominantly process stimuli on a global level (at least in some cultures; e.
g., Navon, 1977; Oishi et al., 2014), whereas monkeys focus more on local features when confronted with hierarchical stimuli (e.g., a
large square composed of small triangles; De Lillo et al., 2005; Fagot & Deruelle, 1997; Hopkins & Washburn, 2002). Thus, it is possible
that during the evidence presentation, our monkeys failed to see the broader picture of, for example, “large — medium - small” but
rather focused on the individual food items which naturally have a high salience to animals (see Fagot & Parron, 2010; Hochmann
et al., 2017 for similar explanations of RMTS performance).

We can rule out some other possible explanations for monkeys’ failure. Monkeys did not show a preference for the side exhibiting
the small, high-value example item, which shows some understanding of the procedure as they were not simply trying to acquire the
high-value test samples. Further, the sample was sufficient to detect significant food preferences, suggesting that the negative result
was also not a sample size limitation and that the monkeys were, in principle, capable of making informed choices between food
rewards hidden in the experimenter’s hands. One could argue that the ABAB within-subject design in monkeys compared to the
between-subject design in children potentially made abstract knowledge formation more difficult due to the switching between
conditions. However, subjects’ choices were not different from chance in either the first or the second block of either condition.
Moreover, monkeys received more trials in each of the four blocks (12) than children in their single session (6). In contrast to children,
monkeys only received three trials per session and experienced a gap of a few hours up to a few days between sessions. This break could
perhaps have had a negative effect on their learning and evidence accumulation. However, both species’ performance did not show any
meaningful improvement over time, and the model comparison was not based on learning but assumed independent trials. While we
manipulated the number of stickers on a strip in the size condition for children, monkeys saw a variation in the actual size of the food
items. Both manipulations yielded clear results in the preference testing which shows that they were meaningful for the respective
species. Thus it is unlikely that they have contributed to a species difference in performance. Nevertheless, there are many possible
explanations for the monkey’s chance level performance and their lack of fit to the predictions of overhypotheses-formation from a
HBM. It is possible that the monkeys do not possess the ability to form abstract representations of same/uniform and different/mixed.
Research on statistical inference (Eckert et al., 2018; Eckert et al., 2017; Rakoczy et al., 2014; Tecwyn et al., 2017) suggests that non-
human primates are able to differentiate between various compositions of populations but it does not answer whether they also have
an abstract representation of those compositions. Kroupin and Carey (2021) argue that even the gradual success of some non-human
individuals in training-intensive RMTS tasks proofs they have the necessary abstract representational capacities, even if some authors
promoting the lower-level perceptual account argue the contrary (e.g., Penn et al., 2008).

Still, it remains possible that other task demands inherent in the sampling procedure masked monkeys’ abstract reasoning abilities.
Capuchin monkeys and non-human great apes can infer the identity of a hidden item sampled from a visible population (Eckert et al.,
2018; Eckert et al., 2017; Rakoczy et al., 2014; Tecwyn et al., 2017). However, despite performing above chance, the capuchin
monkeys in Tecwyn et al., 2017 only chose correctly in 61 % of trials with uniform item populations (high vs low value) and 40 % of
participants developed a side bias when choosing hidden samples from mixed populations. Tecwyn et al. (2017) suggested that
additional cognitive demands, including object permanence, short-term memory and inhibitory control entailed in sampling para-
digms, could contribute to the frequent appearance of side biases.

Future work could explore abstract reasoning with reduced task demands, e.g., allowing the participants to sample items them-
selves or touch the containers directly to indicate their choice. Further, one could explore the possibility of presenting monkeys (as the
children here) only with two distinct reward categories of high and low-valued items, leaving out the medium category. Nevertheless,
the novel approach taken here, in which participants do not need to be trained to make arbitrary judgments about abstract relations but
simply need to secure the best rewards, is a promising avenue for future research. The findings from children provide evidence for
abstract knowledge formation in 4- to 5-year-olds using Goodman’s (1955) overhypothesis approach. The success following a small
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amount of data with little improvement over trials was in line with the model predictions and further shows the speed of over-
hypothesis acquisition. The results further bridge a gap to the successful looking-time performance of infants in Dewar and Xu's (2010)
study, as they show that older pre-schoolers master a highly similar choice paradigm on abstract rule formation from minimal sampled
evidence. The marginally significant developmental improvement in our task between the ages of 4 and 5 is similar to that found in
other studies using an RMTS paradigm (Christie & Gentner, 2014; Hochmann et al., 2017; Hoyos, Shao, & Gentner, 2016). However, it
is unclear whether this potential developmental finding results from an improvement in abstraction abilities over time or older
children are more able to handle other task demands (e.g., we found no age effect in the simplified second experiment). This
overhypothesis-centered approach with limited verbal scaffolding and potentially reduced task demands could be extended to toddlers
to bridge the gap across ontogeny.

Interestingly, children in both experiments performed above chance in the type condition but chose seemingly at random between
the two hidden strips of stickers when presented with evidence according to a “containers are sorted by size” rule. The model predicts
this imbalance between conditions to a certain extent, and the preference testing revealed slightly less extreme choices for the size
compared to the type dimension. This is also emphasized by the mixed comparisons, in which a small, high-valued item is preferred
over a larger but lower-valued item (as in monkeys). Thus, it could be that due to the task design or intrinsic preferences, children were
less interested in or less focused on the size dimension, especially when the items simultaneously vary along both size and type di-
mensions. Thus, they may have focused on the fact that the containers in the size condition contained items that were a random
mixture of types, which resulted in a random choice between containers. Further, it is possible that a strong prior bias for sorting items
by their type over other dimensions contributed to the performance imbalance in the pre-schoolers. This bias could result from
everyday experience that in general things in the world are mostly sorted by type and not size e.g., in grocery stores, on fruit trees or on
toy shelves. Previous research based on hierarchical Bayesian models has shown how varying prior knowledge can influence the
inferences children draw from experimental evidence (see Gopnik & Wellman, 2012 for a review). Given the variety of explanations for
the condition difference, a closer investigation of children’s ability for generalization along various object features in combination with
manipulation of prior experience would be desirable. In addition, one could also vary the experimental protocol to look beyond fully
uniform vs fully mixed distributions and introduce other distributions (e.g., 80:20, 60:40) to see if children’s abstractions were ab-
solute or more graded. Our studies’ main aim was not to directly compare children and monkeys. Rather, we wanted to establish a
novel and ecologically valid way of examining abstract reasoning performance that is suitable for participant groups that have pre-
viously failed the RMTS task. Nevertheless, the computational approach we applied in this study greatly improved the comparability of
species and precisely formalized otherwise vague verbal predictions. In our study, we did not directly compare the species’ perfor-
mances due to the mostly inevitable differences in methodology (e.g., trial number; within & between-subject design, reward type).
Instead, we compared each species’ performance to a computational model that was tailored to each group’s features (e.g., the number
of reward value categories: high, medium, low vs high & low only) and the reward preferences established in previous preference
testing. Only then did we descriptively compare the model fit of each species’s performance. This way, species differences in meth-
odology become less relevant for the comparison.

Despite many advantages, our implementation of the modeling approach to the current, novel context is limited by a lack of
established guidelines. For example, while the modeling approach reduces subjectivity and experimenter bias, some parameters like
the hypothesis space, the priors and the translation of the posterior predictions to behavior are chosen by the experimenter (Jones &
Love, 2011). We used a choice rule previously established in child research (Lucas et al., 2014) and set the priors to be the most flexible
and adaptive to the evidence. However, whether the choice rule also matches the monkey’s decision-making process and whether a
more biased prior towards uniform type distributions would have better captured the children’s prior experiences remain questions for
future research. As with most models, the HBM approach does not necessarily aim to represent the precise and exhaustive biological
processes taking part in solving this task and lacks an explanation for how exactly new layers of abstraction are represented.
Nevertheless, this approach has successfully described children’s and adults’ behavior in multiple instances (e.g. Griffiths et al., 2011;
Lucas et al., 2014). This is thus a step forward in examining the influence of certain factors on the behavior of humans and potentially
other species. Future studies could explore this approach further by comparing the Bayesian approach to connectionist and other
computational models. Further, future endeavors should explore the reasons for failure to form overhypotheses in more detail. By
assessing the prior assumptions of participants, and manipulating various aspects of the evidence presented, one could potentially
differentiate whether e.g., a strong prior for certain overhypotheses rendered the evidence less effective or whether participants are
better in forming overhypotheses over some dimensions than others.

In summary, we conducted the first direct test of the hierarchical Bayesian approach to overhypothesis formation described by
Kemp et al., 2007 in children and non-human animals. We extended it to make choice predictions based on inferred item utilities. We
have shown that this approach is a promising model for how children can form generalizations from sparse evidence. In addition, we
extended the current literature on abstract knowledge formation in non-human animals to a novel, training-free, more ecologically
valid task design in which food rewards are the subject of the targeted abstract patterns. Further application of extended computational
models to empirical data of overhypothesis formation is desirable to understand its development over early childhood and to promote
the understanding of possible species differences.
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