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The dominant component of matter in the universe, referred to as dark matter, cannot

be explained by the standard model of particle physics. A leading candidate for dark matter

is the weakly interacting massive particle (WIMP). The WIMP theory is well motivated

by several extensions of the standard model, and has been tested directly in the laboratory

over the last 30 years.

The Large Underground Xenon (LUX) experiment seeks to identify the signatures of

WIMP interactions with baryonic matter. LUX measures particle interactions at the keV

level by the detection of single-photon signals in a 250 kg Xe target mass. The LUX detector

inner fiducial region is the lowest measured background particle detector in the world at

keV energies, with background rates at the level of 10−3 counts keV−1 kg−1 day−1. Low

background rates are essential for identifying WIMP interactions in the detector, which

occur with frequencies <1 kg−1 (5 years)−1.

LUX completed its first low-background science run at the Sanford Underground Re-

search Facility in August 2013. WIMP search results are reported from an 85 live day anal-

ysis. The experiment places the tightest constraint on WIMP spin-independent interaction

cross-sections to date. Results from LUX also exclude several potential dark matter signal

claims from other direct detection experiments, for WIMP masses in the range 6–15 GeV.

The LUX result is the product of low detector background rates and high photon signal

collection efficiency.

Analysis of the first WIMP search data has provided direct characterization of low-

energy backgrounds in LUX. Measured background rates were found to be in agreement with

expectations based on models of detector material radioactivity. The data also provides the

first measurements of intrinsic radioactive contaminants in the detector, including short-

lived cosmogenic Xe radioisotopes. I will describe the LUX background model, detailing

work which was used in the design and early performance projections of the LUX detector,

as well as background measurements which constrain and support the model.
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superposed. Y-axis units are corrected from [m−1] to [cm−1] from the orig-

inal paper after correspondance with the author. (b) Calculated absorption

lengths for scintillation photons using the spectra from (a). Absorption as a

function of distance is shown over five orders of magnitude of H2O concen-

tration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.4 Illustration of the angular dependence of PMT QE. The apparent photocath-

ode thickness is enhanced by �/δ=1/cos(θ), where θ is the angle of incidence

relative to the photocathode normal. Given a probability T of the photon

transmitting through the layer at 0◦ incidence, the probability of photon

transmission through the layer at angle θ is T (θ) = T
�/δ
0 = T

1/ cos(θ)
0 . . . . 63

3.5 PMT QE vs. photon angle of incidence θ for the Hamamatsu R550 PMT

[124]. The angle θ is defined relative to the PMT face normal. (a) Hamamatsu

test data. Data was collected by rotating a test PMT through a wide 600 nm

beam. Figure is taken from Ref. [121]. (b) Best-fit analytic curve given

by Eq. 3.2, multiplied by cos (θ) and window reflection terms (red dashed).

Hamamatsu data (blue) is averaged about θ = 0◦. Best-fit results yield a

value of Ploss,0 = 26%. Shown for comparison is a cos (θ) dependence curve

(black dashed), corresponding to QE independent of incidence angle. . . . 64
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3.6 Angular dependence (with respect to PMT face normal) of R8778 QE, cal-

culated from Eq. 3.2. QEsim(0◦) is set to the standard LUX R8778 value of

35%. Ploss,0 is varied over the full allowed range of values, 0–65%. . . . . 64

3.7 Illustration of variation in light collection for top and bottom PMT arrays

(black squares) with increasing event height. Light reaching the PMT arrays

is shown in green. Light which escapes from the detector is shown in blue.

Light reaching the PTFE reflector is shown in red. . . . . . . . . . . . . . 66

3.8 Ai distribution for XENON10 R8520 PMTs, estimated using relative sensi-

tivity measurements from [123]. Values are used for calculation of simulation

scaling factors in Eq. 3.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.9 Five closest simulation matches to XENON10 light collection data, and cor-

responding simulation reflectance parameters. The X axis is given in units of

height (labeled H, corresponding to Z in Sec. 3.2.1). H = 0 mm corresponds

to the liquid Xe surface. Upward (downward) arrows correspond to light

collection at the top (bottom) PMT array. Measured data is taken from the

homogeneous 131mXe 164 keVee line. Simulation data is shown with best-fit

arbitrary scaling, before scaling with Eq. 3.4. . . . . . . . . . . . . . . . . 69

3.10 χ
2 probability distributions for XENON10 data matching in RPTFE-Rgrid

space, using fixed optical parameters from Sec. 3.1. Color values are the

χ
2
/DOF p value in percentage units. (a) Distribution for arbitrary simulation

scaling, matching only the slopes and relative separations of the top and

bottom PMT array G curves. (b) Distribution using Eq. 3.4 to calculate the

absolute simulation scaling factors. . . . . . . . . . . . . . . . . . . . . . . 70

3.11 Geometric collection efficiency G as a function of height for varying photon

absorption length λa (labeled in the plot as λabs). Curves with high (low)

collection efficiency at Z = 10 mm correspond to collection at the bottom

(top) PMT array. The expected value of λa is �2 m. All XENON10 data

fitting attempts use λa → ∞. The simulation which begets the curves holds

reflectivity values constant at RPTFE = 100%, Rgrid = 45%. . . . . . . . . 71

xxx



3.12 LUX geometric collection efficiency as a function of RPTFE,liq. Curves are

shown for low and high values of Rgrid. Separate curves are also shown for

RPTFE,gas values of 0% (down-pointing triangles) and 100% (up-pointing

triangles). RPTFE,gas has been independently measured at 65%. (a) Results

from using a point source for photon emission, located in the center of the

active region. (b) Results from using a cylindrical emission volume occupying

the entire drift region. No significant change is seen between the two different

emission geometries in (a) and (b). . . . . . . . . . . . . . . . . . . . . . . 73

3.13 Simulated LUX light collection for 122 keVee energy depositions (zero field).

Results are identical for point source and full drift emission geometries. G

is calculated from LUXSim Monte Carlo. Scaling to phe/keVee is performed

using Eq. 3.3 with the measured average LUX PMT D value. . . . . . . . 74

3.14 Geometric collection efficiency as a function of PTFE reflectivity in liquid

Xe, using a pure specular reflection model. Curves are the same as described

for Fig. 3.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.15 Photon angle-of-incidence distributions at the PMT photocathode. θ is de-

fined with respect to PMT face normal. Separate curves are shown for low

and high PTFE reflectivity datasets; no significant change in slope is seen.

Curves are also shown separately for top and bottom PMTs. Photocathodes

are modeled as quartz, to avoid reflection effects between the quartz and

photocathode volumes. The spectrum is used in estimates for corrections

to light collection curves, calculated in Sec. 3.1.7.1. Cutoffs in the angular

spectra for the top PMT array result from the mismatch between the gas Xe

and PMT windows (n = 1.6). . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.16 Relative gain in LUX light collection as a function of Ploss,0 for constant

RPTFE,liq and RPTFE,gas. The spectrum of photon incidence angles is not

significantly affected by varying reflectivities, as shown in Fig. 3.15. The

curve is calculated using the angular spectrum from Fig. 3.15 as input for

Eq. 3.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
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4.1 LUX NR calibration strategy using a monoenergetic D-D neutron source and

long air conduit for neutron beam collimation. The vector of the conduit

is used in combination with the scatter vertex positions in the detector to

reconstruct the neutron scattering angle. The corresponding energy is cor-

related with the detected signals, providing direct NR energy calibration in

LUX. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.2 (Top) The fully assembled neutron conduit in the LUX water tank. The PVC

body measures 377 cm end-to-end, with 4.9 cm inner diameter. A stainless

steel T-bar is used for ballast. Stainless steel hose clamps secure the pipe to

the ballast in three locations to prevent bowing. Stainless steel wire connects

the tube to winches at the top of the water tank, allowing operators to raise

and lower the conduit during calibration operations. (Bottom Left) The

1 m prototype tube, used to test sealing, ballast and suspension techniques.

The tube is immersed in the 1.8 m height water tank at Brown University.

(Bottom Right) The DD-108M neutron generator, during initial testing at

Brown. The generator head is located in the middle of the tee, in line with

the turbopump. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.3 Neutron energy spectrum at the active region boundary, for neutrons with

initial energy 2.45 MeV launched isotropically from the neutron generator

and arriving at the active region through the 5 cm diameter air conduit

spanning the water tank. The energy spectrum for all neutrons is shown in

black. Applied cuts are (red) an EM veto cut which removes all events with

any EM deposition in the active region, (magenta) a position cut requiring

the neutron to enter the active region in a 2.5 cm radius circle centered at

the axis of the vacuum conduit, and (blue) both cuts combined. The cuts

are described in detail in Sec. 4.3.3. . . . . . . . . . . . . . . . . . . . . . . 85
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4.4 Radial distribution at the active region boundary, for neutrons with initial

energy 2.45 MeV launched isotropically from the neutron generator and arriv-

ing at the active region through the 5 cm diameter air conduit spanning the

water tank. Energy cuts are applied showing all events (black), E > 1 MeV

(red), E > 1.5 MeV (magenta), E > 2 MeV (green), and E � 2.45 MeV (blue),

showing the dramatic clustering effect for full-energy neutrons in the line of

the conduit. This effect allows for a large improvement in signal-to-noise by

using a basic position cut on one of the scattering vertices. . . . . . . . . 86

4.5 Energy deposited as a function of scattering angle for double-scatter events,

after application of the EM veto cut. The distribution is shown (a) before and

(b) after applying the position cut. The full-energy peak is sharpened by the

position cut, sharpening the correlation between NR energy and measured

scattering angle. Cut definitions are given in Sec. 4.3.3. . . . . . . . . . . 90

4.6 Energy spectrum for scatters at (a) 10◦–12◦ (0.5–0.8 keVnr), (b) 30◦–32◦

(4.9–5.4 keVnr), and (c) 75◦–77◦ (27.4–28.6 keVnr), with and without the

position cut applied, for double-scatter events. Angle-energy relationship

assumes T = 2.45 MeV. The vertex nearest the conduit axis is selected as the

first vertex, with the other vertex assumed to be the second. The position cut

selects neutrons which have not lost energy before entering the active region,

precisely fixing the energy-angle relationship. Cut definitions are given in

Sec. 4.3.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.7 Neutron scatter multiplicity, before application of quality cuts listed in Sec. 4.3.3.

The total fraction of useful events (N=2–4 scatters) is 31%. 16% of events are

single-scatters, which can be used for Monte Carlo comparisons as a separate

Leff measurement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.8 Penetration distance of full-energy neutrons (T > 2.3 MeV) into the active

region. Penetration distance is defined as the distance from the active region

outer boundary (aligned with the conduit central axis) to the first scattering

vertex. The exponential slope is 12 cm, agreeing with the 6 b cross-section

for 2.45 MeV neutrons in Xe [132]. . . . . . . . . . . . . . . . . . . . . . . 93
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5.1 Gamma Compton scattering spectra for γ energies 122 keV (black), 356 keV

(red), 662 keV (green), 1200 keV (blue), and 2600 keV (cyan). Spectra are

calculated by the Klein-Nishina equation (Eq. 5.2). . . . . . . . . . . . . . 100

5.2 Probabilities PC (d,Eγ) (solid), Pn (d,Eγ) (dashed) and PBG (d,Eγ) (dot-

ted), plotted as a function of γ path length d for three typical γ energies.

Probabilities are calculated from Eq. 5.3, 5.4 and 5.6, respectively. . . . . 100

5.3 (a) Distribution of scatters in the active region of a toy detector of 24 cm

radius and 55 cm height, calculated for a 1 MeV isotropic γ source spread

uniformly in area at the bottom of the detector. The calculation uses Eq. 5.8.

Maximum source radius is 24 cm. (b) Analytic prediction for the 238U back-

ground scaling factor as a function of detector position, calculated using

Eq. 5.8 and the same geometry as in (a). Units are log10(�DRUee mBq−1). 101

5.4 Simulation spectra providing the best fit to observed high-energy γ peaks in

data. The summed γ spectra in the 250 kg fiducial volume are shown for

the top (red), bottom (blue), and side (green) radioisotopes, including 238U,

232Th, 40K, and 60Co. Spectra corresponding to 127Xe (yellow), 222Rn (gray)

and 85Kr (magenta) are also included. The 127Xe spectrum normalization

comes from measurements of 375 keV peak size during the WIMP search run

(Sec. 8.4). The 214Pb (222Rn) normalization is 8 mBq in the active region.

The 85Kr normalization is 3.5 ppt natKr/Xe and 20 ppt 85Kr/natKr. . . . 104

5.5 Simulated low-energy event rate from best-fit γ backgrounds, as a function

of position in the detector. Simulation uses LUXSim Monte Carlo results for

238U, 232Th, 40K, and 60Co, with decay rates in different detector regions as

listed in Table 5.1. Simulation uses energy range 0–50 keVee (flat spectrum,

normalized per keVee with DRU units). . . . . . . . . . . . . . . . . . . . 106

5.6 Energy deposition spectra from activated Xe isotopes. Spectra are shown for

127Xe (cyan), 129mXe (green), 131mXe (red), and 133Xe (dark blue). Decays

are simualted inside a 100 kg cylindrical fiducial. . . . . . . . . . . . . . . 110

xxxiv



5.7 Decay scheme for 127Xe. Scheme taken from [136]. Gamma decays are indi-

cated at each of the arrows, along with their branching ratios and correspond-

ing nuclear transitions. Internal conversion electrons comprise the fraction of

de-excitations unaccounted for by γ emission in the diagram. The electrons

generate an ER deposition at the original decay site. Of particular interest

is the highlighted path in red, whereby the 127I nucleus de-excites through

emission of a single 375 keV γ. The undetected escape of this γ from the ac-

tive region allows a naked EM cascade after 127Xe electron capture, leading

to a low-energy ER signature. . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.8 Decay schemes for (a) 129mXe, (b) 131mXe, and (c) 133Xe. Schemes are taken

from [136]. Decay scheme for 127Xe, and general details on decay schemes,

are given in Fig. 5.7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.9 LUXSim Monte Carlo simulation of naked x-ray rates from 127Xe decay, as

a function of position in the active region. Rate includes all x-ray events,

including the 35 keV x-ray. Rate is normalized per unit mass and per decay. 113

5.10 Decay chain for 222Rn. The chain is bounded at the lower end due to the

very long (22 year) half-life of 210Pb. . . . . . . . . . . . . . . . . . . . . . 114

5.11 Energy deposition spectrum in the 100 kg cylindrical fiducial volume from

222Rn isotope decays. Isotopes shown are 222Rn (red), 218Po (green), 214Pb

(cyan), 214Bi (dark blue), and 214Po (magenta). Spectrum includes deposition

by γ rays, electrons, and α particles. Absolute energy deposition is shown,

not translated to keVee. Alpha energy depositions are quenched relative to

γ or electron depositions, and an energy reconstruction based on electron-

equivalent scaling would shift the α peak energies by a factor of ×0.75 [139]. 115

5.12 Energy spectrum in the 100 kg cylindrical fiducial volume from all summed

222Rn isotope decays. The 214Bi contribution is suppressed by 88% due to

the inclusion of a time correlation cut, requiring events to occur >1 ms apart.

Only γ and electron contributions to the energy spectrum are shown. The

222Rn chain is assumed to be in equilibrium. . . . . . . . . . . . . . . . . . 115

5.13 Decay scheme for 85Kr. Scheme details are given in Fig. 5.7. . . . . . . . . 116
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5.14 Two-neutrino double β decay spectrum for 136Xe (black), shown in compari-

son with 214Pb (blue) and 85Kr (green) intrisic background sources in LUX.

Also shown is the ER background rate from p-p solar neutrino scattering

(red), discussed in Sec. 5.7 [76]. The 136Xe lifetime is 2.1× 1021 years, taken

from measurements by the EXO experiment [73]. The detailed low-energy

spectrum is adapted from the projected 1022 year lifetime curve in [77]. . 117

5.15 Qualitative representation of a gamma-X event. (Left) A γ scatters multiple

times in the active region, with a single vertex in the drift region (small blue)

and one or more vertices under the cathode (red). The resulting signal is

shown at right as a function of time. The measured S1 signal is a composite

signal from all vertices. Ionization is not collected from the vertices under the

cathode. The resulting event has a single S2 which has a contribution only

from the drift region vertex (large blue). (Right) The resulting waveform

with detected S1 and S2 signals (black dashed). Shown are the contributions

from the drift region vertex (blue) and RFR vertex (red). The reduced S2/S1

ratio for the event greatly lowers discrimination efficiency. . . . . . . . . . 119

5.16 Analytic calculation of the ER event distribution in S2/S1 vs energy from

Eq. 5.10 and 5.11, assuming αUC/αDR = 1. A flat energy deposition spec-

trum is assumed, appropriate to low-energy scatters. The nominal S2/S1

band location is at log10(S2/S1)=0 (black band). Variation in S2/S1 due to

recombination fluctuations is not accounted for (i.e. the nominal band has 0

width in S2/S1). Density scale is normalized such that the sum of the bins

is 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
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5.17 Gamma-X event rate in LUX from bottom PMT array radioactivity, with

contributions from 238U, 232Th, 40K, and 60Co. Rates are normalized us-

ing PMT counting data in Table 7.3. Events consist of a scattering vertex

in the drift region which passes the simulation single-scatter cut, combined

with an energy deposition underneath the cathode. Energy depositions are

convolved with light collection maps. The light collection maps account for

geometric photon collection efficiency and variation in absolute photon yield

with electric field magnitude. Histograms correspond to all gamma-X events

(black), and events where the drift region vertex is found within a cylindri-

cal fiducial volume of R < 18.3 cm, �Z < 32 cm, centered in the middle

of the active region (red). The fiducial rate is fit with the linear function

y =
�
9× 10−6 cts keVee

2 day−1
�
· E. . . . . . . . . . . . . . . . . . . . . . 124

5.18 Integrated WIMP-like gamma-X event rate in LUX in the 100 kg fiducial

volume described in Fig. 5.17, as a function of WIMP search window energy

bounds. The curve integrates the linear fit to simulation results in Fig. 5.17.

Discrimination of gamma-X events is not included. The LUX WIMP search

energy range from Run 3, 0.9–5.3 keVee, is marked with the black circle. . 125

5.19 Gamma-X spatial distribution in the detector, for (a) all gamma-X events

and (b) gamma-X events with the drift region vertex falling inside the fiducial

volume. The plots simulaneously display the locations of the drift region and

under-cathode vertices for all events. . . . . . . . . . . . . . . . . . . . . 125

5.20 Neutrino scattering rates in liquid Xe. (a) ER scattering spectrum. Spectra

are shown for neutrinos generated from p-p solar fusion (cyan) [76] and 7Be(e-

,ν)7Li solar reactions (green) [77]. (b) NR scattering spectrum. Spectra

are shown for neutrinos generated from 8B solar decays, where the energy

spectrum is convolved with an analytic Xe TPC Monte Carlo to estimate

energy resolution (red) [147], proton-3He solar collisions (blue), cosmic ray

interactions in the upper atmosphere (magenta), and supernovae (green).

Data is taken from [146]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
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5.21 Fiducial shape optimization studies, based on projections for γ backgrounds

from positive screening measurements. Event rates are shown as a function of

radius and height in units of log10(DRUee). Events are reflected across the Y

axis with Poisson fluctuation in simulation statistics in order to aid the eye.

Two cylindrical fiducial volumes are overlaid in red and green. An optimized

ellipsoid shape is drawn in cyan. The unconstrained optimized shape, based

on ordering mass bins by activity, is drawn in black. . . . . . . . . . . . . 134

5.22 Distributions in photon (nph) and electron (ne) yields for (a) 1 keVee and (b)

5 keVee electrons. Distributions are calculated by NEST (v0.99β) / LUXSim.

An electric field of 182 V cm−1 is used, the same as that for the 85 day LUX

WIMP search run. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.23 Distributions in S1 and S2 using NEST (v0.99β), for both background sources

with flat energy spectra, and 127Xe 1 keVee and 5 keVee x-ray peaks. (a)

(S1,S2) distribution from a flat background spectrum. (b) (S1,S2) distribu-

tion for 127Xe. (c) (S1,S2/S1) distribution from a flat background spectrum.

(d) (S1,S2/S1) distribution for 127Xe. The models are folded into energy

deposition-only studies for direct comparison of simulation with measured

low-energy spectra. S2/S1 widths predicted by NEST (v0.99β) are wider by

30% than observed widths in LUX data. . . . . . . . . . . . . . . . . . . . 138

6.1 The decay chain for 238U. The decay chain is broken into three sub-chains: the

238U early sub-chain, the 226Ra sub-chain, and the 210Pb sub-chain. Isotopes

are shown with their half-lives and probability for α or β emission, if not

100%. Decays with probability <1% are not shown. Alpha or β emission is

listed under each isotope, with the mean α energy or β decay endpoint given.

Energies and intensities are listed for γ emission with intensity >1%, with

the exception of the 238U early chain which lists γ rays with intensity >0.1%.

Data from [135]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
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6.2 The decay chains for (left) 235U and (right) 232Th. Isotopes are shown with

their half- lives and probability for α or β emission, if not 100%. Decays with

probability <1% are not shown. Alpha or β emission is listed under each

isotope, with the mean α energy or β decay endpoint given. Energies and

intensities are listed for γ emission with intensity >1%. Data from [135]. . 143

6.3 Alpha energies generated from 238U decay chain isotopes, assuming full secu-

lar equilibrium. Alphas are shown corresponding to the 238U early sub-chain

(upward arrows), 226Ra sub-chain (stars), and 210Pb sub-chain (downward

arrows). Data is taken from [135]. . . . . . . . . . . . . . . . . . . . . . . 150

6.4 Neutrons produced per incident α particle for various common elements in

detector construction materials, as a function of α kinetic energy. Lines are

shown for F (dark solid), Al (dark dashed), Ti (medium solid), C (medium

dashed), Fe (light solid), and Cu (light dashed). . . . . . . . . . . . . . . . 150

6.5 Neutron rate from (α,n) processes per 226Ra sub-chain decay rate, as a func-

tion of 238U early sub-chain / 226Ra sub-chain ratio X, for various materials.

Overlaid is the yield from 238U spontaneous fission, assuming that fission

yields single neutrons which cannot be vetoed by accompanying neutrons or

γ rays. Lines are shown for F (dark solid), Al (dark dashed), Ti (medium

solid), C (medium dashed), Fe (light solid), Cu (light dashed), and sponta-

neous fission (dark dash-dotted). Typical γ radioassay measurements limit

the potential 238U early fraction excess to ×20-60. . . . . . . . . . . . . . 151

6.6 Neutrons produced per incident α particle for Ar (solid) and Xe (dashed), as

a function of α kinetic energy. . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.7 Neutron emission energy spectra corresponding to 238U spontaneous fission

and (α,n) emission on F from the 238U early sub-chain (upward arrows),

226Ra sub-chain (stars), and 210Pb sub-chain (downward arrows). Spectra

were calculated from Eq. 6.1. . . . . . . . . . . . . . . . . . . . . . . . . . 154
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6.8 NR spectra in simulated one tonne (a) liquid Ar and (b) liquid Xe detec-

tors, using geometry as described in Sec. 6.6. Recoil spectra correspond to

neutrons generated from the 238U early sub-chain (upward arrows), 226Ra

sub-chain (stars), and 210Pb sub-chain (downward arrows), with incident

neutron energy spectra given in Fig. 6.7. Black dashed vertical bars indicate

typical WIMP search windows for both detectors, with gray bars indicating

potential improvements in low-energy threshold. Rates are found in a 500 kg

cylindrical fiducial volume. A cut removing multiple scatter events is applied. 154

6.9 WIMP signal and neutron rates as a function of WIMP massMχ in simulated

one-tonne (a) liquid Ar and (b) liquid Xe detectors. A WIMP-nucleon spin-

independent cross-section of 10−45 cm2 is assumed. Neutron rates correspond

to 1 Bq of 238U early sub-chain (upward arrows), 226Ra sub-chain (stars),

and 210Pb sub-chain (downward arrows). Note that 238U early sub-chain and

210Pb sub-chain NR rates overlap for the Ar detector, at 7× 10−8. Rates are

calculated using NR energy windows of 50-100 keVnr for Ar and 5-30 keVnr

for Xe. WIMP rates are shown as bands illustrating the effect of lowering

the detection threshold to 30 keVnr for Ar and 2 keVnr for Xe, as shown in

Fig. 6.8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

6.10 Gamma energy spectra generated from 238U decay chain isotopes, assum-

ing full-chain secular equilibrium. Gammas are shown corresponding to the

238U early sub-chain (upward arrows), 226Ra sub-chain (stars), and 210Pb

sub-chain (downward arrows). Data is taken from [135]. . . . . . . . . . . 157
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6.11 Fiducial ER rate in simulated one tonne (a) liquid Ar and (b) liquid Xe

detectors from 238U sub-chain γ rays, as a function of fiducial mass. Three

scenarios of 238U early sub-chain / 226Ra sub-chain ratio X are shown: X = 1

(solid), X = 10 (dashed), andX = 100 (dotted). The concentrations of 226Ra

sub-chain and 210Pb sub-chain isotopes are held constant in all scenarios,

while the concentration of 238U early sub-chain isotopes is varied. Gammas

depositing energy in the range 1-45 keVee are selected, and single-scatter

cuts are applied which reject events with energy-weighted standard deviation

above 2 cm in radius and 0.5 cm in height. . . . . . . . . . . . . . . . . . 158

6.12 Fiducial ER rate in simulated one tonne (a) liquid Ar and (b) liquid Xe

detectors from 238U sub-chain γ rays, as a function of fiducial mass. Three

scenarios of 210Pb sub-chain to 226Ra sub-chain rate are shown: ×1 (solid,

corresponding to 238U chain equilibrium), ×10 (dashed), and ×100 (dotted).

The concentrations of 238U early sub-chain and 226Ra sub-chain isotopes are

held constant in all scenarios, while the concentration of 210Pb sub-chain

isotopes is varied. Cuts are used as described in Fig.6.11. . . . . . . . . . 158

6.13 Fraction of γ rays generating fiducial backgrounds in simulated one tonne

(a) liquid Ar and (b) liquid Xe detectors, as a function of γ energy. Gamma

rates are found in a 500 kg cylindrical fiducial mass with 1:1 aspect ratio is

used. Single-scatter and energy cuts are applied as described in Fig. 6.11. 159

7.1 The open SOLO chamber, shown during construction of the shield in 2005.

The 0.6 kg high-purity germanium detector is housed in a 1.5 mm thick Cu

shield. The chamber is lined with >30 cm of lead shielding. The inner 5 cm

lead layer was selected for its measured 210Pb content (<50 mBq kg−1) [164].

The inner chamber measures 25 cm × 20 cm × 30 cm. . . . . . . . . . . . 167

7.2 Comparison of calibration Monte Carlo output (solid blue) with SOLO data
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Chapter 1

Direct Detection of Dark

Matter

Only 5% of the energy density in the universe is found in a form that is presently understood.

This shockingly low number is based on a great number of cosmological observations made

over the past 80 years. All of these measurements indicate that there is a high abundance

of non-luminous, non-baryonic dark matter in the universe, and an even higher abundance

of dark energy. The convergence of all of these measurements to a well-constrained set of

values for the energy densities of baryonic matter, dark matter, and dark energy is known

as Λ-CDM, or the Concordance Model.

The observed features of the universe, which paint the picture of the Concordance Model,

include (but are not limited to) galactic rotation curves, velocity dispersion in galactic

clusters, the cosmic microwave background, big bang nucleosynthesis, large scale structure,

and evidence from weak and strong lensing measurements. The widespread acceptance of the

concordance model is based on the strong statistical agreement of all of these measurements

of the relative and absolute content of baryonic matter, non-baryonic matter, and total

energy in the universe. The pertinent question in modern cosmology is no longer whether

dark matter exists, but rather, what the identity of dark matter is. The magnitude of

this question has generated an incredible effort to understand this missing component of

the universe. Our efforts have paid off in providing a number of potential dark matter
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candidates.

In this work, we consider the existence and detection prospects of one particularly well-

motivated candidate particle, called a weakly interacting massive particle, or WIMP. Not

only are WIMP candidates motivated by several potential extensions of the particle physics

standard model (SM), but the WIMP hypothesis is directly testable in the laboratory.

WIMP searches are performed using a broad range of techniques, including production

(using particle accelerators), annihilation (using γ ray telescopes and antimatter detectors),

and scattering on baryonic matter (using low-background particle detectors). This chapter

serves to motivate the latter category of searches, and to introduce the low-background class

of experiments of which the LUX detector is the newest and most sensitive member.

1.1 The Concordance Model

A great triumph of the twentieth century is the establishment of a simple but powerful model

describing cosmic dynamics with high accuracy. The model is referred to as Λ-CDM, where

Λ refers to an energy density which drives the acceleration of the universe, and CDM refers

to cold (non-relativistic) dark matter. The model is also referred to as the Concordance

Model, in reference to the success of the model in explaining the observed expansion history

of the universe with the observed abundances of matter and energy. An excellent primer

on Λ-CDM is given in the text by Ryden [1].

Λ-CDM is built on relativistic kinematics and conservation of energy. At the foundation

of the model are two equations which are expressions of these fundamentals. The first of

these equations, the Friedmann equation, is derived from the conservation of gravitational

potential energy and kinetic energy in the expanding universe. The Friedmann equation

describes the rate of change of the scale of the universe as a function of energy density and

curvature:

�
ȧ

a

�2

=
8πG

3c2
ρ (t)− κc

2

R
2
0a

2
+

Λ

3
. (1.1)

a (t) is the time-dependent universal spatial scale factor; ρ (t) is the energy density of the

universe at time t; κ and R0 describe the sign and magnitude of curvature of the universe,
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respectively; and Λ is the cosmological constant (not actually constant in some theories),

which provides a time-invariant energy density that drives expansion of the universe. The

Λ term is ascribed to a mysterious component of the universe referred to as dark energy,

which is a subject of much study, but not in this work. Note that H (t) ≡ (ȧ/a) is the

Hubble parameter, measured at present day to be H0 = 67.3± 1.2 km s−1 Mpc−1 [2].

To be able to find unique solutions for both a (t) and ρ (t), further constraints are

required on the model. The second key equation is the acceleration equation, derived from

conservation of energy within a comoving volume:

ρ̇+ 3
ȧ

a
(ρ+ P ) = 0. (1.2)

P describes pressure for a classical fluid. From Eq. 1.1 and 1.2, we provide two constraints

on the two unknowns a (t) and ρ (t).

The thermodynamical equation of state for a classical gas is used to relate ρ and P :

P = wρ. (1.3)

w is the equation of state parameter, which differs depending on the component of the

universe being described. w = 0 describes a gas of non-relativistic particles, e.g. cold

(baryonic or non-baryonic) matter. w = −1/3 describes a relativistic gas, e.g. photons

and neutrinos. w = −1 describes the dark energy component of the universe required for a

non-zero, constant value of Λ in Eq. 1.1.

Equations 1.1–1.3 are adequate to uniquely describe the expansion history of the uni-

verse. One then requires measurements of the magnitudes of the energy densities contribut-

ing to ε, to set boundary conditions on the model. The energy density components can be

written in the dimensionless form Ω (t) ≡ ε (t) /εc (t). εc is the critical energy density, above

which the universe has a positive curvature and below which the curvature is negative. The

energy density components of interest for measurement are those for matter Ωm, dark en-

ergy ΩΛ, and curvature ΩK . (The matter term is dominated by cold matter; the formation

of structure rules out a significant hot matter component [3])

Measurements leading to the determination of each of the energy density factors are
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Parameter Measured Value

Ωb 0.0487± 0.0006
ΩDM 0.265± 0.006
ΩΛ 0.692± 0.010
ΩK −0.0010+0.0062

−0.0065

wDE −1.13+0.24
−0.25

Table 1.1: Component energy densities for the Λ-CDM model, as recently reported in [4].
Values are taken from Planck temperature power spectrum data. Uncertainties on Ωb,
ΩDM and ΩΛ are given at 68% CL (±34%). The constraint on ΩK is taken from the
combination of Planck, lensing, WMAP polarization, high-resolution CMB data, and BAO
data constraints, with 95% (±47.5%) uncertainty. wDE is constrained from Planck, WMAP
polarization and BAO data, with 95% uncertainty.

taken from the latest cosmic microwave background (CMB) measurements from the Planck

satellite [2, 4]. The matter term Ωm can conveniently be divided into two components, Ωb

and ΩDM , describing the baryonic matter and non-baryonic dark matter energy density

components respectively. A selection of Λ-CDM parameter measurements are given in

Table 1.1.

The measured energy density values paint a remarkable picture of the composition of the

cosmos. The energy density from standard baryonic matter, comprised of all understood

forms of stable matter in the SM, represents <5% of the energy density of the entire universe,

and only 16% of the energy density of all of the matter in the universe. The remaining 84%

of the matter is a non-baryonic matter component that is not currently understood. The

remaining 70% of energy in the universe is in the form of dark energy. The constraints also

find that the universe is flat to a remarkable 1% precision, and that the equation of state

parameter wDE for dark energy is also consistent with −1, as expected for a cosmological

constant.

1.2 A Multitude of Measurements

The Concordance Model is so-named due to the wealth of measurements which qualtiatively

and quantitatively agree: there is a significant non-baryonic component to the matter den-

sity of the universe, and a significant non-matter component to the energy density of the

universe. A small subset of the cornucopia of cosmological measurements is given below,
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with a goal of motivating the current understanding of WIMP density and velocity in our

local area of the galaxy. By far the strongest constraints on the dark matter content of

the universe come from measurements of the CMB; the newest measurement results from

the Planck satellite are reported in [2], and a well-rounded review is given in [5]. Strong

supporting evidence and orthogonal constraints are found from measurements of big bang

nucleosynthesis [6], gravitational lensing [7], supernovae [8], and large-scale matter distri-

butions [9].

1.2.1 Dark Matter in Galaxies

The effects of dark matter on the rotation and orbits of galaxies are not only the oldest

measurements of the existence of dark matter [10, 11], but are also of the most direct rele-

vance to detection of dark matter interactions in the laboratory. Two pieces of information

are used, that indicate that galaxies have much greater mass than can be accounted for

by luminosity measurements alone: the rotational velocities of stars about galactic centers,

and the velocities of galaxies about the center of mass in galaxy clusters. Measurements

of galactic rotational velocity curves are used to constrain the predicted total mass of dark

matter in our neighborhood of the Milky Way.

The first strong evidence of a non-luminous matter component in galaxies came from a

peculiar observation by Franz Zwicky in 1933, forty years before the cosmological “missing

mass”problem came to the forefront of discussions about models of the universe [12]. Zwicky

studied the velocity dispersion of 19 galaxies in the Coma galaxy cluster, using it to infer the

total cluster mass. The inferred mass was compared directly with the observed luminous

mass. The study revealed that the average kinetic energies of the galaxies were too large

by a factor ×400 to be explained simply by the amount of luminous matter. Subsequent

observations of the Coma Cluster, and revision of the Hubble parameter used in the distance

estimate, have revised this factor to ×50.

Around the same time, several measurements were reported for the velocities of stars

orbiting the Milky Way and Andromeda galaxies, finding that their velocities were also too

large to be explained by the measured luminous matter in the galaxy [12]. It was speculated

that light from the galaxy was being absorbed by some unknown medium, explaining the



6

deficit of mass in proportion to velocity. It was not until 1970 that firm evidence was

published wherein the velocities of stars in galaxies as a function of radius were plotted

in high resolution, showing a clear deviation from the Newtonian model [13]. Subsequent

observations have further improved rotation curve measurements, tracing the rotational

velocity in detail at all radii from the galactic center to the edge of the disk (see e.g. [14]).

The star number density in a galaxy falls off exponentially with distance from the center,

with a typical length rs of a few kpc (e.g. 4 kpc for the Milky Way) [1]. The dominant mass

component of the galaxy sits inside a radius of that length, and the mass encompassed by

higher radii becomes constant. The predicted velocities for orbiting objects at higher radii

are estimated from Newton’s gravitational law:

v =

�
GM

r
, (1.4)

where the numerator is fixed and the velocity simply falls with distance from the galactic

center as r−1/2. Data from [14] are plotted in comparison in Fig. 1.1. The measured velocity

distribution clearly deviates from the Newtonian expectation (Eq. 1.4). The velocity curve

is much closer to a constant function of distance.

A model for the mass in the galaxy that fits the measured curve in Fig. 1.1 must adjust

Eq. 1.4 to create a constant velocity profile. Two possibilities are: (1) a position-varying

value of G; or (2) a position-varying value of M . The former possibility, which is the basis

of Modified Newtonian Dynamics (MOND), is not addressed here and is disfavored relative

to the dark matter hypothesis (see e.g. Sec. 1.2.2, or tension between findings in [15] and

[4]).

Assuming that M is varying with position, the functional form of M (r) must then be

proportional to r at distances >rs. If one makes the assumption that the hidden mass is not

constrained to the galactic disk, then the mass density ρ (r) ∝ r
−2. The simplest realistic

mass distribution model meeting the criteria follows the expression ρ ∝
�
r
2 + r

2
c

�−1
, where

rc is a radial cutoff term which avoids a singularity at the galactic center (a mathematical

singularity, anyway; it is too late to avoid an actual singularity at the galactic center [16]).

The dark matter mass distribution model implied by the rotation curves follows that of
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an isothermal halo of noninteracting particles, where “isothermal” refers to the origin of the

model in Boltzmann statistics. The velocity distribution is written with the form

f (v, ve) ∝ exp
�
− (v + ve)

2
/v

2
0

�
, (1.5)

where ve is the average speed of the Earth relative to the dark matter in the galaxy, and v0

is a characteristic velocity. This distribution is used to estimate the energy spectra of dark

matter signals in direct detection experiments, as detailed in Sec. 1.4.

Models of the Milky Way use this mass distribution, along with second-order corrections,

to estimate the dark matter density in our area of the galaxy. This is the dark matter den-

sity directly relevant for direct detection measurements. Results vary widely in literature,

dependent on measurement techniques and specific halo models (see e.g. [17, 18, 19, 20, 21]).

A conservative assumption of ρlocal ∼ 0.3 GeV cm−3 is generally used when projecting dark

matter interaction rates, as well as a velocity profile following Eq. 1.5, in order to standard-

ize dark matter search results. This value lies at ∼−1σ of the distribution of estimated

values of ρlocal.

There are two items worth noting explicitly. The first: ρlocal is the local density, not the

average dark matter density in the universe. The second: any change in the assumed ρlocal

affects the dark matter flux only, and leads to a simple scaling of dark matter interaction

cross section limits set by direct detection experiments. If there is a change in the assumed

velocity model, however, this affects the recoil spectrum in direct detection experiments,

and scales the detection limits differently for different detectors [22].

1.2.2 The Bullet Cluster

The separation of the gravitational and luminous centers of mass in the Bullet Cluster is

often given as evidence contradicting the theory of a scale-varying gravitational force (e.g.

MOND), and further motivates the explanation of flattened galactic rotation curves with a

non-baryonic matter component [24]. Weak lensing measurements of mass contours show

an 8σ� separation of the gravitational and baryonic centers of mass, with the gravitational

contours centered around the non-interacting matter component. This is consistent with
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Figure 1.1: Measurements of radial star velocity in the NGC 3198 galaxy as a function of
distance from the galactic center, obtained by observation of H 21 cm line emission. The
measured rotation curve is shown (points), along with estimated curves corresponding to
the contribution from gas only and stars+gas. Plot taken from [23].

a dark matter component in the clusters a factor ×4–5 greater than the baryonic com-

ponent. It is also inconsistent with a theory which explains galactic rotation curves by a

spatially-varying gravitational force, as any varying gravitational force without a dark mat-

ter component would remain centered over the baryonic center of mass. It should be noted

that the Bullet Cluster observation is not the final word on modified gravity theories [25].

However, it strongly favors non-baryonic dark matter over modified gravity, and thereby

motivates experimental detection efforts aimed at deducing the nature of dark matter.

1.3 WIMPs

Sec. 1.1 and 1.2 frame the hypothesis of the existence of dark matter, and provide an idea

of its abundance both locally and universally. However, few insights are gleaned from those

measurements as to the fundamental nature of dark matter. The WIMP, a leading dark

matter particle candidate, is discussed here.
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1.3.1 Freeze-Out and Relic Abundance

In the early universe, in the first nanosecond after the Big Bang, the incredible particle

densities and temperatures were sufficient for the creation and destruction of all known

particles. Dark matter particles, assuming coupling to SM particles, also underwent cre-

ation and annihilation processes, maintaining thermal equilibrium. The universe cooled

as it expanded, and as the temperature fell the rates of creation and annihilation slowed.

Eventually, the size of the universe diluted the dark matter density to the point where fur-

ther dark matter interactions were essentially non-existent. This phenomenon is known as

“freeze-out.” An excellent review is found in [26].

The rate of change in the dark matter comoving number density as a function of time

can be written as:

dn

dt
= �σv�

�
n
2
eq − n

2
�
− 3Hn. (1.6)

σ is the WIMP-WIMP annihilation cross section, v is the average WIMP velocity, and neq

is the dark matter number density in equilibrium with the creation rate from SM particles.

The equilibrium number density goes as neq ∝ (mχT )
3/2 exp (−mχ/T ).

Eq. 1.6 is broken into two terms on the right-hand side. The first term describes the

rate of change of dark matter due to creation and annihilation. The two derived quantities

in the first term, �σv�n2
eq and �σv�n2, correspond to the gross dark matter creation and

annihilation rates respectively. The second term, −3Hn, accounts for the dilution of dark

matter particles due to the expansion of the universe. When the temperature of the universe

falls below mχ, SM particles no longer have sufficiently energetic collisions to produce dark

matter particles, and the rate of change of the number density becomes locked to the

annihilation and dilution terms, proportional to exp (−mχ/T ). The WIMP number density

is driven down until the condition H = n �σv�, where the scale of the universe becomes such

that dark matter particles can no longer find each other to annihilate (note that both n and

�v� decrease with time). At this point, the comoving number density is “frozen out,” and

the abundance of dark matter in the universe does not change significantly through present

day.
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The relic density after freeze-out can be expressed as [18]

Ωχh
2 =

3× 10−27 cm3 s−1

�σv� , (1.7)

where h = 0.673 ± 0.012 is the dimensionless Hubble parameter [4]. The most interesting

part comes in when trying to match Eq. 1.7 with the observed abundance of dark matter

(Table 1.1). If one assumes a dark matter particle with mass of the order of the weak scale

(∼100 GeV), and assumes a weak scale coupling for the annihilation cross section, then the

relic density is miraculously found to agree with the observed dark matter density, within

potential model variations [26]. This is referred to as the “WIMP miracle,” and provides

one of the strongest motivations for a model of weakly interacting particle dark matter.

1.3.2 WIMP Candidates

The WIMP is a preferred dark matter candidate in part because its existence is strongly

motivated across a wide range of minimal extensions of the SM. The most widely cited of

these extensions is supersymmetry (SUSY). SUSY is a proposed theoretical extension of

the SM that is meant to provide a natural answer to the gauge hierarchy problem, as well

as to give rise to a convergence of the electromagnetic, strong and weak force couplings in

a Grand Unified Theory.

Supersymmetry posits that all SM particles have a partner particle which carries the

same characteristics, with the exception of a difference of −1/2 in spin. The theory intro-

duces the concept of R-parity, which is a conservation of spin, baryon number and lepton

number. Due to the difference in spin, SM (SUSY) particles have an R-parity of 1 (−1).

SUSY is broken spontaneously, such that SUSY particles have a mass greater than those of

their SM partners. The SUSY particle masses are constrained for various models by particle

colliders.

Of interest to the dark matter search are the SUSY partners which are long-lived and

electrically neutral. These SUSY particles (SM partners) include the bino (weak hyper-

charge), wino (W), two higginos (Higgs), gravitino (graviton), and the sneutrinos (neutri-

nos). The bino, wino and higgsinos, having the same quantum numbers, form four mass
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eigenstates called neutralinos. The lightest of the neutralinos is called the lightest super-

symmetric partner (LSP), and, due to R-parity conservation, cannot decay into any other

particle. The LSP could have a mass at the weak scale, neatly matching expectations from

the relic abundance (Sec. 1.3.1). The LSP can also couple to SM particles through the W

and Z bosons. All of these features make the LSP a strongly favored WIMP candidate.

A completely different WIMP candidate is offered by Kaluza-Klein (KK) theory, which

is introduced to provide a unified model of gravity and electromagnetism. The theory posits

that a number of compactified extra dimensions exist, in which the formation of “standing

waves” creates the effect of a series of more massive cousins of each SM particle. This

is analogous to the SUSY partners, except that the KK partners have the same spin as

their SM cousins. Like SUSY, a lightest KK partner exists due to conservation of a new

KK-related parity.

A large number of other SM extensions also lead light, stable particles that are WIMP

candidates, not described here [18, 26, 27]. What is interesting is the common thread of

the creation of a light particle, which is unable to decay into SM particles and thus lends

itself naturally as a candidate for dark matter. The elegance of WIMP theory tests is that

detection experiments are agnostic to the exact theory creating the WIMP, excepting the

differing range of potential WIMP masses and WIMP-SM cross sections. As described in

Sec. 1.3.3 and 1.4, detection experiments sweep wide sections of the WIMP parameter space

and constrain many different WIMP models.

1.3.3 Detectability

The WIMP hypothesis lends itself to theory-independent testability. Regardless of the

mechanism of generation of the WIMP, theWIMP (by definition) interacts with SM particles

in the same fashion. This enables a generic set of detection experiments that can explore the

WIMP parameter space, agnostic about the underlying theory. The three general detection

schemes are those that search for signatures of annihilation, creation, or scattering, and

are generally based on the diagram drawn in Fig. 1.2. Those three detection schemes are

described below.
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Figure 1.2: The generic diagram describing WIMP-SM interactions. Time axes are labeled
for each different process. The interaction mechanism is generically described by the red
circle.

1.3.3.1 Annihilation

The WIMP-SM process most directly understood from cosmological observations is the

process of WIMP annihilation. Based on the required relic abundance of WIMPs in the

universe, the requisite annihilation cross section is well established. Using knowledge of

the annihilation cross section, one can undertake searches for signatures of SM particles in

excess of standard cosmic backgrounds from known sources. This type of search is known

as “indirect detection.”

Indirect detection methods search for excess fluxes of γ rays (e.g. the Fermi Gamma-Ray

Space Telescope [28, 29, 30, 31]) or antimatter (e.g. the Alpha Magnetic Spectrometer or

AMS [32]) potentially attributable to WIMP annihilations. Fermi is able to probe the relic

abundance annihilation cross section for WIMP masses below a few tens of GeV in selected

decay channels, but the results are sensitive to uncertainties in the dark matter density

function along the line of sight, and within the object of study. AMS reports a positron

excess above 10 GeV, deviating from positron production models through SM processes.

The excess can in principle be explained by dark matter annihilations producing e
+
e
−

pairs, where the positron energy spectrum would be peaked at the dark matter particle

mass with a power law falloff toward low energies. It is unclear whether the rise can also be

explained by a simple adjustment of SM background processes [33, 34]. Indirect detection
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efforts span a wide range of measurements. Measurements of unexplained excess line sources

from the galactic center have prompted some dark matter signal claims, although the claims

are not conclusive [35, 36, 37, 38, 39, 40].

1.3.3.2 Creation

The energies required for production are on the order of the typical WIMP mass, in the

range of 10–1000 GeV. These energies are available in large-scale particle colliders, most

notably the Large Hadron Collider (LHC). Searches for WIMP creation signatures hinge on

locating “missing mass” in various particle collisions, where a significant amount of energy

is unaccounted for based on the SM particles detected and known losses from e.g. neutrino

production [41]. Missing mass searches in CMS result in a limit on WIMP-SM interaction

that, although not competitive with direct detection experiments for WIMPs >10 GeV

undergoing spin-independent interactions, has a relatively flat sensitivity as a function of

WIMP mass down through 1 GeV, and can therefore exclude WIMPs much lighter than

those detectable through current direct detection experiments [42]. Collider search limits are

also particularly competitive in a spin-dependent parameter space, in which direct detection

experiments are partially hobbled by the loss of the A
2 event rate enhancement, where A

is the target nucleus atomic mass.

1.3.3.3 Scattering

The physics of WIMP annihilation into SM particles also leads to a description of WIMP-

SM scattering. This forms the basis for all direct detection experiments. Direct detection

is discussed in detail in Sec. 1.4.

1.4 Direct Detection

The process of WIMP direct detection is insensitive to the fine details of the motivating

physical theory. Direct detection is robust in that it is sensitive to only two parameters

describing the WIMP itself: the mass mχ, and the nucleon interaction cross section σχ.

Other parameters, such as number density and velocity distribution (Sec. 1.2.1), are deter-
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mined independently from these particle-specific quantities. The results of direct detection

experiments are therefore reported in (mχ, σχ) space, using an underlying set of astrophys-

ical assumptions to set the expectation for the interaction energy spectrum. The relevant

parameters for a direct detection experiment are described in this section. The construction

of the WIMP recoil spectrum follows the canonical review by Lewin and Smith [43].

1.4.1 WIMP / Nucleus Interactions

WIMP dark matter undergoes interactions with SM particles through both gravitational and

weak interactions. While the gravitational forces from WIMP dark matter are responsible

for all of the cosmological measurements of dark matter to date, this force is far too weak

to be used for laboratory detection. The weak interactions between WIMPs and baryonic

nuclei offer the most promise for yielding a direct observation of WIMPs.

The WIMP-nucleus interaction is coherent over the entire nucleus. For low-energy scat-

ters, the WIMP de Broglie wavelength is much larger than the nuclear radius, giving the

condition h/q � rn, where h is Planck’s constant, q is the momentum transfer and rn is

the nuclear radius. It is sufficient to represent the WIMP as undergoing s-wave scattering,

isotropic in the center-of-mass frame [44]. As q increases, the coherent effect over the nu-

cleus results in a drop in the scattering cross section, with a zero at intervals of q = N ·h/rn

where N is an integer >0. (In practice, only the first zero is of any relevance, as the event

rates for high momentum transfer are well below consideration.) The reduction in scatter-

ing rates due to coherence over the nucleus is represented by the nuclear form factor F (q),

which describes the spatial distribution of the nucleons in the target nucleus. The form

factor acts on the scattering amplitude; as such, the overall WIMP event rate is multiplied

by F (q)2 to obtain the cross section correction.

The detailed form of F (q) is the Fourier transform of the nucleon distribution, which is

generally taken to be a solid sphere where only the nucleons in the outer shell contribute

significantly to the scattering probability. An industry standard is the Helm form factor

[45],



15

F (q) = 3
j1 (qrn)

qrn
exp

�
− (qs)2 /2

�
, (1.8)

where j1 (x) = x
−2 · sin (x) − x

−1 · cos (x) is the first order spherical Bessel function, and

s is a skin thickness, describing the width of the outer edge of the nucleon distribution

that contributes predominantly to the WIMP scattering amplitude. The values of rn and

s in Eq. 1.8 are empirically taken to be rn = 1.14A1/3, where A is the atomic mass, and

s = 0.9 fm [43].

The simplest case of WIMP-nucleus interactions is a spin-independent (SI) interaction.

In this case, the coherent addition of the scattering amplitudes over all nucleons creates

the dependence σχ ∝ A
2. For this reason, heavy nuclei are generally favored for detection

of WIMP SI interactions. Scattering models gain complexity under the assumptions that

WIMPs couple to protons and neutrons differently, or the scattering amplitude takes the

sign of the nucleon spin and the interaction becomes spin-dependent (SD). In the former

case, the complexity of the model is taken into F (q), as the dependence on the proton and

neutron distributions in the nucleus becomes relevant. In the latter case, paired protons and

neutrons do not contribute to the scattering amplitude, and only nuclei with odd numbers of

protons and/or neutrons are sensitive to WIMP interactions. In practice, supersymmetric

WIMP candidates are a mixture of particles with SI and SD couplings, and detection in

both channels can aid in breaking the degeneracy betweeen various WIMP models.

1.4.2 Recoil Spectra

The actual or “true” recoil spectrum is calculated based on the assumed WIMP velocity

distribution, given in Eq. 1.5, and the form factor F (q)2 from Sec. 1.4.1. The general form

of the differential recoil spectrum dR/dEr, where R is the recoil rate and Er is the energy

imparted to the target nucleus by the WIMP, is given by

dR

dEr
=

σ0ρχ

2µ2mχ
F

2 (q)

ˆ vesc

vmin

f (v)

v
dv, (1.9)

where σ0 is the WIMP-nucleon interaction cross section, ρχ is the WIMP density, mχ is the

WIMP mass, µ is the reduced mass factor 4mχmn/ (mχ +mn), vmin is the minimum WIMP
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velocity required to generate recoil energy Er [27], and vesc is the velocity required for the

WIMP to escape from the galaxy. The recoil spectrum is computed for three common

detector targets (Xe, Ge and Ar, with A = 131, 73 and 40, respectively) in Fig. 1.3, using

several assumptions for WIMP and astrophysical parameters. The mass and cross section

used are close to the 100 GeV mass point on the 90% exclusion curve set by LUX [46].

The most relevant aspects to take away from Fig. 1.3 are the relative event rates in the

different targets, and the energy ranges over which a significant number of WIMP recoils

occur. The A
2 enhancement is apparent in the integrated event rates at Er = 0. Even

for the heaviest target (Xe), the raw number of dark matter scatters at all energies is only

7 × 10−4 kg−1 day−1; a 100 kg detector operating for one year with zero energy threshold

could potentially detect at most 26 WIMP recoils. Practical considerations reduce this

number, due to the finite energy threshold and the <100% WIMP signal acceptance of

real experiments. The presence of backgrounds can also limit the discovery potential of

direct detection experiments. Due to the low signal rate, establishing a low-background

experiment is essential for discovery.

In all targets, particularly in the case of Xe (used as the LUX target), the exponential

form of the WIMP scattering spectrum dictates that a low detection threshold be established

for the detector. The characteristic (e−1) energy of the differential recoil spectrum at low Er

is 15 keV for the 100 GeV WIMP and 1.4 keV for the 10 GeV WIMP. The energy threshold

for current Xe dark matter direct detection experiments is typically on the order of several

keVnr[47, 48, 49, 46]. A well-established low energy threshold is particularly important for

the discovery of low-mass WIMPs, where the differential WIMP rate can vary by a factor

of several for a keVnr-scale change in threshold.

It is interesting to note that the velocity distribution f (v) is influenced by the relative

speed of the Earth and the WIMP wind, and that this speed fluctuates annually as the Earth

orbits the Sun. This fluctuation creates a 6% peak-to-peak modulation in the average

WIMP velocity, and a corresponding 3% modulation in rate, with an amplitude peaked

around June 2. The annual modulation of the WIMP signal is an important technique

for distinguishing WIMP events from constant backgrounds (e.g. neutron emission from

materials), and is the basis for several positive detection claims [50, 51].
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Figure 1.3: Dark matter scattering rates for (a) 10 GeV and (b) 100 GeV WIMPs on
various target elements. Scattering energy Er is given in units of keVnr, where the “nr”
subscript indicates energy deposition through a recoiling target nucleus (see discussion in
Sec. 2.1.2). The differential recoil rate is shown as the solid curves, for scattering from
Xe (green), Ge (red), and Ar (blue) nuclei. The integrals of the differential spectra from
Er to infinity are shown as the dashed curves for the same nuclei. A WIMP-nucleon SI
cross section 10−45 cm2 is used. Differential spectra assume a Helm nuclear form factor.
Rates are calculated using Eq. 1.9, assuming ρlocal = 0.3 GeV cm−3, v0 = 220 km s−1,
vearth = 245 km s−1, vesc = 544 km s−1.
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1.4.3 Detection Parameter Space

Once the astrophysical and nuclear parameters for the WIMP recoil model are fixed, the

results of a direct detection experiment are plotted in (mχ, σχ) space. A sampling of the

state-of-the-art in direct detection experimental results in the WIMP parameter space is

shown in Fig. 1.4. For detectors reporting null results, an exclusion curve is drawn which

rules out values of σχ above the curve with 90% confidence. The curve varies as a function

of mass, limited on the low-mass end by detector threshold and on the high-mass end by

WIMP number density, where the latter is proportional to m
−1
χ . For detectors reporting

a potential positive WIMP signal, solid contours are drawn representing a 90% confidence

interval.

Theoretical WIMP models are typically represented as 68% or 95% contours in the

mass / cross section space. WIMP models span the full range of the parameter space

shown in Fig. 1.4, and extend several orders of magnitude (higher and lower) in interaction

cross section beyond what is shown in the figure, due to the number of different variations

of the underlying theories, e.g. [26, 52, 53]. As dark matter experiments are agnostic to the

specific details of the underlying WIMP theory, the experiments are able to test multiple

theories simultaneously by sweeping a broad range of the parameter space. Experiments

are able to maximize their coverage of the parameter space with a low energy threshold, a

long exposure time and low background rates, as discussed in Sec. 1.4.4.

1.4.4 Establishing a Quiet Detector

Sections. 1.4.2 and 1.4.3 motivate the requirement for a direct detection experiment with

a low energy threshold and very low background rate. The combination of these two re-

quirements for dark matter discovery dictates the use of a particle detector that measures

energies three to four orders of magnitude lower than those measured in other types of

particle detectors. The background event rate must be comparably reduced to facilitate

discovery of the exceptionally rare dark matter scattering events.

Dark matter experiments are commonly associated with their distant cousins: neutrino

observation experiments. Both experiments share common characteristics in using massive
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Figure 1.4: WIMP dark matter direct detection parameter space, where the axes are the
WIMP mass (horizontal) and spin-independent cross section (vertical). Plot taken from
[46]. Solid lines are 90% exclusion curves from experiments reporting null results, including
LUX 85.3 day [46] (blue, ±1σ� shaded), XENON100 100 day [54] (orange) and 225 day
[49] (red) results, ZEPLIN-III [55] (magenta), CDMS II [56] (green), and Edelweiss II [57]
(yellow). The inset shows allowed contours from DAMA/LIBRA [58, 59] (gray), CRESST II
[60] (yellow), CDMS II Si detectors [61] (green, centroid denoted by the x), and CoGeNT
annual modulation signals [62] (red). Further discussion of LUX results is given in Sec. 8.9.
Limit and contour data available at [63].
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targets to observe interactions from particles with very low interaction cross sections. The

similarities tend to end there, however. Neutrino experiments such as the Sudbury Neutrino

Observatory [64] and Super-Kamiokande [65] search for neutrino interactions at MeV energy

scales, by way of Cherenkov light production. The low-energy threshold of these experiments

rolls off around 4 MeV due to photon generation and collection efficiency considerations. As

shown in Fig. 1.3, this energy threshold is far too high to be useful for dark matter detection.

The situation is much worse for the particle detectors which operate at accelerator facilities,

where the energy thresholds are at e.g. ∼GeV for ECAL electron detection [66].

The Borexino experiment uses a liquid scintillator with a 200 keV energy threshold,

below which β decay from 14C (endpoint 156 keV) creates a background rate that limits

neutrino searches [67]. Although this threshold is much improved relative to the water

Cherenkov detectors, it is still two orders of magnitude too high for use in dark matter

detection. The rate of 14C low-energy decays, 100 decays s−1 in the 100 tonne search

volume, would quickly overwhelm any potential low-energy dark matter signals [68].

Development of dark matter detectors has focused primarily on the use of materials

which have high yields of scintillation photons, ionization electrons, and/or phonons at the

1–10 keV scale [27]. Early devices, high-purity Ge and Si detectors repurposed for dark

matter signal detection in the 1980s, were gradually replaced by detectors that were bigger,

better shielded, and carried lower intrinsic backgrounds [27]. The most powerful of these

technologies, in a combination of background rates, scalability, and energy resolution, has

proven to be the time projection chamber (TPC) [69]. TPC technology, with the LUX

experiment as the example, is discussed in detail in Sec. 2.2.1.

Of the current TPC detectors purposed to dark matter detection, the LUX experiment

has been demonstrated to be the most sensitive to dark matter signals [46]. LUX has made

this remarkable achievement through a combination of ultra high signal collection (discussed

in Ch. 3) and extreme background reduction (discussed in Ch. 5). The remainder of this

work is devoted to a detailed analysis of these features, which give LUX the ability to place

the greatest constraints on potential WIMP particle parameters to date. The LUX fiducial

energy spectrum of background events is compared with the detected energy spectra after

analysis cuts for several other experiments, including direct dark matter searches, neutrino
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scattering, and double beta decay experiments, in Fig. 1.5. The LUX background rate in

the critical dark matter search energy range 1–10 keV is lower than any other experiment.
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Figure 1.5: A comparison of energy scales and background rates in several different particle
detectors, illustrating the need for an instrument such as LUX for WIMP discovery. The
background energy spectrum is given in units of keVee, where the “ee” subscript refers to
energy deposited by an electron in the detector (see Sec. 2.1.2 for further details). The
LUX background energy spectrum (black) in the 100 kg fiducial volume is shown from the
second half of the 85 day WIMP search run, after application of WIMP search cuts. Back-
ground energy spectra are shown for comparison for the following dark matter detectors:
CDMS II Ge detectors (red, 241 kg days) [70], XENON10 (orange, 5.4 kg fiducial) [71], and
XENON100 (yellow, 30 kg fiducial) [72]. Background spectra are also shown for the EXO
(green, 175 kg) [73] and GERDA (cyan, 16.7 kg year) [74] double beta decay experiments,
and the Borexino (blue, 154 ton years) [68] and SNO (magenta, 391 live days) [75] neu-
trino experiments. Overlaid is the projected p-p solar neutrino scattering spectrum on Xe
(dark gray, dashed) [76, 77], which creates an electron energy deposition noise floor, and
the spectrum from 136Xe neutrinoless double β decay (light gray, dashed) [77], assuming no
enrichment or depletion of 136Xe in natural Xe. The projected ER background rate for Ar
detectors from β decay of 39Ar (purple dashed) is also given [78], assuming a reduction of
39Ar levels to ×1/100 their natural levels [79].



Chapter 2

Direct Detection With the LUX

Experiment

The Large Underground Xenon (LUX) experiment uses 1/3 tonne of liquid Xe target to

search for rare, low-energy nuclear recoil (NR) signatures from WIMP interactions. Liquid

Xe offers excellent event calorimetry and background discrimination. This chapter details

the use of liquid Xe for particle detection, and the details of the LUX detector construction

and deployment at the Sanford Underground Research Facility (SURF) in Lead, SD. Further

details about the LUX detector are published in [80].

2.1 Detection with Liquid Xenon

2.1.1 Xenon Properties

In the search for WIMP-baryon interactions, liquid Xe presents itself as a target of choice.

A comprehensive review of Xe material characteristics is given in [81]. Xenon is a noble

element with Z = 54 and �A� = 131. Xenon can easily be liquified to create a suitable

detector medium for dark matter searches. Xenon liquifies at temperatures in the range

165–185 K, which is a temperature range easily achievable using a wide variety of cooling

systems. Liquid Xe has a density in the range 2.9–3.0 g cm−3, allowing a large target mass

to be contained in a relatively modest volume. Liquid Xe systems are also easily scalable

23
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with modest increases in containment and cooling systems, allowing rapid scaling from small

prototype detectors to large-mass deployments.

The density and high Z of liquid Xe also provide suppression of backgrounds from γ

rays, discussed in detail in Ch. 5. The mean free path of γ rays in liquid Xe is �cm scale,

over a wide range of common γ energies, as shown in Fig. 2.1. The path length is dominated

by photoelectric capture at γ energies below 300 keV, meaning that all energy is deposited

immediately after capture. This means that Xe “self-shields,” as the outer layers of the

Xe absorb the majority of incoming γ rays. The center of the Xe is relatively free of γ

interactions, creating a suitable region for rare-event searches. This region is referred to as

the fiducial volume.

Natural Xe is comprised of several different isotopes, with atomic masses ranging from

124–136. Several isotopes have an odd number of neutrons, making Xe a suitable target for

both spin-dependent and spin-independent interactions (see Sec. 1.4.1). Xenon also has no

long-lived radioisotopes (excepting the incredibly rare double β decay of 136Xe, discussed

in Sec. 5.3.4), making Xe free of intrinsic backgrounds. The longest-lived unstable Xe

radioisotope produced in appreciable quantities is 127Xe, with a half-life of 36 days. A

complete discussion of these isotopes is given in Sec. 5.3.1.

Xenon is virtually transparent to its own 7 eV (178 nm) scintillation light, allowing for

high photon signal detection efficiency [82]. Scintillation light absorption lengths are there-

fore typically dominated by UV-absorbing impurities present in the Xe. These impurities

can be removed with very high efficiency, leading to absorption path lengths much greater

than the typical linear detector dimension (∼m scale). Xenon scintillation light also under-

goes coherent scattering, with measured path length 29± 2 cm [83, 84]. Detailed modeling

of Xe optical physics is presented in Ch. 3.

Xenon is used in a variety of different applications. It is most commonly used in a

variety of arc lamps. It can also be used as an anesthetic, in concentrations of ∼40% for

loss of consciousness [85]. An interesting use of Xe is propellant in low-thrust ion engines.

Xenon is an attractive ion engine fuel due to its high atomic mass, low ionization energy

relative to many lighter elements, non-corrosive nature and environmental friendliness in

case of spillage [86].
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Figure 2.1: Photon attenuation length (mean free path) for γ rays in liquid Xe, as a function
of energy. The mean free path is broken down into various energy deposition processes. Data
is taken from [87]. (LUX Matlab function gamma length.m.)
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2.1.2 Energy Deposition Response

Energy depositions in liquid Xe produce a combination of scintillation photons, ionization

electrons, and heat. The latter channel is insigificant in the case of electronic recoil (ER)

events. Heat loss plays a significant role in energy reconstruction for NR events, and has

been studied extensively.

A variety of technologies can be used to detect the 7 eV scintillation photons, with the

most common being photomultiplier tubes (PMTs). The ionization electrons can be de-

tected by collection at an anode or signal amplification region. Alternatively, the ionization

electrons can be allowed to recombine with the ionized Xe atoms, resulting in a partial

recovery of signal through additional scintillation. The ability to detect both the scintilla-

tion and ionization signals allows for very precise calorimetry of energy deposition events.

The ratio of ionization to scintillation is also a powerful discriminant between ER and NR

events.

A recoiling Xe nucleus or electron produces a �m-sized energy deposition track. Xenon

atoms in the track are ionized or atomically excited through several different processes

[71, 81]. The excited atoms de-excite through the emission of a 7 eV photon. In the absence

of an electric field, the process of electron recombination, where ionization electrons re-fill the

vacant atomic orbitals, dominates photon generation with a characteristic time of 45 ns. The

application of an electric field suppresses the recombination process by extracting ionization

electrons from the original interaction site. The de-excitation process is then dominated by

the decay of dimers (Xe2), with a 27 ns lifetime.

In the case of ER events, the total number of quanta generated (scintillation photons or

ionization electrons) is linearly proportional to the total energy deposition in the Xe [88].

This relation is given by

EER = W × (nν + ne) , (2.1)

where EER is the energy deposited, W is the average energy required for generation of either

a scintillation photon or ionization electron, and nν and ne are the generated number of

photons and electrons, respectively. W has been measured for liquid Xe to be 13.7± 0.2 eV
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[89].

In the case of NR events, a significant fraction of the deposited energy is dissipated as

heat. The energy fraction which is not lost to heat is quantified by the energy-dependent

factor L (ENR), colloquially known as the Lindhard factor. This factor describes the frac-

tion of the initial energy deposition which results in a detectable electronic excitation (or,

equivalently, the fraction of the initial energy deposition which results in the creation of a

measurable signal, in scintillation photons and/or ionization electrons). The expression for

NR energy deposition is

ENR =
W × (nν + ne)

L (ENR)
. (2.2)

It is important to note that the partitioning between nν and ne is both energy- and

electric field-dependent, for both ER and NR . The average yields of these quanta for both

ER and NR energy depositions are shown as a function of deposited energy in Fig. 2.2a,

for the LUX Run 3 electric field of 182 V cm−1. The curves are calculated using the

Noble Element Simulation Technique (NEST) simulation code (v0.99β), which models the

detailed physics of photon and electron generation in liquid noble gases [90]. The same data

is shown in Fig. 2.2b as the ratio of the ionization to scintillation signal, as a function of the

scintillation signal. This figure is an analog of the canonical ER/NR discrimination plot,

discussed in Sec. 2.2.1.

It is apparent from Fig. 2.2a that the observable quanta per unit energy from ER and NR

interactions differ dramatically as a function of energy. It is therefore important to establish

the energy scale with which an event is reconstructed. We define the ER energy scale with

the unit of keVee, where the “ee” subscript stands for “electron-equivalent” and refers to

energy deposited in the detector by an electron (e.g. a β ray, or an electron liberated from

an atom by absorption of a γ ray). The NR energy scale is similarly defined with the unit

keVnr, where the “nr” subscript stands for “nuclear recoil” and refers to energy deposited in

the detector by a recoiling atom (characteristic of a WIMP or neutron interaction). The

historical definition of the energy scales is given by the detected photon signal, compared to

a given model of photon generation such as that shown in Fig. 2.2a. This definition, strictly
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speaking, does not accommodate information from using the ionization electron signal, as is

used in Eq. 2.1 and 2.2. For this work, keVee and keVnr will be used more literally, to refer

directly to the type of interaction in the detector, and is independent of the exact energy

reconstruction technique used.

The precise form of L (ENR) is not well established for liquid Xe. A profusion of mea-

surements in liquid Xe have been made, with a wide range of slopes reported at low energies.

Reviews of all results are given in [90, 91]. The traditional technique for measurement of

this quantity is the measurement of L (ENR) relative to a fixed ER data point, typically the

122 keVee signal produced by a 57Co source [92, 93]. This relative scintillation efficiency

factor is known as Leff . Measurement techniques for Leff use a neutron calibration source

placed near the detector, and rely on a well-calibrated Monte Carlo simulation in order to

predict the true energy deposition event rate in the detector. The value of Leff is floated as

a function of energy, allowing Monte Carlo NR energy spectra to be lined up with observed

NR scintillation signals. This technique has been used to great effect in LUX and in past

experiments. However, the most straightforward demonstration of sensitivity to low-energy

signals comes from direct measurements in data alone. LUX aims to use a different tech-

nique to directly calibrate the NR signal as a function of energy deposition, which does not

rely on a model of the energy deposition spectrum. This technique is discussed in Ch. 4.

2.2 The LUX Detector

The LUX detector is a Xe time projection chamber (TPC) designed for maximal collection

of the scintillation photon (S1) and ionization electron (S2) signals [80]. LUX is shown in

half cutaway in Fig. 2.3, with photos from construction given in Fig. 2.4. The detector

contains 370 kg of liquid Xe. A volume of 280 kg1 is lined with Hamamatsu R8778 PMTs,

which collect the S1 and S2 signals with single-photon sensitivity. This 280 kg volume is

referred to as the “active region”, due to its instrumentation.

A series of electrostatic grids apply a vertical electric field to the active region, allowing

1
Marked “300 kg” in Fig. 2.3, which was the original LUX specification before final detector construction

was completed.
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Figure 2.2: (a) Number of detectable quanta generated for ER (solid) and NR (dashed)
energy depositions in liquid Xe. Shown are the curves for scintillation photon nν (blue)
and ionization electron ne (red) average yields. (b) The ratio of ionization electrons to
scintillation photons, as a function of photon yield, for ER (solid) and NR (dashed) energy
depositions. The typical WIMP search range is shown in dashed green, corresponding to
3.4–25 keVnr. Data from [90].
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for drift of ionization electrons and generation of the S2 signal. The section of the active

region in which drift occurs, totalling 250 kg, is referred to as the “drift region.” The drift

region is created between the cathode grid, which stands 5.6 cm from the bottom PMT

array, and the gate grid, which stands 49 cm away from the cathode grid and 0.5 cm below

the liquid surface. The thin layer above the liquid surface in which electron extraction

and secondary scintillation occurs is called the “extraction region,” or “S2 region.” The S2

region is created between the liquid surface and the anode grid, which stands in the gas

layer 0.5 cm above the liquid surface.

Detector construction materials consist chiefly of low-radioactivity materials, including

plastics, Cu, and low-activity stainless steel. A discussion of the radioactivity measurements

for these materials is given in Ch. 7. The materials are housed in a low-radioactivity Ti

cryostat. The cryostat is submerged in a 7.6 m (height) × 6.1 m (diameter) cylindrical

water shield, which primarily serves to shield the detector from the γ and neutron flux from

cavern rock.

Three steel flex conduits house the signal and high voltage lines which connect detec-

tor instrumentation to electronics outside of the water tank. Signals from the PMTs are

amplified in a series of off-the-shelf and custom-made low-noise electronics modules. The

amplifed signals are digitized at 100 MHz with a series of Struck ADC modules. The digi-

tized waveforms are then paired with trigger signals and passed through a series of analysis

software modules which characterize the pulses in each recorded detector event.

2.2.1 Observed Signals

LUX is a Xe TPC, which allows the detector to take advantage of the scintillation and

ionization signals generated by liquid Xe to gain a nearly complete reconstruction of all

aspects of an energy deposition event in the active region. The operating principle is shown

in schematic in Fig. 2.5. The trace for a typical low-energy background event is shown in

Fig. 2.6.

An energy deposition event produces a prompt burst of scintillation photons. These

photons propagate through the active region, and are detected nearly instantly (on the

timescale of ns) in the PMT arrays. The detected signal, known as S1, is proportional to
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Figure 2.3: The LUX detector, shown in cross-section. Major detector features across all
subsystems are highlighted. Figure is taken from [80].
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Figure 2.4: Snapshots of LUX detector construction and deployment. (Top left) The Cu
top radiation shield and PMT array holders are mounted in the Ti strap frame, which is
suspended from the inner cryostat dome. Assembly takes place in the Surface Lab clean
room. (Top right) A bottom-up view of the detector after installation of the top PMT array,
PTFE reflector panels, field shaping rings, and HDPE mounting panels. The bottom edges
of the Xe heat exchanger and additional circulation lines are visible to the left and right
of the active region respectively. Photo courtesy C. Faham. (Bottom left) The detector is
lowered into position for the first technical run at the Surface Lab. Three flex conduits are
visible, which contain HV and signal cables for the PMTs, electric grids, thermometry and
level sensors. Connected to the flex conduits is the “breakout cart,” on which are mounted
feedthroughs for access to all cabling. In the background behind the breakout cart is the
HV cart, containing HV for the PMTs and electric field grids, as well as the slow control
master computer. (Bottom right) The LUX detector is fully installed in the water tank in
the LUX Underground Lab. Twenty 10” Hamamatsu R7081 PMTs instrument the water
tank as a Cherenkov veto for rejection of muon-induced background events. The tank is
lined with Mylar to enhance Cherenkov signal collection. In the left background is the air
conduit used for the D-D neutron generator calibration (Ch. 4). Photo courtesy M. Kapust.
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the number of photons generated (nν).

A cloud of ionization electrons is also created. These electrons are drifted vertically

upward from the energy deposition site by a 182 V cm−1 electric field. When the electrons

reach the liquid surface, they encounter a region of high electric field between the gate and

anode grids. This field is 3.1 (6.0) kV cm−1 in the liquid (gas) in LUX. The high field

imparts sufficient energy to the drifted ionization electrons that they are able to escape

the liquid surface. The extracted electrons produce electroluminescence in the gas. The

electroluminescence light, produced at the same wavelength as the S1 light, is collected by

the PMTs. The detected signal from this event is referred to as S2. The total S2 signal is

proportional to the number of ionization electrons (ne).

The S1 and S2 signal from an event give excellent calorimetry, and are useful for several

other types of event characterization. The three-dimensional position of the event can be

localized to ∼cm accuracy through use of the S1 and S2 signal and time distributions. The

Z coordinate can be found by the time separation between the S1 and S2, since the electron

drift speed is constant (varying by 5% due to electric field variations). The XY position of

the event can be found through analysis of the S2 signal pattern on the top PMT array,

which is tightly localized around the S2 site. In the case of a γ or neutron which scatters

multiple times in the detector, the scattering vertex locations and approximate relative

energy depositions are easily resolved by the generation of multiple S2 pulses. The ability

to discern multiple scatter events, and events which scatter in the outer Xe layers, is crucial

to the rejection of ER backgrounds from γ rays. This is discussed in detail in Ch. 5.

The S1 and S2 signal sizes are also useful in distinguishing between ER and NR energy

deposition events. From Fig. 2.2b, the ratio ne/nν differs by a factor ×2–3 between ER and

NR events in the low-energy nuclear recoil range where LUX conducts its WIMP search

(3.4–25 keVnr). This serves as a powerful discriminant against low-energy ER backgrounds.

Discrimination power from the S2/S1 ratio has been measured in the range 99–99.9% in

several liquid Xe experiments. LUX background discrimination was measured during the

first WIMP search run at 99.6% [46].

S1 and S2 signal sizes are measured in the number of photoelectrons detected, abbre-

viated “phe”. An example low-energy event is shown in Fig. 2.6. Typical WIMP signals
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generate a small number of S1 phe. From Fig. 2.2a, a 3.4 keVnr energy deposition, roughly

at the lower bound of the WIMP search range, generates an average of only 16 photons. Due

to the finite efficiency of converting photons into phe at the PMT photocathode (Sec. 2.2.2),

as well as imperfect reflecting surfaces in the detector (Ch. 3), the light collection efficiency

for detection of a photon generated in the detector is 14.0±0.3%. This results in an average

S1 signal of 2.2 phe at 3.4 keVnr. At 25 keVnr, which is the high end of the WIMP search

range, the average S1 signal is 30 phe. It should be noted that, while the light collection

efficiency may seem low in absolute terms, it is >×2 larger than the efficiency obtained in

previous Xe experiments, and is dominated by finite detection efficiency (33% average [94])

for high UV photons.

S2 signals are much larger than S1 signals, since several photons are generated per

ionization electron in the S2 region. The size of single-electron S2s was measured directly

in LUX, yielding a size of 26 phe (extracted electron)−1. From Fig. 2.2a, the average S2

signal size is 600 phe at 5 keVnr, and 2900 phe at 30 keVnr.

An expression for S2 photon generation per ionization electron extracted into the S2

region is found in [90], based on studies in [95]:

nν,S2 =

�
0.140

ξ

N
− 0.474

�
·N · x, (2.3)

where the formula in Ref. [90] has been corrected after consultation with the authors. For

Eq. 2.3, ξ is the electric field in units of kV cm−1, N is the Xe number density in the gas

region, and x is the size of the S2 region (the gap between the liquid surface and the anode

grid). Using LUX values of N = 6.9 × 1019 cm−3, x = 0.5 cm, and ξ = 6.0 kV cm−1, the

calculated S2 yield is 257 photons (extracted electron)−1. The estimated S2 light collection

efficiency is 9% [96], leading to an estimated 23 phe (extracted electron)−1. This is in good

agreement with the measured 26 phe (extracted electron)−1 in LUX. The use of Eq. 2.3

leads to a substantial improvement over the S2 photon yield characterization in Ref. [97],

which led to an observed factor ×6 discrepancy between the predicted and observed S2 yield

in XENON10 [71].
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Figure 2.5: Operating principle of a liquid Xe TPC. An energy deposition in the liquid Xe
produces a prompt scintillation signal (S1) and an ionization electron cloud. This cloud is
drifted by an electric field into the high-field gas Xe region, where it creates a proportional
electroluminescence signal (S2). The relative sizes and shapes of the S1 and S2 pulses are
diagrammed at the right. The S2 signal creates a narrowly focused hot spot on the top
PMT array, used for XY position reconstruction of the event. The time between S1 and S2
fixes the Z position of the event. The figure is taken from Ref. [80].
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2.2.2 PMTs and Light Collection

The active region is lined with one top and one bottom array of Hamamatsu R8778 PMTs,

with 61 PMTs per array. The PMTs were tested extensively at Brown to characterize their

response to Xe scintillation light. Full details of the PMT testing program are captured in

[94].

The R8778 PMTs are well suited to operation in liquid Xe. The R8778 features an

operating range from 160-320 K, encompassing the full range of liquid Xe operating tem-

peratures (165–185 K). The PMTs are capable of operating in pressures up to 5 atm,

well within LUX design specifications. The measured quantum efficiency (QE) for LUX

R8778 PMTs, defined as the probability of conversion of a photon into a photoelectron at

the PMT photocathode, is 33%. The collection efficiency, defined as the probability that

a photoelectron is collected at the first dynode stage and subsequently produces a signal

at the PMT anode, is 90%. LUX PMTs are operated at a gain of 4 × 106, where the gain

represents the average number of electrons at the PMT anode per photoelectron which is

successfully collected at the first PMT dynode. A more extensive definition of these terms

is given in Ch. 3, for detailed characterization of the light collection model of the detector.

The R8778 PMTs used in LUX were selected after extensive testing of their radioactivity.

The PMTs are projected to contribute the dominant radioactive background from detector

construction materials. A full discussion of PMT background modeling is given in Ch. 5,

and further details on radioactive screening are given in Ch. 7.

The Xe scintillation light is trapped with high efficiency inside the active region through

the use of highly reflective panels at the active region boundaries. These panels are con-

structed out of polytetrafluoroethylene (PTFE, or Teflon®). These panels have repeatedly

demonstrated an extremely high reflectance for liquid Xe scintillation light. Further details

of light collection modeling are discussed in Ch. 3.

2.2.3 Electric Fields

The LUX detector uses five stainless steel electrostatic grids to generate a series of electric

fields in the active region. Three of these grids (bottom, cathode, and gate) are in the liquid
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volume. The remaining two (anode, top) are in the gas. The drift region field, between the

cathode and gate grids, is used to drift ionization electrons away from the energy deposition

site. The extraction region, between the gate and anode grids, allows for generation of

the S2 signal, enabling single-electron detection. The bottom and top grids are placed

immediately in front of the PMT arrays, and serve to minimize the external electric field

imparted on the PMTs. A series of 48 Cu field shaping rings are spaced uniformly around

the outside of the active region, minimizing fringing of the electric field at the edges of the

drift region.

The distance between the cathode grid and the bottom PMT array is 5 cm. The cathode

grid is held at lower potential than the bottom grid and PMTs. This means that ionization

electrons generated below the cathode grid will drift downward, away from the S2 generation

region. For this reason, the region below the cathode grid is referred to as the reverse field

region. Any energy deposition event in this region will generate a detected S1 signal, without

an accompanying S2. A thorough study of this region for a potential systematic background

contribution, known as “gamma-X,” is given in Sec. 5.4.

2.2.4 Calibrations

Detector calibrations are vital to understanding ER and NR signals as a function of energy

deposition. Previous Xe experiments have been calibrated through use of external radioac-

tive sources, which generate γ rays at one or more known energies. The γ photocapture

peak is found in data, setting the detector energy scale. Low-energy γ Compton scatters in

the detector active region are used to populate the Xe discrimination plot (log10(S2/S1) vs

S1), to provide a direct measurement of the shape of the ER band in this space.

The LUX detector is flanked by six equally spaced radioactive source delivery tubes.

These tubes serve to provide a water-free path between the radioactive source and the

detector, and guide the source housing to a precisely known position with reference to the

active region. The source housing is constructed out of tungsten, which features Z = 74

and a density of 19 g cm−3. Tungsten stops γ rays with a mean free path of 7.8 mm at

1 MeV. The housing can be fitted with collimation pieces of varying diameters, ranging from

0.5–17 mm. The orientation lock from the source tube and housing, in combination with
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the collimation, allow for the precise application of γ ray flux to any part of the detector.

The self-shielding of Xe against γ rays, crucial to the rejection of ER backgrounds in

the fiducial volume, also serves to reject γ rays from external calibration sources. While

low-energy γ scatters are relatively common at the edges of the detector, calibration signals

must be delivered to the fiducial volume in order to properly reconstruct the S2/S1 band for

WIMP search ER backgrounds. A full understanding of the limitations of the penetration

power for these γ rays is given in Sec. 5.1.

In order to circumvent the problem of external γ penetration, the LUX detector makes

use of several internal ER calibration sources. These sources consist of short-lived or re-

movable radioisotopes that are mixed homogeneously with the Xe in the active region. The

primary tool for ER calibration is 83mKr, which de-excites to 83Kr with half-life 1.8 hours

[99]. 83mKr has an excited energy level of 41 keV. It de-excites via a two-step process, first

releasing a γ or conversion electron with energy 32 keV, followed by another γ or conversion

electron at 9.4 keV. The two levels are separated by a characteristic time of 150 ns. This

separation is wide enough to allow the identification of the two S1 signals, giving a photon

yield calibration at the two energy levels. 83mKr is not removed by the purification system,

because it is a noble element. However, the 1.8 hour half-life quickly reduces the 83mKr

decay rate to negligible levels, making it an ideal source for periodic use during the dark

matter search.

LUX also makes use of a tritiated methane source. Tritium is a low-energy β emitter,

with endpoint 19 keV amd 12 year half-life. The endpoint is a factor ×4 above the projected

upper bound of the WIMP search window. Forty percent of the β spectrum will be contained

within the WIMP search window, allowing for efficient calibration at modest event rates.

The 3H is bound to methane, which is largely inert and allows for efficient transport of the

3H through the active region [100]. Due to the long half-life of 3H, the purification system

is relied upon for removal of the tritiated methane at the end of the calibration run.

The use of the LUX detector at the Sanford LUX Surface Facility resulted in the genera-

tion of several activated Xe isotopes with half-lives in the range 5–36 days. The most useful

of these isotopes for energy calibration purposes are 129mXe and 131mXe, with half-lives of

8.9 days and 12 days, and de-excitation energies of 236 keV and 164 keV, respectively. Both
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isotopes decay through the release of low-energy γ rays and/or conversion electrons, which

remain tightly localized around the decay site. This makes both isotopes well-suited to use

as single-energy calibration sources. A full discussion of these and other activated isotopes

is given in Sec. 5.3.1.

External neutron calibrations do not suffer the same penalties as external γ calibrations,

as the mean free path of typical calibration source neutrons (with typical energy of several

MeV) is 12 cm. The NR discrimination band is populated by use of external AmBe and

252Cf sources. Subsequent studies of detector background data show no evidence of neutron

activation of detector construction materials after several hours’ exposure.

LUX will employ a novel calibration technique in order to directly measure the properties

of scintillation and ionization for very low NR depositions. The technique uses a collimated,

monoenergetic beam of neutrons, and relies on reconstruction of multiple-scatter events to

determine signal yields as a function of energy deposition. The technique is described in

detail in Ch. 4. This technique is available for the first time in a Xe detector due to the

combination of the large size of LUX, the 300 tonne water shield, a high-yield D-D fusion

neutron source, and a little forward planning.

2.2.5 Cryogenics

The LUX detector uses a novel thermosyphon-based cooling system to maintain the Xe in

the detector at the liquid phase. Thermosyphons are closed loops of gaseous N2, which

exchange heat between the detector and a liquid nitrogen (LN) bath mounted vertically

above the detector. Nitrogen gas condenses in the lines inside the LN bath. This condensed

gas drips down the thermosyphon lines and encounters an evaporator head, in contact with

the detector. The LN evaporates, removing heat from the detector. The thermosyphon

assembly in LUX is capable of delivering >1 kW cooling power, more than sufficient for

maintaining the 370 kg payload at −100◦C. The thermosyphon assembly was intentionally

overpowered for LUX, as the assembly will be used to cool the 7 tonne LZ detector following

LUX decommissioning.

LUX is instrumented with four thermosyphons, with one cold head located at the top

of the detector, one at the bottom, and two on the sides. An additional fifth thermosyphon
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is installed for testing purposes. All thermosyphon cold heads are attached to Cu inter-

nals, taking advantage of their high thermal conductivity and large mass to deliver fast

uniform cooling to the Xe. The cold heads are instrumented with heaters in order to allow

fine temperature control, and to assist in detector warmup during Xe recovery operations.

The temperature of the internals is monitored by 40 thermometers mounted in the Xe

space, while the temperature of the cryostat vacuum and thermosyphons are monitored by

23 thermometers.

2.2.6 Circulation and Purification

Xenon in the LUX detector is continuously circulated in order to remove impurities with

high electron affinity or UV absorption coefficients. Liquid Xe is removed from the active

region through a weir, which sets the liquid level in the detector and provides a buffer

against large swings in liquid surface position. The removed liquid enters a two-phase heat

exchanger, where the liquid Xe evaporates, and then a single-phase concentric-cylinder heat

exchanger, which warms the Xe to room temperature. Prototypes of the heat exchangers,

developed during the LUX 0.1 program, achieved >94% cooling efficiency (Sec. 2.3.1).

The Xe is circulated out of the detector by a double-diaphragm pump. Purification of the

Xe is achieved with a SAES MonoTorr hot metal getter, which is projected to remove non-

noble impurities to <ppb levels [101]. The purified Xe is circulated back into the detector,

through the heat exchangers, and through the large-mass Cu internals, equilibrating the

purified Xe temperature with the temperature of the active region. The purified Xe is

reintroduced to the active region through a return line at the bottom edge.

2.2.7 Water Shield

The LUX cryostat is submerged in a cylindrical water tank, which has radius 3.8 m and

total height 6.1 m. The water tank is used as a shield against γ and neutron backgrounds

from sources outside of the detector, particularly radioactivity and muon interactions in

cavern rock. The finite size of the detector results in a minimum shielding thickness of

2.75 m on the top and sides of the detector. The bottom water shielding thickness is

1.2 m, augmented by use of a low-radioactivity inverted steel “pyramid” shield built into the
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Figure 2.7: Sketch of the location and geometry of the low-radioactivity steel pyramid shield
(red), built into the floor of the LUX Underground Lab directly below the water tank. The
pyramid is constructed out of six octagonal low-radioactivity steel plates. The pyramid is
used to augment the vertical water shielding, allowing the detector to sit closer to the cavern
floor and increasing the water shield thickness above the detector. Image credit S. Fiorucci.

cavern floor below the water tank. The location and geometry of the pyramid are sketched

in Fig. 2.7. Projections of γ and neutron flux through a semi-infinite water shield are shown

in Fig. 2.8. The water shield is projected to reduce external γ backgrounds in LUX by a

factor ×10−7, and high-energy neutron backgrounds by a factor 3× 10−3.

The water shield is instrumented to detect the Cherenkov light generated by throughgo-

ing muons. Muons interacting in the cavern rock and water shield can potentially generate

high-energy neutrons [71]. Detection of muon Cherenkov light enables the water shield to be

used as a veto against background events generated by these neutrons. Cherenkov signals

are detected by 20 10” diameter Hamamatsu R7081 PMTs spaced in five groups of four

around the water tank.

2.2.8 Data Acquisition

The LUX data acquisition system is described in detail in [98, 102]. The 122 R8778 PMTs

instrumenting the active region provide a gain of 4× 106 for detected photoelectrons. The

boosted signal is collected at the PMT anode and transferred through a dedicated cable

out of the detector and water shield. The signal is then passed through a chain of analog

electronics. The analog chain consists first of a preamplifier stage, custom-made for the
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LUX experiment at the University of California, Davis. The preamplifier stage provides a

×5 signal height amplification, with an optional ×1/10 attenuator built in-line after the

amplifier. The signal is then passed through a postamplifier, custom-made by Harvard Uni-

versity, which provides a further ×1.5 area gain. The PMT channel signals are individually

digitized by Struck ADCs, with digitization speeds of 100 MHz.

The Struck modules feature a pulse-only digitization (POD) mode. Digitization in POD

mode results in traces which are free of baseline between pulses. Baseline information for

each event is separately recorded as a single average value. Baseline suppression changes the

size of a typical event in the dark matter search region (assuming only a single S1 and S2 are

digitized) by a factor ×1/50, allowing for a massive savings in storage and post-processing

computing power.

LUX makes use of a digital trigger to reject spurious signals. The trigger is the DDC-

8DSP system, designed by LUX collaborators at University of Rochester. The DDC-8

digitizes PMT signals output from the postamplifiers. The FPGA firmware can be pro-

grammed to recognize various pulse shapes, thereby allowing rough identification of S1 and

S2 signals. Triggering conditions can then be set to identify events which contain pre-

selected signal topologies, e.g. low-energy events, or single-S1 + single-S2 events. The

trigger signal is digitized through a Struck channel, and is integrated into the data stream

during post-processing.

The analog and digitization systems are optimized for low-energy signal detection. The

S1 signals exhibit a 27 ns decay time constant. After all amplification stages, the pulse from

a single photoelectron has a height of 2.0 mV, giving an integrated area of 16 mV ns. The

ADC boards saturate at a 1.9 V signal height, corresponding to 950 phe or 6800 S1 photons

collected in a single PMT. Approximately 80% of the S1 light is spread over the bottom

array, and has a uniform distribution over all bottom tubes. The saturation limit then

corresponds to 5.2× 105 S1 photons generated, a factor ×5 higher than the largest γ signal

in the detector. Note that, while S2 pulses have an area ∼×100 larger than corresponding

S1 pulses, they have a FWHM of ∼2 �s, and therefore have comparable or lower heights.

More stringent limits on signal sizes are placed by PMT saturation effects. A 2% de-

viation in reconstructed event energy from the true energy, for the addition of S1 and S2
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signals, occurs for 500 keVee events; the deviation rises to 10% for events at 2.6 MeV. A

full treatment of PMT saturation effects and measurements is given in [94].

2.2.9 Data Processing

Digitized signals from the Struck ADC units are saved into files on a dedicated acquisition

computer on site. These files, known as DAT files, contain the digitized waveform trace data,

saved as data points in (samples, mV), where samples are ADC samples (10 ns intervals)

and mV is the signal height. The DAT files also contain timestamps for all digitized pulses.

The DAT files are transferred to a second on-site computer, dedicated to pairing trigger

information with the acquired waveforms, and removing data points which fall outside of

a preset time window around the trigger signals. This is known as “event building,” where

an “event” includes any pulses within the time window around a trigger. Event building

removes all pulse information that clearly does not correspond to an interesting detector

event, i.e. small noise events, single-electron S2s, etc. The resulting event waveform files

are called EVT files. The time window spans 500 �s both before and after the trigger

signal. This allows pulse identity determination to be made during post-processing, while

still capturing the other pulses from the event, regardless of the identity of the triggering

pulse. The measured maximum drift time in LUX is 320 �s, and is fully encapsulated in

the event time window. The EVT files are transferred off-site to the primary data mirror

at Brown University, where the files are available for consumption by the collaboration.

A copy of the EVT files is transferred to the Oscar cluster at the Brown University

Center for Computing and Visualization [103]. There, the waveforms are passed through

a series of software modules which quantify the relevant descriptive qualities of the pulses,

e.g. pulse identity, area, height, width, etc. Final decisions regarding the pairing of S1

and S2 pulses are also made, allowing for identification of XYZ position(s) of the event,

position-dependent pulse area corrections, and event energy reconstruction. The relevant

quantities, known as RQs, are stored in separate files and transferred back to the primary

mirror. The author, regretfully citing brevity, refers readers to upcoming LUX publications

describing the data analysis pipeline for detailed information on all analysis algorithms.

The XY position reconstruction algorithm used for LUX is described in [104].
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2.3 LUX Timeline

2.3.1 LUX 0.1

LUX hardware and software development efforts were started in 2007 with the LUX 0.1

program. Results from the program are published in [105], and are covered in detail in

[94]. The LUX 0.1 detector was used as a testbed for several different heat exchanger

technologies. The detector geometry is shown in Fig. 2.9. The detector used 50 kg of Xe, of

which 5 kg filled a fully-instrumented active region. Four R8778 PMTs, identical to those

used in LUX, observed the active region, with three tubes at the top (to allow basic position

reconstruction) and one on bottom. A 5 cm drift region was established by cathode, gate

and anode grids, allowing for generation of S2 signals. The circulation, heat exchange, and

purification systems for LUX were deployed for testing in the LUX 0.1 detector. A 230 kg

Al displacer mass surrounding the active region was used to approximate the heat load of

a full 350 kg Xe payload. The entire assembly sat inside a cryostat identical in dimension

to that used on LUX.

The LUX 0.1 program was successful in demonstrating the capabilities of the LUX

circulation and purification systems. The LUX heat exchanger was shown to operate at

>94% efficiency for heat transfer between incoming and outgoing Xe, while circulating

at flow rates of 380 kg day−1 (over one LUX Xe payload per day). The circulation and

purification resulted in an electron drift length that was measured to be >1 m at 90%

confidence level. Purification data are shown in Fig. 2.10. The analysis was performed by

direct measurement of S2 size as a function of depth, using a 57Co 122 keV γ source next to

the active region. The measurement upper limit is set by the small size of the active region.

The LUX 0.1 detector was decommissioned in 2010, in order to support operations at the

LUX Surface Facility at SURF.

2.3.2 LUX Surface Facility

The full LUX detector was commissioned at the LUX Surface Facility, commonly referred

to in this work and others as the Surface Lab. LUX personnel gained beneficial occupancy
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Figure 2.9: The LUX 0.1 detector. A 5 kg active region is instrumented by 3 top + 1 bottom
R8778 PMTs. The active region is housed in a 230 kg displacer block made of Al, allowing
the cryostat to be filled to the target liquid height (green) using only 50 kg of Xe. The
liquid height in the detector is monitored by three parallel wire level sensors. The Xe is
circulated through two heat exchangers, which were prototyped for deployment in LUX.
The figure is taken from Ref. [105].
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Figure 2.10: (a) Measurement of S2 signal size as a function of depth in the LUX 0.1 detector.
S2 signals are generated using a 57Co 122 keV γ source, allowing the measured S2 size to
map directly to electron drift length. Depth is determined by the S1-S2 timing separation, as
described in Sec. 2.2.1. Data are shown from two measurements before (red) and after (blue)
an early purification run. The datasets yield electron drift length measurements of 0.188±
0.001 cm and 12.4± 0.9 cm respectively. (b) Electron drift length in the LUX 0.1 detector,
as a function of time. The drift length directly tracks the concentration of electronegative
impurities in the active region. Xenon was circulated at 140 kg day−1 during the purification
run. Figures are taken from [105].

of the Surface Lab in October 2009. The LUX detector underwent construction and two

calibration runs at the Surface Lab until February 2012, when Surface Lab operations were

discontinued in support of the beginning of operations underground. Technical results from

the Surface Lab data runs are published in [106].

The Surface Lab was constructed with a layout closely matching that of the underground

laboratory. A schematic is shown in Fig. 2.11. The detector is deployed in a 3 m diameter

water tank. Electronics, Xe circulation, and thermosyphon lines are fed through conduits

and a tree structure directly above the water tank, on the top floor, as is done for the

underground deployment. All electronics are accessed through a breakout cart adjacent to

the tree. The detector can be removed from the water tank via crane and transported by

rail cart into the clean room for maintenance.

A class 1000 clean room was used during the construction phase of the detector. Per-

sonnel were required to fully cover body parts which could potentially contact the detector.

Required garb included Tyvek suits, boot covers, double-layered gloves sealed with tape,
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hair nets, and face masks. This eliminates the introduction of body oils to detector parts

during construction, maximizing Xe purification efficiency and reducing potential radioac-

tive contamination.

The Surface Lab water shield was designed to reduce ambient γ and neutron background

event rates, enabling the use of γ calibration sources. The requisite water shield thickness

was estimated using Geant4-based Monte Carlo, with a 50 cm × 60 cm liquid Xe volume

enclosed by 2 cm of Ti. The γ spectrum at the Surface Lab was taken from measurements by

LUX collaborators at University of South Dakota. The γ energy spectrum in the detector

is shown for several water shield thicknesses in Fig. 2.12. Initial Monte Carlo studies of

aboveground backgrounds projected a total detector γ background rate of 10 kHz during

liquid Xe operation, with no water shield present. This rate is far too high for LUX data

taking, causing virtually 100% event overlap and drowning out any calibration signal from

100 Hz external radioactive sources. Simulation studies predicted a γ background rate

reduction of over two orders of magnitude by the use of a 1 m water shield, allowing for

a clear signal to be seen from the monoenergetic calibration sources. This prediction was

found to be in good agreement with measurements taken during surface running.

The detector was fully commissioned during the aboveground run, beginning with an

initial run using argon gas (Run 1), followed by a run with the full 370 kg Xe payload

(Run 2). The runs allowed a full characterization of all 122 PMTs, the electronics chain,

and the data processing chain. Use of γ calibration sources allowed a measurement of LUX

light collection, measured at 8.4 phe keVee
−1 at 662 keVee. Best-fit results with Monte

Carlo studies, combined with separate measurements of S2 light collection, found best-

fit agreement with a PTFE reflectivity >95% in liquid Xe. Two species of activated Xe,

129mXe and 131mXe, were also identified due to their homogeneous, monoenergetic signal

throughout the active region. Two other species were later discovered in the low-background

environment of the Davis Underground Laboratory (Sec. 8.4).

Xenon flow imaging was accomplished by injection of 222Rn into the Xe circulation lines.

222Rn decay is covered in detail in Sec. 5.3.2. 3D imaging of the 222Rn α decay rate over

time clearly identified a break in the Xe circulation lines, resulting in the introduction of

Xe into the top of the detector, above the two-phase heat exchanger and near the location
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of the weir. Daughter decay rate ratios reached a steady state after 24 hours, decaying

with the 222Rn 3.8 day half-life. The ratios of the daughter decays were well-matched by

a model in which the daughters were swept from the active region with a 10 minute time

constant. Neutron generation from 210Pb decay (α,n) on PTFE was estimated to generate

<3.2 n yr−1, well below the neutron generation rate from the PMTs (Sec. 5.5).

2.3.3 Underground Deployment

LUX was deployed to the Davis Underground Laboratory at SURF beginning in July 2012,

with assembly and subsystem tests carried out through February 2013. The underground

lab occupies the Davis Cavern, on the 4850 ft level of the former Homestake gold mine.

The cavern is named after Raymond Davis Jr, who used the same cavern to deploy the

“Homestake experiment” solar neutrino detector in 1970 [107, 108].

The 4850 ft level at SURF affords a factor 4 × 106 reduction in muon flux relative to

sea level [109]. This is essential in attaining low-background detector operations for WIMP

search running. The estimated Homestake muon flux is 4.4× 10−9 cm−2 s−1, equivalent to

2 muons week−1 passing through the detector.

The detector was readied for liquid Xe running in February 2013, with the first hour

of S1-only data taken on February 20 (see Sec. 8.1). S1+S2 running mode was begun a

month later. The initial deployment featured frequent use of ER and NR sources for energy

calibration and characterization of the detector in low-background running mode. The ER

sources included 83mKr and 3H, as well as external 137Cs and 228Th γ sources. NR response

was calibrated using an AmBe neutron source. The official start of the WIMP search run

was April 22.

2.4 Dark Matter Search

The initial LUX dark matter search, published in [46], is known as Run 3. Run 3 is an

85 liveday non-blind run of the detector. The search is non-blind in that analysis and data

quality cuts are developed during the WIMP search run in response to evolving models of

detector backgrounds and data artifacts. Non-blind running during initial detector oper-
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(a)

(b)

Figure 2.11: (a) LUX Surface Lab side profile. The Surface Lab was converted from a
warehouse facility at Homestake in 2010. (b) LUX Surface Lab layout. The detector
is deployed in a 3 m diameter water tank. The general layout of the Surface Lab closely
follows the layout of the underground lab. The relative positions of the detector, water tank,
breakout and HV carts, electronics racks, and clean room are the same. The gas system
components were shifted to the second level of the underground lab to take advantage of
multi-level occupancy.
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Figure 2.12: Monte Carlo studies of the γ spectrum in the detector as a function of water
shield thickness. Spectra are shown corresponding to the initial γ spectrum (blue), the γ
spectrum in the active region using no water shield (cyan), and the active region γ spectrum
for a 50 cm (green), 1 m (red), and 1.5 m (magenta) thickness water shield. Y axis units
are counts keVee

−1 (γ incident at the water tank wall)−1.
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ation is necessary to characterize the functionality of the detector and accurately model

detector backgrounds, before the initiation of a long-duration blind search run. Since the

run was non-blind, strong emphasis was placed on minimizing the number of data quality

cuts required, thereby minimizing the human bias introduced to the search results. A full

discussion of Run 3 analysis results, with particular emphasis on studies pertaining to back-

ground modeling, is given in Ch. 8. Dark matter search results from Run 3 are presented

in Sec. 8.9.

The ultimate goal of the LUX experiment is to conduct a one year blind WIMP search

run [110]. This run will use periodic calibrations during the run, as well as analysis cuts

developed during Run 3. Results from Run 3 have been used to great effect in projecting

detector performance and backgrounds for the one year run. Background modeling per-

formed for LUX, discussed in Ch. 5, shows that the detector will be able to establish a

dark matter limit in 100 kg × one year with <1 WIMP-like low-energy background event

expected. LUX will also be capable of reporting a WIMP signal discovery at interaction

cross sections that have not been explored at the time of this writing.



Chapter 3

Xenon TPC Optical Modeling

The LUX experiment is able to achieve world-leading dark matter sensitivity in part because

of its high light collection efficiency. As discussed in Sec. 1.4, the number of WIMP scatters

in the detector falls exponentially as a function of scatter energy, making a low energy

threshold crucial for WIMP sensitivity. For this reason, Xe TPCs, and LUX in particular,

are constructed using materials known to have high reflectivity to 178 nm Xe scintillation

photons [111]. The most common of these materials is polytetrafluoroethylene (PTFE).

This chapter details studies performed to model light collection for the XENON10 detec-

tor, a Xe TPC with similar characteristics to LUX, operated by the XENON collaboration

at the Gran Sasso laboratory from 2006–2007 [112]. XENON10 modeling compares mea-

sured light collection curves with simulation predictions. Curves are matched to data by

varying material reflectivity and absorption parameters. This allows for an estimate of the

reflectance characteristics of materials used in the experiment. The results are broadly

applicable to all Xe TPCs which use similar construction materials, including LUX.

3.1 Xenon TPC Light Collection Model

Several construction aspects of Xe TPCs must be modeled in detail to build a reasonable

light collection simulation. Materials used in TPC construction are reviewed in Sec. 2.2.

The PTFE reflector panels play the dominant role in light collection efficiency for the

54
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experiment. Other materials exposed to the active region play a lesser role in influencing

light collection, due to their relatively low surface areas in the active region. These other

materials include the electric field grids and PMT windows. The gas-liquid interface reflects

a significant fraction of light generated in the liquid target, preventing the photons from

reaching the top PMT array and increasing their path length in the detector. Photons

also elastically scatter in the Xe, or are absorbed by impurities in the Xe, creating finite

scattering and absorption mean free paths. Each of these effects is discussed in detail below.

An understanding of the photon collection efficiencies of the PMTs themselves is required

in order to set an absolute light collection scale from simulation data. PMT detective

efficiency (D) is determined primarily by the quantum efficiency (QE) of the photocathode,

and is influenced to second order by photoelectron collection efficiency and performance

variation with temperature. A clear definition of these efficiencies and a detailed model of

their behaviors is given in Sec. 3.1.7.

3.1.1 PTFE Reflectors

Xenon TPCs typically bound the active Xe volume with PTFE paneling. This reflector

maximizes the amount of S1 and S2 light detected from an event in the active region. The

reflector also shields the active region from external photons, which may be generated from

energy depositions in pockets of “dead” (uninstrumented) Xe or in other detector materials.

For an idealized Xe detector surrounded in 4π by reflector material, use of a high-reflectivity

reflector material can increase the amount of light collected from an S1 event by up to ×5,

independent of detector mass. Light collection as a function of PTFE reflectivity for the

ideal detector is shown in Fig. 3.1.

PTFE is generally modeled with zero specular reflectivity, due to its rough microfaceted

surface composition [113]. The roughness of the surface suggests that PTFE should act as

a highly Lambertian reflector, meaning that photons are reflected at angle θR with prob-

ability ∝ cos(θR). For the optical simulations in this note, PTFE is given this reflectivity

characteristic. Measurements performed on PTFE in Xe gas indicate a more detailed model

for PTFE reflection, involving non-zero specular lobe and spike constants [114]. The spec-

ular components are estimated to become dominant at angles of incidence on the PTFE
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Figure 3.1: Simulation of the fraction of photons detected, averaged over the full liquid Xe
volume, as a function of PTFE reflectivity for TPCs of mass 13.5kg (red), 350 kg (magenta)
and 20 tonnes (green). No grids are used, and light is collected from 100% absorbing end
caps. Full active region coverage by PTFE is assumed. The detector aspect ratio is 0.9.
The Rayleigh scattering length is 30 cm, and the absorption mean free path is infinite.
Simulation is based on Geant4 [115].

which are >65◦. The impact of using a specular or diffuse reflection model is negligible, as

discussed in Sec. 3.3.3.

3.1.2 Electric Field Grids

Electric field grids are typically strung wire or mesh designs with steel construction, as

used in the XENON and LUX detectors. Stainless steel reflectivity is not well measured

in Xe, with one reported measurement of ∼60% in vacuum [116]. During construction, the

grids are chosen to have the smallest wire diameter and largest wire spacing possible, while

maintaining a uniform electric field for position-independent electron drift. This maximizes

the grid transparency to scintillation photons, independent of considerations of photon

reflection from the grid wires. Transparency without consideration of reflection is referred

to in this work as “geometric transparency.”

Previous Xe TPC optical simulations have assumed a semi-transparent “wafer” approx-

imation to model the effects of the electric field grids on incident photons [117]. The wafer



57

assumed a transparency calculated from the geometric transparency of the grid at 0◦ angle

of incidence with respect to the normal of the grid plane. This approximation is flawed,

in that this model ignores both the transparency dependence on photon angle-of-incidence

and the reflectivity characteristics of the grid wires.

Due to the finite wire diameter, geometric transparency varies with photon angle of

incidence. The geometric transparency is calculated as

Tstrung =
lspace · cos (θ)− ldia

lspace · cos (θ)
,

Tmesh =
(lspace · cos (θ)− ldia) (lspace − ldia)

l2space · cos (θ)
,

where ldia is the grid wire diameter, lspace is the separation between grid wires (measured

between the wire centers), and θ is the incident angle of the photon, where 0◦ is normal

to the plane of the grid. Tstrung is for a strung grid, where the wires run parallel in one

dimension only. Tmesh is for a mesh grid, where the wires run in two dimensions and

intersect at 90◦ angles. As photon angle of incidence increases, grid geometric transparency

decreases. The decrease of geometric transparency increases the importance of grid material

reflectivity in the light collection model. Geometric transparency as a function of angle for

both grid types is shown in Fig. 3.2.

3.1.3 Gas-Liquid Boundary Refraction and Reflection

The change in refractive index between gas and liquid Xe volumes results in refraction and

reflection of photons encountering the gas-liquid boundary. The refractive index of liquid

Xe is a sensitive function of energy, and at Xe scintillation energies (7 eV) has been reported

as n = 1.69 ± 0.02 [118]. This index results in a critical angle θc = 36◦ at the gas-liquid

boundary. Light incident on the boundary with θi > 36◦ will be reflected downward toward

the PTFE, liquid phase grids, and bottom PMT array, creating further sensitivity of light

collection to the reflectance characteristics of these components. Reflection at the boundary

also significantly influences the ratio of light collected on the top and bottom arrays, which

is a crucial parameter in reflectance studies.
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Figure 3.2: Grid geometric transparency as a function of photon angle of incidence, where
0◦ is normal to the grid plane. Curves are shown for strung (solid) and mesh (dashed) grids.
ldia and lspace are given in arbitrary units.

3.1.4 Xenon Rayleigh Scattering Length

Scintillation photons undergo elastic (Rayleigh) scattering within the liquid Xe volume. The

photons change direction by ∆θ, with probability P (∆θ) ∝ 1+ cos2 (θ). The characteristic

length λR for this scattering process is a function of λ−4
s ((n2 − 1)(n2 + 2))2, where n is

the refractive index and λs is the Xe scintillation light wavelength [119]. The scattering

length is therefore extremely sensitive to the refractive index of the material. λR has been

calculated to be 30 cm and is measured as 29 ± 2 cm [83, 84]. These values are averaged

over the Xe scintillation spectrum, shown in Fig. 3.3a. In optical simulations, λR = 30 cm

is used.

For a liquid Xe TPC of order 10 kg or larger, typical track lengths for optical photons

exceed λR. A significant fraction of photons will undergo one or more Rayleigh scatters in

larger detectors. The scattered photons have an increased path through the detector, and

become more likely to interact with construction materials lining the active region.
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Figure 3.3: (a) Absorption spectra for O2 and H2O molecules (1 ppm concentration) at
UV wavelengths, taken from Ref. [82]. The Xe scintillation spectrum is superposed. Y-axis
units are corrected from [m−1] to [cm−1] from the original paper after correspondance with
the author. (b) Calculated absorption lengths for scintillation photons using the spectra
from (a). Absorption as a function of distance is shown over five orders of magnitude of
H2O concentration.

3.1.5 Xenon Scintillation Photon Absorption Length

Pure Xe is believed to have an extremely long characteristic length associated with absorp-

tion of scintillation photons (λa), as the first free exciton absorption band is 10.3 eV and the

scintillation photon energy is narrowly peaked at 7 eV [82, 120]. However, UV-opaque im-

purities are known to exist in commercial Xe gases, particularly O2 and H2O molecules left

from the distillation process during Xe production. These molecules can significantly limit

Xe photoconductivity. The absorption spectra of O2 and H2O, as well as the Xe scintillation

photon attenuation curves as a function of H2O concentration, are shown in Fig. 3.3. It

is believed that current purification technology is sufficient to remove these impurities to

concentrations <1 ppb H2O and O2 [101]. In the optical simulations described in this work,

λa is taken to be much larger than the mean free path of optical photons in the modeled

detectors, and is taken to infinity unless stated otherwise.

3.1.6 PMT Windows

PMTs used in liquid Xe detectors typically employ windows constructed from quartz (SiO2)

[121]. Quartz is chosen for its high transmissivity of VUV photons. This allows the photo-
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cathode material to be deposited on the inside of the window, protecting it from physical

degradation. The refractive index of fused silica quartz is measured as 1.57 at 190 nm [122].

The value is less than that of liquid Xe. This results in a critical angle between liquid

Xe and PMT windows of θc = 68◦. The diffuse photon wash created by PTFE and grid

reflections accentuate the importance of factoring this extra reflection into simulations.

3.1.7 PMT Detective Efficiency

It is important to be clear on the various definitions of PMT detection efficiencies. A

thorough discussion on PMT efficiencies and measurements is given in [94]. PMT detective

efficiency D is defined as

D = QE · CE ·H (T ) . (3.1)

The PMT quantum efficiency QE is defined as the probability for a photon which is

incident at the PMT front face to be converted into a photoelectron (phe). QE is determined

by the photocathode material, and is wavelength- and angle-dependent. Further discussion

on QE is given in the following subsections. The QE term is the dominant efficiency factor

contributing to D, and to first order the other contributing terms can be neglected. QE is

defined at room temperature, unless stated otherwise.

The PMT collection efficiency CE is defined as the probability for a phe generated at

the photocathode to reach the first dynode stage of the PMT. This term is dependent on the

PMT bias, and is flat within the range of biases used for standard PMT operation. H (T )

is a temperature-dependent efficiency gain from operating the PMTs at −100◦C liquid Xe

temperatures, measured relative to the efficiency at room temperature. CE and H (T ) are

both of order 10% variations and largely cancel each other, contributing to the dominance

of the QE term in Eq. 3.1.

3.1.7.1 Definition of Quantum Efficiency

The Hamamatsu definition of QE is the efficiency with which a photon incident on the

PMT quartz face (at 0◦ angle of incidence) is converted into a phe. At Xe scintillation



61

light wavelengths, typical PMT QE measurements (as defined by Hamamatsu) range from

25%–35% [121]. XENON10 Hamamatsu R8520 PMTs were measured to have an average

QE of 24% [123]. LUX R8778 PMTs were measured to have an average 33% QE [94]. These

values are used in simulation modeling.

It must be made clear that the Hamamatsu QE definition includes the probability of a

photon being successfully transmitted across the quartz window to reach the photocathode,

as well as the probability of conversion of the photon into a phe. It does not, however, include

the probability of measuring the resulting phe; this is captured by CE. This definition is

incompatible with a simple multiplication of Monte Carlo results, as the Monte Carlo also

includes the effects of photons being transmitted through the quartz window. Multiplication

of simulation results by the Hamamatsu QE definition double-counts the probability of

photon transmission through the PMT window. The simulation must include the probability

of photon transmission through the window, as this is an angle-dependent quantity. A re-

definition of QE is therefore required for compatibility with simulation results.

For this work, QEsim is defined to be the Hamamatsu-measured QE divided by the

probability of photon transmission at the quartz window at 0◦ incidence. The definition of

QEsim is the probability of a photon which has been transmitted through the glass being

converted into a phe, which is suitable for multiplication with simulation results. Additional

factors, including CE, are also separately included.

3.1.7.2 Variation of QE with Angle

Measurements of PMT QE show a dependence on photon incidence angle [121]. PMT QE

varies due to the apparent increase in photocathode thickness at nonzero angles of incidence.

For a photon incident on an infinite-plane photocathode, the QE should be a function of

cos (θ), as illustrated in Fig. 3.4. Hamamatsu test data for PMT response as a function

of angle is not available for LUX R8778 PMTs, but is available for the R550 PMT. The

R550 PMT is a 5 cm diameter tube, with similar physical characteristics to the R8778 used

in LUX, but a lower nominal gain (7×105) and a minimum detected wavelength of 300 nm.

The R550 PMT signal response as a function of angle is shown in Fig. 3.5a [121]. The

measurement is performed using a wide 600 nm wavelength beam illuminating the PMT
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face. As the PMT is rotated, the effective area of the photocathode is reduced by cos (θ).

For a “flat” QE, PMT output should closely follow this curve. The data points deviate

significantly from the simple cos (θ) model, showing a QE enhancement as a function of

angle.

QE as a function of photon incidence angle follows Eq. 3.2 below. The functional form

of QE with incidence angle is derived based on two parameters: the probability of the

photocathode absorbing a photon which is traversing its length, and the probability of

an absorbed photon in the photocathode becoming a phe. The model must break these

two probabilities apart, since both quantities are unknown, and they influence the model

differently.

QE as a function of angle is expressed as

QEsim (θ) =
QEsim,0

QEsim,0 + Ploss,0
×
�
1− (1− Ploss,0 −QEsim,0)

1/ cos(θ)
�
. (3.2)

For a photocathode thickness δ, the photon transmission probability is T = 1 − Pabs =

1−Pphe −Ploss, where Pabs is the probability for a photon to be absorbed in length δ, Pphe

is the probability for an absorbed photon to convert into a phe, and Ploss is the probability

of any other conversion type after absorption. (Note that, at 0◦ angle of incidence, Pphe =

QEsim.) For a photon incident at the photocathode at angle θ from the normal (see Fig. 3.4),

the zero-angle transmission probability is multiplied a number of times �/δ, where � =

δ/ cos (θ) is the apparent thickness of the photocathode. The probability of transmission

of the photon is then T (θ) = (1− Pabs,0)
�/δ = (1− Ploss,0 −QEsim,0)

1/ cos(θ), where the

0 subscript represents 0◦ angle of incidence. The absorption probability is Pabs(θ) = 1 −

T (θ). The absorption probability is then multiplied by the probability of an absorbed

photon producing a phe, equal to P (phe|abs) = P (abs|phe)P (phe) /P (abs) = Pphe/Pabs

= QEsim,0/ (QEsim,0 + Ploss,0), to yield Eq. 3.2.

As an example, the value of Ploss,0 for the R550 multialkali photocathode, at 600 nm,

can be estimated from Fig. 3.5. The predicted output curve for the R550 can be computed

using Eq. 3.2 and the average measured R550 QE at 600 nm of 6.5% [124]. A best-fit curve

is computed by multiplying Eq. 3.2 by the cos (θ) photocathode area dependence term, as
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Figure 3.4: Illustration of the angular dependence of PMT QE. The apparent photocathode
thickness is enhanced by �/δ=1/cos(θ), where θ is the angle of incidence relative to the
photocathode normal. Given a probability T of the photon transmitting through the layer
at 0◦ incidence, the probability of photon transmission through the layer at angle θ is

T (θ) = T
�/δ
0 = T

1/ cos(θ)
0 .

well as the Fresnel reflection coefficient for photons reflecting off of the PMT window. The

best-fit parameter yields an estimate of Ploss,0 = 0.26 with fitting results shown in Fig. 3.5b.

The value of Ploss,0 was not measured by Hamamatsu for the R8520 or R8778. The

measurement taken from Hamamatsu test data for the R550 PMT is taken for a different

photocathode type, at a much longer wavelength than Xe scintillation light. It is unrea-

sonable to apply this same factor to the R8520 or R8778 PMTs for 178 nm wavelength

photons. QE dependence on angle is not incorporated into simulations for XENON10 data.

For LUX modeling, the impact on QE from variation of the Ploss,0 parameter is shown in

Fig. 3.6. Ploss,0 is varied from 0–65%, where 0% corresponds to QE dependent only on the

probability of a photon absorbing at the photocathode, and 65% corresponds to the maxi-

mum possible value (corresponding to a QE independent of incidence angle, meaning that

no photons are transmitted through the photocathode at 0◦ incidence). Tests performed by

LUX collaborators at LIP Coimbra were used to back out the estimated value of Ploss,0 in

Sec. 3.3.4.2.
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Figure 3.5: PMT QE vs. photon angle of incidence θ for the Hamamatsu R550 PMT [124].
The angle θ is defined relative to the PMT face normal. (a) Hamamatsu test data. Data
was collected by rotating a test PMT through a wide 600 nm beam. Figure is taken from
Ref. [121]. (b) Best-fit analytic curve given by Eq. 3.2, multiplied by cos (θ) and window
reflection terms (red dashed). Hamamatsu data (blue) is averaged about θ = 0◦. Best-fit
results yield a value of Ploss,0 = 26%. Shown for comparison is a cos (θ) dependence curve
(black dashed), corresponding to QE independent of incidence angle.
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Figure 3.6: Angular dependence (with respect to PMT face normal) of R8778 QE, calculated
from Eq. 3.2. QEsim(0◦) is set to the standard LUX R8778 value of 35%. Ploss,0 is varied
over the full allowed range of values, 0–65%.
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3.2 Fitting XENON10 Data

Before the beginning of LUX construction, existing Xe TPC data was used to try to con-

strain the range of reflectivity values of PTFE and other common detector materials in

liquid Xe. Studies of PTFE reflectivity and its effects on light collection were used to

inform LUX and LZ detector designs. The study data was taken from the XENON10 ex-

periment. XENON10 is a liquid Xe TPC, featuring a 13.5 kg active region and 5.4 kg

fiducial volume. The construction of XENON10 is similar to that of LUX, where PTFE is

used to line the active region, and stainless steel electric field grids are present at the top

and bottom of the active region. This section details the use of XENON10 calibration data

and Monte Carlo simulations to find the reflectances of PTFE and stainless steel at 178 nm

in liquid Xe.

3.2.1 Methodology

Monte Carlo simulations of scintillation photon collection efficiency were performed using a

Geant4-based representation of the XENON10 detector. The simulation featured a faithful

recreation of the XENON10 geometry, based on CAD drawings, and included all materials

adjacent to the active region. The XENON10 geometry and data used in this study are

documented in [123].

The sensitivity of event light collection to Z position and PTFE reflectivity is sketched in

Fig. 3.7. The Z coordinate is defined such that Z increases when moving from the bottom

PMT array toward the liquid surface. An event very near the bottom of the liquid Xe

volume will deposit ∼50% of its S1 signal in the bottom PMT array immediately. Of the

up-going light, a fraction will encounter the PTFE panels, and the remainder will encounter

the gas-liquid interface. Of the light encountering the interface, there are a further three

populations: photons which encounter the top PMTs; photons which are refracted outward

and away from the top PMTs; and photons which are reflected back into the liquid volume.

A large fraction of the photons in this latter population will encounter the PTFE reflector

in the liquid volume, and be scattered at random angles. As event height increases, the

light collected by the bottom (top) PMT array goes as Z
−2 (Z2), with an offset from a
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Figure 3.7: Illustration of variation in light collection for top and bottom PMT arrays (black
squares) with increasing event height. Light reaching the PMT arrays is shown in green.
Light which escapes from the detector is shown in blue. Light reaching the PTFE reflector
is shown in red.

diffuse photon population which has reflected off of detector materials.

In the limit of very poor PTFE reflectivity, the light collected at the bottom PMT

array primarily comes directly from the event site, without having scattered from detector

materials. The light collection curve as a function of height is therefore a function of Z−2.

In the limit of very high PTFE reflectivity, photons encountering the PTFE reflector are

recycled back into the active volume, independent of event height. The fraction of recycled

photons collected by the PMTs is largely independent of event height. The slopes of the

light collection curves as a function of height in the high PTFE reflectivity limit are therefore

much flatter than the simple Z
2 case.

Slope changes with event height for the top and bottom PMT array light collection

curves are of great importance for reflectivity matching. The slope changes are independent

of the assumed absolute photon yield from energy depositions in the Xe, and are solely

a function of reflectivity and path length parameters. Absolute scaling matches between

simulations and detector data can be made by estimating the efficiencies of the PMTs, and

estimating the absolute scintillation photon yield in liquid Xe.

3.2.2 Scaling Factor Calculations

To match the absolute light collection values calculated from simulation and measured data,

a scaling factor is required which converts energy deposition into a measured number of phe.

This scaling factor is
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N

�
phe

keVee

�
=

�

i

Ai ·Gi (�x) , (3.3)

where N is the number of phe generated per keVee energy deposited. Gi (�x) is the geometric

collection efficiency for PMT i, which is calculated by Monte Carlo. Gi (�x) is defined as the

probability for a photon emitted at position �x to encounter the photocathode of PMT i (not

including QE). The detector geometric collection efficiency is defined as G (�x) ≡
�

iGi (�x).

The term Ai rolls in all effects which are not accounted for in the Monte Carlo, and are

used to scale between the simulation and measured data. Ai is expressed as

Ai =
QF (ε) ·Di

wν (E)
. (3.4)

wν (E) is the average energy required to generate a scintillation photon at zero electric field,

as a function of energy deposition E; QF is the quenching factor, which is the scintillation

efficiency of an energy deposition at electric field ε relative to zero field; and Di is the

detective efficiency of PMT i, given by Eq. 3.1.

It is important to note that wν is different from W as defined in Sec. 2.1.2. W is the

average energy required to produce either an ion or exciton in liquid Xe, yielding either a

scintillation photon or ionization electron. wν is the average energy required to produce a

scintillation photon in liquid Xe: wν (E) = �E/nν (E)�.

wν (E) was directly estimated from measured XENON10 data for 164 keVee energy

depositions. The value of wν for generation of a photon at 122 keVee has been measured

as 15.2± 0.3 eV [125]. For photon generation at 164 keVee, the work function is calculated

based on the relative measured XENON10 light yields at 164 keVee and 122 keVee [123].

The estimate of wν at 164 keVee is 16.6 ± 1.2 eV. QF (ε) is taken from measurements of

ER scintillation yield as a function of electric field published in [126]. At the XENON10

operating field of 0.73 kV cm−1, QF = 0.53± 0.02.

The terms listed above create a single scaling factor between photon generation and

signal detection, with uncertainties propagated from the constituent terms. Average values

for each term are listed in Table 3.1. These values result in an average collection efficiency

factor �Ai� of 0.0065± 0.0009 eV−1.
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Term Value

wν (164 keVee) 16.6± 1.2 eV [89, 123]
QF (0.73 kV/cm) 0.53± 0.02 [126]

�QEi� 0.237± 0.019 [123]
CE 0.75± 0.05 [123]
HT 1.15± 0.03 [123]
�Ai� 0.0065± 0.0009 eV−1

Table 3.1: Average values for the efficiency terms used in Eq. 3.1.
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Figure 3.8: Ai distribution for XENON10 R8520 PMTs, estimated using relative sensitivity
measurements from [123]. Values are used for calculation of simulation scaling factors in
Eq. 3.1.

For comparison of simulation results with detector data, PMT D values are individually

estimated based on relative sensitivity maps created for XENON10 [123]. These relative

efficiency fractions are then multiplied by �D� to obtain individual models for Ai. The

distribution of the final Ai values is shown in Fig. 3.8.

3.2.3 Results

The XENON10 Monte Carlo simulation was run over a grid of PTFE reflectivity (RPTFE)

and electric field grid reflectivity (Rgrid) values. Simulated geometric collection efficiency

curves for each RPTFE-Rgrid dataset are scaled by Eq. 3.4, and the p value of the χ
2 score

is computed for each dataset. The top five results with the highest p values are shown in
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Figure 3.9: Five closest simulation matches to XENON10 light collection data, and corre-
sponding simulation reflectance parameters. The X axis is given in units of height (labeled
H, corresponding to Z in Sec. 3.2.1). H = 0 mm corresponds to the liquid Xe surface.
Upward (downward) arrows correspond to light collection at the top (bottom) PMT array.
Measured data is taken from the homogeneous 131mXe 164 keVee line. Simulation data is
shown with best-fit arbitrary scaling, before scaling with Eq. 3.4.

Fig. 3.9. The χ2 distribution of the RPTFE-Rgrid space is shown in Fig. 3.10. The contour in

(RPTFE , Rgrid) space is centered at RPTFE → 100%, and shows consistency with measured

data for RPTFE > 95%. The lower-limit measurement is in agreement with Ref. [127].

The most likely value for Rgrid is found to be 45± 5%, lower than the measurement (with

unquoted error) reported in Ref. [116].

A brief investigation was made into incorporating absorption effects into the XENON10

optical model. The light collection curves asymptote at λa > 2 m, as shown in Fig. 3.11. The

χ
2 fit values show significant deterioration for λa < 2 m. It is assumed that for XENON10

λa � 2 m, based on projected performance of the XENON10 purification system and the

photon mean free paths computed from Fig. 3.3b.
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Figure 3.10: χ
2 probability distributions for XENON10 data matching in RPTFE-Rgrid

space, using fixed optical parameters from Sec. 3.1. Color values are the χ2
/DOF p value in

percentage units. (a) Distribution for arbitrary simulation scaling, matching only the slopes
and relative separations of the top and bottom PMT array G curves. (b) Distribution using
Eq. 3.4 to calculate the absolute simulation scaling factors.
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Figure 3.11: Geometric collection efficiency G as a function of height for varying photon
absorption length λa (labeled in the plot as λabs). Curves with high (low) collection efficiency
at Z = 10 mm correspond to collection at the bottom (top) PMT array. The expected value
of λa is �2 m. All XENON10 data fitting attempts use λa → ∞. The simulation which
begets the curves holds reflectivity values constant at RPTFE = 100%, Rgrid = 45%.
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3.3 Predicting LUX Light Collection

LUX light collection was modeled using the Geant4-based LUXSim Monte Carlo package,

described in Sec. 5.2 [128]. LUXSim features a precise replication of all significant detector

components, including all Xe TPC characteristics outlined in Sec. 3.1. Optical photons were

generated homogeneously within the simulated active region, and given random isotropic

directions. Light collection is averaged across XY for all Z bins. Studies of detector light

collection efficiency were performed by varying PTFE and electric field grid reflectivities,

as done for XENON10 data matching (Sec. 3.2).

Results of comparisons of average LUX light collection with model predictions are dis-

cussed in Sec. 8.2. Light collection values measured from WIMP search data are consistent

with 100% PTFE reflectivity. The studies in this section were used for projections of LUX

light collection, before detector data was available. These studies have since been superceded

by more detailed models, using in-situ measured LUX PMT efficiencies and light collection

curves. The updated studies will be available in upcoming LUX publications.

3.3.1 Geometric Collection Efficiency for Varying PTFE Reflectivities

Detailed studies of PTFE reflectance indicate a significant difference in PTFE reflectivity

between gas and liquid Xe media [113]. To accommodate this effect, and to remain agnostic

about the reflectivity values for LUX construction materials, LUX PTFE reflectivity was

varied independently at the liquid (RPTFE,liq) and gas (RPTFE,gas) interfaces. Values of

RPTFE,liq were varied from 50–100%. For each value of RPTFE,liq, values of RPTFE,gas

were swept from 0–100%. The reflection model used was 100% diffuse. Geometric collection

efficiency G was measured for each data point. Variation in G is also investigated for varying

values of electric field grid reflectivity (Rgrid).

Geometric collection as a function of RPTFE,liq is shown in Fig. 3.12. Results are shown

using two emission geometries: a point source located at the middle of the drift region,

and a cylindrical volume encompassing the entire drift region. No significant change in the

curves is seen between the two emission geometries. Results also include the effect of varying

the corresponding RPTFE,gas in the range 0–100%. Due to the majority of S1 light being
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Figure 3.12: LUX geometric collection efficiency as a function of RPTFE,liq. Curves are
shown for low and high values of Rgrid. Separate curves are also shown for RPTFE,gas

values of 0% (down-pointing triangles) and 100% (up-pointing triangles). RPTFE,gas has
been independently measured at 65%. (a) Results from using a point source for photon
emission, located in the center of the active region. (b) Results from using a cylindrical
emission volume occupying the entire drift region. No significant change is seen between
the two different emission geometries in (a) and (b).

reflected within the liquid volume (see discussion in Sec. 3.1), G is relatively insensitive to

RPTFE,gas.

3.3.2 Measured Light Collection Efficiency for Varying PTFE Reflectiv-

ities

Measured light collection is calculated in units of phe/keVee (zero field) following Eq. 3.3.

The QE used is QEsim as defined in Sec. 3.1.7.1. The average LUX R8778 QE value, as

measured by Hamamatsu, is 33% [129]. This value multiplies the probability of photon

transmission through the PMT quartz window with the probability of conversion into a

phe. Using the Fresnel equation for reflection, the transmission probability for a photon

incident from air (in which the measurement was made) into quartz is 95%. The value of

QEsim is then 33%/0.95 = 35%. The average R8778 collection efficiency CE is measured to

be 90% for R8778 PMTs [94]. wν (E) is taken at 122 keVee, at 15.3 eV (Sec. 3.2.2). Curves

from Fig. 3.12 are multiplied by the factors calculated with Eq. 3.4, using LUX efficiency
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Figure 3.13: Simulated LUX light collection for 122 keVee energy depositions (zero field).
Results are identical for point source and full drift emission geometries. G is calculated from
LUXSim Monte Carlo. Scaling to phe/keVee is performed using Eq. 3.3 with the measured
average LUX PMT D value.

values. Results are shown in Fig. 3.13.

3.3.3 Specular vs. Diffuse Reflection and Impact on Geometric Collection

Efficiency

The use of a diffuse reflection model is well motivated by arguments about the microfaceted

composition of PTFE surfaces [113]. Direct measurements of PTFE reflectance spectra in

gas indicate an angle-dependent specular reflection component for RPTFE,gas [114]. The

angular reflection spectrum in liquid Xe is not currently measured.

The Geant4 optical physics processes do not support variable reflectance parameters as

a function of angle, as was directly measured for the LUX PTFE in gas. To place a bound

on the potential systematic error in the Monte Carlo associated with use of a pure diffuse

reflection model, the studies from Sec. 3.3.1 were repeated using a pure specular reflection

model. Results are shown in Fig. 3.14.
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Figure 3.14: Geometric collection efficiency as a function of PTFE reflectivity in liquid Xe,
using a pure specular reflection model. Curves are the same as described for Fig. 3.12.

The choice of a pure specular or pure diffuse reflection model changes S1 light collection

by <5%. The limited magnitude of the change in efficiency is due to the effects of Rayleigh

scattering within the liquid Xe. As the characteristic scattering length is significantly lower

than the photon mean free path, all photons undergo multiple scatters within the liquid Xe

volume, essentially randomizing their trajectories regardless of their reflection angle from

the PTFE. Scattering from field grids, the liquid surface, and PMT quartz windows further

randomizes photon directions.

3.3.4 Photon Angle-of-Incidence Distributions and Corrections to PMT

QE Estimates

3.3.4.1 Photon Incidence Angles at the Photocathode

The distribution of photon incidence angles at the photocathode is shown in Fig. 3.15, for

two PTFE reflectivity values, using a photon point source at the detector center. The

photocathode is modeled as a quartz object, in order to eliminate reflections of incident

photons from the quartz / photocathode boundary. Some reflection likely exists in reality.

However, the quantity is unknown, and is not included in the model. To highlight the

importance of knowing the Ploss,0 parameter for the R8778 at 178 nm, Fig. 3.16 gives
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Figure 3.15: Photon angle-of-incidence distributions at the PMT photocathode. θ is defined
with respect to PMT face normal. Separate curves are shown for low and high PTFE
reflectivity datasets; no significant change in slope is seen. Curves are also shown separately
for top and bottom PMTs. Photocathodes are modeled as quartz, to avoid reflection effects
between the quartz and photocathode volumes. The spectrum is used in estimates for
corrections to light collection curves, calculated in Sec. 3.1.7.1. Cutoffs in the angular
spectra for the top PMT array result from the mismatch between the gas Xe and PMT
windows (n = 1.6).

the potential gain in measured light collection vs. Ploss,0 for constant PTFE and grid

reflectivities.

3.3.4.2 Measurements of Ploss,0

LUX collaborators at LIP Coimbra performed a direct measurement of R8778 QE vs angle-

of-incidence in 2011. Three R8778 PMTs were tested, using both blue and UV light from a

Xe lamp. The incident light was collimated with an iris of 1.3 mm diameter, and the PMT

was rotated about the center of its front face. Results were collected as single phe spectra

at several angles.

The VUV lamp data for absorption probability was fit with the function Pabs (θ) =

1 − exp (1.6 · sec (θ)). From Sec. 3.1.7, Ploss,0 = Pabs,0 − QEsim,0. Taking the measured

value of Pabs at 0◦, Ploss,0 = 0.45. From Fig. 3.16, this value of Ploss,0 yields an estimated

8% increase in predicted LUX light collection above the flat-QE model.
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Figure 3.16: Relative gain in LUX light collection as a function of Ploss,0 for constant
RPTFE,liq and RPTFE,gas. The spectrum of photon incidence angles is not significantly
affected by varying reflectivities, as shown in Fig. 3.15. The curve is calculated using the
angular spectrum from Fig. 3.15 as input for Eq. 3.2.



Chapter 4

Direct Measurement of Nuclear

Recoil Scintillation Efficiency

The LUX detector will be the first Xe TPC to use a novel NR signal calibration strategy

that allows a direct, unambiguous measurement of signal yields from NR events. The mea-

surement takes advantage of the 2.5 m thick LUX water shield, the large linear dimensions

of the LUX active region, a moveable air conduit which was built into the water shield, and

a high-yield deuterium-deuterium (D-D) fusion source. The modeling and simulation work

for the calibration technique, used to evaluate the merit of this calibration and to develop

analysis cuts which maximize signal-to-noise, are described in this chapter. Calibration

data taking and analysis results will be described in future publications [130].

4.1 Strategy

For any radiation source to be useful for detector energy calibrations, independent knowledge

of the incident particle energy is required. Gamma sources are well understood in terms

of their energy spectra, and the γ rays are emitted at discrete energies, enabling easy

correlation of energy deposition with observed S1 and S2 peaks. Neutrons are emitted from

radioactive decay processes with very wide energy spectra (see e.g. Fig. 6.7). This limits

the potential usefulness of radioactive neutron sources for energy calibrations. Furthermore,

78
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whereas γ rays provide observable ER peaks through photoelectric capture, there is no

comparable process for neutrons with reasonable cross-section. (Even if there were, the

incident neutron energy is much too high to provide a useful calibration of the dark matter

search region.) Neutrons instead produce a continuous energy deposition spectrum through

scattering.

A NR calibration can be established if both the neutron scattering angle and the incident

neutron energy are well known. The NR energy deposited by a neutron with order MeV

energy is well characterized by non-relativistic kinematics, as the speed of a 1 MeV neutron

is 0.03c (0.9 cm/ns, 55 ns to cross the LUX active region). For a neutron with kinetic energy

T , the expression for the total energy imparted to a Xe nucleus (with mean atomic mass

A = 131) is

E = T × 4m1m2

(m1 +m2)
2

�
1 + cos (θ)

2

�
≈ T × 4

131

�
1 + cos (θ)

2

�
, (4.1)

where θ is the neutron scattering angle in the center-of-mass frame.

The incident neutron energy from radioactive sources is generally not well understood

because of two effects: the width of the emitted neutron energy spectrum, and the scattering

of the neutrons in passive construction materials before reaching the active region. For LUX

NR calibrations, it is proposed to circumvent the first of these problems through the use of

a D-D fusion source, which generates monoenergetic 2.45 MeV neutrons. The D-D reaction

is

2H+ 2H →






3He + n,

3H+ p,

where either reaction is 50% probable. Protons are quickly captured in surrounding gen-

erator components, and do not influence measurements. 3H undergoes β decay, with a

12 year half-life and Q-value 18.6 keV; the low-energy β is also quickly stopped in generator

materials. The only detectable product of the D-D reaction is the neutron.

The D-D fusion process is generated by imparting a low speed to one of the 2H nuclei,
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sufficient to enable tunneling through the Coulomb barrier of the second 2H nucleus. The

2H nuclei can be modeled as being at rest before the fusion reaction. The neutron energy

can then be calculated from the rest masses of 2H and 3He, and momentum conservation

requirements between the 3He nucleus and the neutron. The rest masses of 2H, 3He and

the neutron are 2.0141 u, 1.00866 u, and 3.01603 u respectively. This leaves a total leftover

mass of 0.00351 u = 3.27 MeV. As the 3He nucleus is three times more massive than the

neutron, the energy is partitioned such that the neutron obtains 3/4 of the leftover energy.

This leaves 2.45 MeV for the neutron.

In practice, the neutron energies emitted from the generator head have a small angular

dependence due to the high-field acceleration of the ionized 2H nuclei when initiating fusion.

The energy range is expected to vary by 0.6 MeV when sweeping from 0–π around the

generator. Choosing a fixed angle for the generator head relative to the detector largely

mitigates the energy variation.

The problem of neutron scattering in materials is addressed in LUX by using a long

air-filled conduit, which penetrates the water shield between the neutron generator and the

detector. This provides a tightly collimated beam of neutrons entering the detector, which

have scattered minimally in other materials during their flight. A neutron which scatters

in the water enough to significantly change its kinetic energy will also deviate significantly

from the conduit path; this will effectively remove it from the neutron beam, and it will

quickly capture in the water shield. A large fraction of the neutrons surviving to reach the

active region will therefore have their original kinetic energy from the generator, and will

have momentum aligned with the conduit axis. Further analysis cuts described in Sec. 4.3.3

remove neutrons which scatter in detector construction materials.

The tight collimation of the neutrons entering the detector also enables a measurement

of the scattering angle θ. This is illustrated in Fig. 4.1. LUX is capable of detecting

multiple scatter vertices in a single event, through identification of multiple S2 signals. In

the example of a double-scatter event, the vertex which is well-aligned with the beam path

is known to be the first scattering vertex in the detector. The next vertex is therefore the

second scatter vertex, which fixes the vector of the neutron after it initially scattered. The

value of θ can be calculated based on the vector of the conduit and the vector between the
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Figure 4.1: LUX NR calibration strategy using a monoenergetic D-D neutron source and
long air conduit for neutron beam collimation. The vector of the conduit is used in combi-
nation with the scatter vertex positions in the detector to reconstruct the neutron scattering
angle. The corresponding energy is correlated with the detected signals, providing direct
NR energy calibration in LUX.

scatter vertices. The same scheme can be used for the measurement of θ for events with >2

scatters. Ambiguity in the ordering of the secondary scattering vertices can be overcome

through the relative S2 sizes from the vertices, pairing lower (higher) energy scatters and

therefore smaller (larger) scattering angles with smaller (larger) S2 signals.

Knowledge of the incident energy T and measurement of θ allow calculation of the total

NR energy deposited via Eq. 4.1. This energy can be correlated with the size of the S2

signal observed from each vertex, enabling a direct measurement of ionization yield as a

function of energy. Direct calibration of the S1 signal for each vertex cannot be performed

due to the overlap of the S1s from all vertices. A likelihood analysis from observation of a

wide range of scattering profiles can potentially be used to estimate the scintillation yield.
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4.2 Materials

The LUX neutron conduit is constructed out of PVC pipe, sealed at either end against

water using PVC pipe cement (McMaster ID 18815K61). The conduit is shown as installed

in the LUX water tank in Fig. 4.2 (top). The conduit measures 377 cm end-to-end, with

a 4.9 cm inner diameter. The conduit is suspended from two stainless steel cords, affixed

to the outer top cover of the water shield by two hand winches. A stainless steel T-bar is

strapped to the bottom of the conduit to provide ballast, and to prevent conduit bowing

during submersion. During neutron calibration operations, two operators use the winches

to raise the conduit into alignment with the active region. When neutron calibration is not

in progress, the conduit is lowered to the bottom of the water tank, in order to close off

line-of-sight to the detector for γ rays and neutrons from cavern radioactivity. The position

of the conduit has been shown to be reproducable to ∼cm accuracy using a calibration of

height as a function of winch rotations.

The conduit was prototyped at Brown University in a 1.8 m height water tank, before

deploying the conduit in the LUX water tank. A 1 m prototype tube was used to gauge the

effectiveness of the PVC cement in sealing the tube against water during full submersion.

Prototype submersion is shown in Fig. 4.2 (bottom left). The tube was filled with paper

towels with ink markings, used to show any indications of water buildup after submersion.

The tube was sealed and affixed to the stainless steel ballast, with segments of stainless

steel wire used for suspension. The tube was submerged in the Brown water tank for three

days. After submersion, the tube was opened, and the paper towels and ink were checked

for signs of water absorption, with none found.

Corrosion was noted on the stainless steel components after submersion tests at Brown.

As a precautionary measure, all stainless steel components were subjected to passivation

on site at SURF using a nitric acid bath. The acid formed an oxide layer over the steel

components, preventing further corrosion during submersion in the LUX water tank. Ob-

servations of the stainless steel cords used to suspend the tube operation indicate that

passivation successfully prevented corrosion of these components after the water tank was

filled.
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The neutron generator is made by Adelphi Technology, model DD-108M [131]. The

DD-108M is shown during initial testing and characterization at Brown in Fig. 4.2 (bottom

right). The DD-108M is capable of producing up to 108 n s−1. During calibration operations,

the generator is lifted into place adjacent to the water tank, with the generator head aligned

with the conduit. Results from generator testing, including characterization of the neutron

energy spectrum, is reported in future LUX theses and publications.

4.3 Calibration Simulations

4.3.1 Simulation Parameters

The LUXSim package was used to estimate the neutron flux incident on the active region

during generator operation, and to develop a set of analysis cuts designed to reject neutrons

which had scattered before reaching the active region. The simulation uses the LUX water

tank and full detector geometry. A 5 cm diameter air conduit is added, spanning between

the water tank wall and the edge of the cryostat. The conduit is positioned 10 cm below

the liquid Xe surface. The conduit is flush against both the detector and the tank wall.

Neutrons with energy 2.45 MeV are launched from a point source immediately outside of

the water tank, aligned with the conduit. The neutrons are launched from the point source

isotropically, as they are launched from the D-D generator1. The neutrons are propagated

through the conduit, scattering and capturing in the water tank and liquid Xe. Although

capture physics is implemented in Geant4, this is not studied in detail, as the capture

cross-sections for all relevant elements were not verified before the study. Scatter vertex

energy depositions and positions in the liquid Xe were recorded. The simulation did not

incorporate Xe scintillation and ionization physics, and energy depositions alone were used

to characterize events. The total number of NR vertices for each event was found in post-

processing, as well as the sum total ER energy deposition (without position information).

ER information was recorded for calculation of total detector event rates, as well as inelastic

1
A considerable savings on computation was realized by only launching neutrons in a narrow cone centered

on the conduit axis. The fraction of neutrons scattering early in the conduit and reaching the detector are

assumed to be negligible.
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Figure 4.2: (Top) The fully assembled neutron conduit in the LUX water tank. The PVC
body measures 377 cm end-to-end, with 4.9 cm inner diameter. A stainless steel T-bar is
used for ballast. Stainless steel hose clamps secure the pipe to the ballast in three locations
to prevent bowing. Stainless steel wire connects the tube to winches at the top of the water
tank, allowing operators to raise and lower the conduit during calibration operations. (Bot-
tom Left) The 1 m prototype tube, used to test sealing, ballast and suspension techniques.
The tube is immersed in the 1.8 m height water tank at Brown University. (Bottom Right)
The DD-108M neutron generator, during initial testing at Brown. The generator head is
located in the middle of the tee, in line with the turbopump.
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Figure 4.3: Neutron energy spectrum at the active region boundary, for neutrons with
initial energy 2.45 MeV launched isotropically from the neutron generator and arriving at
the active region through the 5 cm diameter air conduit spanning the water tank. The
energy spectrum for all neutrons is shown in black. Applied cuts are (red) an EM veto cut
which removes all events with any EM deposition in the active region, (magenta) a position
cut requiring the neutron to enter the active region in a 2.5 cm radius circle centered at
the axis of the vacuum conduit, and (blue) both cuts combined. The cuts are described in
detail in Sec. 4.3.3.

scatter rejection.

4.3.2 Neutron Energy Spectrum

The energy spectrum of neutrons incident on the active region is shown in Fig. 4.3. Without

application of analysis cuts, the fraction of neutrons near full energy (>2.3 MeV) is 21%.

Applying a position cut on the scattering vertices (discussed in Sec. 4.3.3) boosts this

fraction to 76%. The EM veto cut, discussed in Sec. 4.3.3, negligibly impacts this fraction.

The radial distribution of neutrons relative to the conduit central axis is shown in

Fig. 4.4. Neutrons which scatter in the water shield or detector internals are thrown sig-

nificantly off from the conduit axis. This forms the basis for the position cut discussed in

Sec. 4.3.3.
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Figure 4.4: Radial distribution at the active region boundary, for neutrons with initial
energy 2.45 MeV launched isotropically from the neutron generator and arriving at the
active region through the 5 cm diameter air conduit spanning the water tank. Energy
cuts are applied showing all events (black), E > 1 MeV (red), E > 1.5 MeV (magenta),
E > 2 MeV (green), and E � 2.45 MeV (blue), showing the dramatic clustering effect for
full-energy neutrons in the line of the conduit. This effect allows for a large improvement
in signal-to-noise by using a basic position cut on one of the scattering vertices.
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4.3.3 Cut Definitions

4.3.3.1 Position Cut

A position cut is applied for each event, in order to screen out events where the incoming

neutron has scattered in the water tank or detector internals and deviated significantly from

its original trajectory. The cut allows events to pass where any vertex is within 2.5 cm of the

conduit central axis, and all vertices are >15 cm from the edge of the active region where

the neutron entered. The latter requirement is imposed to remove neutrons which scatter

in materials immediately adjacent to the active region, where the path length between the

passive material scatter and the first Xe scatter vertex is not long enough to remove the

neutron from the beam path.

Note that the maximum angle of neutrons entering the active region from the conduit,

assuming a point-like emission source at the end of the tube, is 0.4◦. Using a 2.5 cm cylinder

to approximate this cone therefore does not cut out any potentially legitimate events. 95%

of neutrons with scatters passing this cut have kinetic energy in the range 2.3–2.45 MeV.

The position cut removes 93% of all events with one or more NR scatters in the active

region.

4.3.3.2 EM Veto Cut

It is assumed that the S2/S1 analysis is insufficient for removing events with an EM com-

ponent, since the overall S2/S1 of the event is weighted by multiple NR scatters. However,

a cut on S2 size for individual vertices can easily remove events with an EM component.

The maximum energy deposited by a 2.4 MeV neutron incident on Xe is 75 keVnr. Using

the ER and NR ionization electron yields from Fig. 2.2a, this means that a high-S2 veto

could be set at 6 keVee in order to reject events which must come from EM depositions.

The simulations used a more conservative 15 keVee, due to a more conservative estimate of

the ionization yield ratio for ER and NR events. The 15 keVee cut removes 99.9% of all

events with an EM component. The rejection factor of the cut is 99.6% at 39 keVee; above

this energy, the rejection efficiency drops due to 40 keV γ rays from inelastic scatters on

129Xe. Application of the EM veto cut reduces the fraction of the neutron energy spectrum
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in the range 2.3–2.45 MeV to 92%, but greatly aids in tightening the energy vs. scattering

angle distribution. The EM veto cut removes 63% of all NR events. When combined with

the position cut, 98% of NR events are removed.

4.3.3.3 Energy Cut

Energy cuts are used to isolate both the full WIMP search energy range (taken generously

as 1–30 keVnr), and the low-energy NR detector threshold (1–5 keVnr). The energy cut

requires, for an event with N total scattering vertices, that any of the 1, 2, ..., (N − 1)

vertices results in an energy deposition within the specified range. The final vertex is not

included, as the determination of energy deposition for a given vertex requires a subsequent

vertex to be present to determine the scattering angle.

4.3.4 Event Rates

Rates for all events in the active region are listed in Table 4.1. The fraction of emitted

neutrons generating any signal in the active region is 7.5 × 10−6. The fraction of emitted

neutrons passing the position and EM veto cuts is 1.2× 10−7. 92% of neutrons passing the

position and EM veto cuts (1.1× 10−7 of all emitted neutrons) have T > 2.3 MeV.

The breakdown of N -scattering event rates for various cuts, assuming operation of the

D-D generator at 107 n s−1 and no water in the beam path, is given in Table 4.2. Cut

definitions are described in Sec. 4.3.3, and are used to screen out neutrons which either

scatter before reaching the active region or undergo inelastic scattering in the active region.

For a 107 n s−1 D-D source outside the water tank, the corresponding raw signal rate in the

detector (any event type) is 75 Hz. The signal rate for events in the energy range 1–30 keVnr

using 2–4 scatter events would be 36 min-1, decreasing to 24 min-1 for the 1–5 keVnr energy

range.

The effectiveness of the position cut is demonstrated in Fig. 4.5, before and after ap-

plication of the position cut. The smear in incident neutron energies due to scattering on

detector internals or in the water degrades the quality of the energy-angle correlation. Use

of the position cut ensures that at least one of the scattering vertices occurred directly in

the neutron beam line, with a high probability that one of the vertices near the central line
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Cut
Neutron Kinetic Energy Range

All 2.3 MeV < T < 2.45 MeV

Any ER or NR 7.5× 10−6 2.5× 10−6

NR Event 5.6× 10−6 2.5× 10−6

NR & Position Cut 4.0× 10−7 3.8× 10−7

NR & EM Veto 2.1× 10−6 5.9× 10−7

NR & Position Cut & EM Veto 1.2× 10−7 1.1× 10−7

Table 4.1: Event rates normalized per neutron emitted from the source. Rates are listed
both for all incoming neutrons and for neutrons with energy >2.3 MeV when entering the
active region. Cut definitions are listed in Sec. 4.3.3.

was the first vertex. Neutrons which have not scattered outside of the detector will have full

energy, enhancing the ratio of full-energy neutrons to reduced-energy neutrons as described

in Sec. 4.3.3. The spread of neutron energies as a function of angle is shown for three cases

in Fig. 4.6.

Scatter multiplicity is shown in Fig. 4.7. The total fraction of interacting events with

2–4 multiple scatters is 34%, a significant fraction of all incoming events. It should also be

noted that there is a 16% fraction of single-scatter events, reduced to 2.4% after application

of EM veto and position cuts. As the position cut isolates full-energy neutrons with high

efficiency, the spectrum of these single-scatter events can be compared to Monte Carlo

results for a separate Leff measurement (see Sec. 2.1.2 for a discussion of Leff ). Single-

scatter events passing the position and EM veto cuts will accumulate at a rate of 24 min-1

using a 107 n s−1 source, assuming no water in the beam path.

Neutron penetration distance is shown in Fig. 4.8 for neutrons with energy >2.3 MeV.

The penetration distance is defined as the distance from the active region outer boundary

(aligned with the conduit central axis) to the first scattering vertex. The mean free path

through liquid Xe is measured to be 12 cm as expected [71].

4.4 Optimization of Conduit Placement

The air conduit was determined from simulations to have an optimal placement 10 cm below

the liquid surface. This placement allows for a significant mass of Xe on all sides of the

beam path, maximizing the number of multiple scatter events, and reduces the number of
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(a)

(b)

Figure 4.5: Energy deposited as a function of scattering angle for double-scatter events,
after application of the EM veto cut. The distribution is shown (a) before and (b) after
applying the position cut. The full-energy peak is sharpened by the position cut, sharpening
the correlation between NR energy and measured scattering angle. Cut definitions are given
in Sec. 4.3.3.



91

0 0.5 1 1.5

10−9

10−8

NR energy [keVnr]

ct
s 

/ k
eV

nr
 / 

n 
em

itt
ed

NR Energy Deposition for 10°<θ<12° 
ER dep < 15 keVee

 

 
All
Position Cut

(a)

0 2 4 6 8

10−9

10−8

NR energy [keVnr]

ct
s 

/ k
eV

nr
 / 

n 
em

itt
ed

NR Energy Deposition for 30°<θ<32° 
ER dep < 15 keVee

 

 
All
Position Cut

(b)

0 10 20 30 40 50 60
10−11

10−10

10−9

NR energy [keVnr]

ct
s 

/ k
eV

nr
 / 

n 
em

itt
ed

NR Energy Deposition for 75°<θ<77° 
ER dep < 15 keVee

 

 
All
Position Cut

(c)

Figure 4.6: Energy spectrum for scatters at (a) 10◦–12◦ (0.5–0.8 keVnr), (b) 30◦–32◦

(4.9–5.4 keVnr), and (c) 75◦–77◦ (27.4–28.6 keVnr), with and without the position cut
applied, for double-scatter events. Angle-energy relationship assumes T = 2.45 MeV. The
vertex nearest the conduit axis is selected as the first vertex, with the other vertex assumed
to be the second. The position cut selects neutrons which have not lost energy before en-
tering the active region, precisely fixing the energy-angle relationship. Cut definitions are
given in Sec. 4.3.3.
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Number of
Neutron

Scatters N
in Active
Region

Rate of All
Events in
Active
Region
[min-1]

Rate of All
Events in
Active
Region

After EM
Veto &
Position

Cut [min-1]

Rate of All Events in
Active Region After
EM Veto, Position &
Energy Cut [min-1]

1-30 keVnr 1-5 keVnr

0 (ER only) 110 – – –
1 71 24 18 7.4
2 58 20 19 11
3 45 11 11 7.8
4 34 6.3 5.9 4.7
≥5 130 9.3 8.1 7.1

Table 4.2: Event rates with N neutron scatters after application of various cuts, for all
incoming neutron energies, assuming use of a 107 n s−1 D-D source outside of the water
tank. Cut definitions are given in Sec. 4.3.3.
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Figure 4.7: Neutron scatter multiplicity, before application of quality cuts listed in Sec. 4.3.3.
The total fraction of useful events (N=2–4 scatters) is 31%. 16% of events are single-
scatters, which can be used for Monte Carlo comparisons as a separate Leff measurement.
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Figure 4.8: Penetration distance of full-energy neutrons (T > 2.3 MeV) into the active
region. Penetration distance is defined as the distance from the active region outer boundary
(aligned with the conduit central axis) to the first scattering vertex. The exponential slope
is 12 cm, agreeing with the 6 b cross-section for 2.45 MeV neutrons in Xe [132].

high-order scatter events by allowing neutrons to escape more easily from the top of the

active region. The movement of the conduit toward the top of the detector also significantly

reduces the number of “neutron-X” events, wherein at least one scatter occurs below the

cathode grid and does not produce an S2 signal. (These events are an analog to gamma-X

events, discussed in Sec. 5.4.) An off-axis alignment of the conduit could further enhance the

number of low-order multiple scatter events, by reducing the mass of Xe on one lateral side

of the beam. It is expected that the conduit will naturally have a slight off-axis alignment

due to the logistics of conduit and detector installation, so off-axis alignment of the conduit

was not intentionally introduced.

Geometries were also considered where the beam was introduced to the detector through

the top, using a vertical pipe. This method has several disadvantages. The primary disad-

vantage is the use of XY position reconstruction to determine the angle of very small-angle

scatters. Position resolution in Z is several times higher than resolution in XY. For neutrons

introduced laterally to the detector, and which undergo a scatter in which the neutron scat-

ters upward, Z position reconstruction enables fine measurement of the scattering angle. In
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the scenario of neutrons fed in vertically, the angular measurement resolution is dominated

by XY position measurement resolution for both vertices. The superior Z resolution lends a

significantly smaller reconstruction systematic to the lateral neutron beam scenario. Other

disadvantages of vertical conduit placement include logistics of the neutron conduit instal-

lation in the necessary position, and placement of the generator in a location much closer

to populated areas of the lab.

4.5 Data Analysis

Data analysis techniques for reconstruction of the neutron multiple scatter events have

been explored for LUX WIMP search data (Sec. 8.7). These techniques are currently being

implemented for analysis of neutron generator calibration data. For the simulation study

in this chapter, data analysis efficiencies were not incorporated into the modeling. Multiple

scatter neutron analysis for WIMP search data used a photon generation model based on

NEST yields, discussed in Sec. 8.7. The analysis of the D-D NR calibration signals ought not

rely on this model, since this is the very model that one seeks to verify with the calibration.

Correlation of S2 size with neutron scattering angle at each vertex is expected to be

relatively straightforward, due to the wide separation of measured S2s in data for multiple

scatter events. The S1 signal analysis has additional complexity due to the S1 overlap

for all vertices in the event. The S1 analysis is afflicted with an extra degree of freedom

introduced by the last scattering vertex, which has indeterminate energy (recall that energy

for vertex N is fixed by measurement of the position of scattering vertex N + 1). It is

likely that an initial analysis of S2 as a function of energy, performed for all vertices up to

the (N − 1)th vertex, will be required in order to establish the S2 (E) curve. This yield

curve would then have to be used in a re-analysis of the calibration data in order to fix

an energy for the last scattering vertex. This would eliminate the extra degree of freedom

in the S1 analysis, and allow a less-ambiguous measurement of S1 as a function of energy.

Although the S2 is measured independently of the composite S1, any errors in ionization

signal reconstruction or systematics from the S2-energy correlation would be propagated

to the S1 signal calibration. It is conservatively assumed that only the S2 signal will be
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unambiguously resolved by this calibration technique.

The calibration is potentially able to probe NR energies far below the 3.4 keVnr LUX

WIMP search threshold used for the 85 liveday run [46]. An example is calculated for a

double-scatter event. Assuming a 30 cm lateral separation between the scatter vertices, and

a 3 cm vertical separation (minimizing systematics from multiple S2 reconstruction in data),

one can measure the ionization yield from NR events with energy 0.2 keVnr. This energy

is an order of magnitude lower than the lowest-energy data points in recent published Leff

measurements [90, 93].

Extrapolating from Fig. 2.2a, the ionization yield from 0.2 keVnr events is in the sin-

gle electron regime. The high single-electron detection efficiency of LUX can potentially

facilitate measurements of these low-energy events. The measurement will also be able to

detect significant deviations of the NEST ionization yield model from reality. The direct

efficiency measurement from this calibration technique can greatly enhance the power of

a low-energy S2-only WIMP search in LUX, such as that performed for the XENON10

experiment [133].



Chapter 5

The LUX Background Modeling

Program

The most significant background in LUX for the dark matter search is from low-energy scat-

ters from γ rays. A smaller but significant background component arises from β or x-ray

emission from intrinsic radioisotopes. A detailed model of all γ, β and neutron emission

within the detector was constructed in order to predict and verify observed WIMP search

backgrounds. Modeling of γ emission was based primarily on LUX screening results, dis-

cussed in Ch. 7. Intrinsic backgrounds were modeled after in situ measurements with LUX

underground data. All background measurements are discussed in Ch. 8.

The LUX background modeling program is based on Monte Carlo simulation of γ, β and

neutron propagation through the active region, based on screening results and in situ mea-

surements. Emission energy spectra are taken from literature or independent calculations.

Background rate predictions are made by creating cuts on event topologies that emulate

cuts used on real LUX WIMP search data. This chapter describes the Monte Carlo and

analytic background modeling efforts in detail.

96
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5.1 Analytic Model of Gamma Backgrounds

The physical model of γ backgrounds can be calculated analytically, to support simulation

predictions. Gamma backgrounds are suppressed by several orders of magnitude in the

fiducial volume through a process referred to as “self-shielding.” Self-shielding exploits the

relatively small γ mean free path through Xe, and rejects events in which the incident γ

scatters multiple times in the active region. This model will faithfully recreate the effect of

self-shielding, which is the greatest ER background rejection feature of liquid Xe detectors.

A γ with energy Eγ , which scatters from an electron with angle θ, will deposit an energy

Ed following the Compton scattering formula

Ed = Eγ −
(511 keVee) (Eγ)

(511 keVee) + Eγ (1− cos (θ))
. (5.1)

For a 1 MeV γ, characteristic of typical γ energies from radioactive decays, an energy

deposition in the range 0.5 keVee < Ed < 5 keVee corresponds to 1.3◦ < θ < 4.1◦. This

angular deviation represents a negligible change to the γ trajectory through the detector. It

is thus reasonable to approximate γ rays traversing the active region and undergoing small

energy deposition as moving in a straight line.

The probability for a γ to scatter through angle θ is given by the Klein-Nishina formula.

The unnormalized probability is given by

dσ

dΩ
(Eγ , θ) ∝ P (Eγ , θ)

2
�
P (Eγ , θ) + P (Eγ , θ)

−1 − 1 + cos2 (θ)
�
, (5.2)

where dσ
dΩ (Eγ , θ) is the differential cross-section at scattering solid angle dΩ, and P (Eγ , θ) =

1/ (1 + (Eγ/511 keV) (1− cos (θ))). For a 1 MeV γ scattering between 1.3◦ < θ < 4.1◦, the

scattering probability varies by 1.1%. This is essentially flat, as the 1% variation does not

significantly change the signal-to-noise ratio for WIMPs across the search energy range.

dσ/dE is shown for several common γ energies in Fig. 5.1.

Given that the γ moves in a straight line through the detector, the probability of energy

deposition for a given path through the active region can be calculated in a straightforward

manner. The probability of the γ undergoing a single Compton scatter in the active region,
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PC (d,Eγ), is given by the Poisson probability for observing one event, as

PC (d,Eγ) =
d

λC (Eγ)
e
−d/λC(Eγ), (5.3)

where d is the total path length of the γ through the active region and λC (Eγ) is the

energy-dependent Compton mean free path. The γ is also required not to undergo any

other energy deposition process in the active region (i.e. photoelectric absorption or pair

production). The probability of not undergoing these processes, Pn (d,Eγ), is given by

Pn (d,Eγ) = e
−d/λn(Eγ), (5.4)

where λn (Eγ) is the combined mean free path for photoelectric absorption λa (Eγ) and pair

production λp (Eγ), calculated as λn (Eγ) =
�
λa (Eγ)

−1 + λp (Eγ)
−1

�−1
.

The γ is furthermore required to deposit only energy within the range of interest. This

probability is given by an integration of the normalized angular scattering probability, over

the range of interest:

Pl (Eγ) =

´ cos(θ2)
cos(θ1)

dσ
dΩ (Eγ , θ) dΩ´ −1

1
dσ
dΩ (Eγ , θ) dΩ

, (5.5)

where dσ
dΩ (Eγ , θ) is given by Eq. 5.2.

The total probability for a γ to generate a background ER event in the active region is

calculated by multiplying Eq. 5.3, 5.4 and 5.5,

PBG (d,Eγ) = PC (d,Eγ)× Pn (d,Eγ)× Pl (Eγ) . (5.6)

For a 1 MeV γ, and a 25 cm path (corresponding to the typical path of a γ incident on a

LUX-sized detector), PBG (d,Eγ) is dominated by PC (d,Eγ). This follows from Fig. 2.1,

as the Compton cross-section dominates the total interaction probability at this γ energy.

PC (d,Eγ), Pn (d,Eγ) and PBG (d,Eγ) are shown as functions of path length d in Fig. 5.2.

The probability of generating a low-energy event in a small volume dV can be calculated

for an isotropic γ point source at distance x from the volume. dV is most easily calculated in
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spherical coordinates from the point source, subtending solid angle dΩ and having thickness

dx. dV is then calculated as dV = dΩx2dx. The probability of an event in dV is given by

dP (d,Eγ) =
dΩdx

4πd
PBG (d,Eγ) . (5.7)

The probability of an event per unit volume is then calculated as

dP

dV
(d,Eγ) =

PBG (d,Eγ)

4πdx2
. (5.8)

Unfortunately PBG (d,Eγ) cannot be easily solved analytically for real detector con-

figurations, as d is dependent on detector geometry and the distribution of radioisotopes.

The validity of the model was instead investigated by creating a simple cylindrical detector,

choosing γ emission points distributed homogeneously around the periphery of the detector,

and calculating dP
dV in a fine mesh of volume coordinates through the detector.

Fig. 5.3a shows the results of a calculation using Eq. 5.6 for a 1 MeV isotropic γ source

spread uniformly across the bottom of the detector. The powerful self-shielding effect of

Xe is apparent in the factor 10−4 drop in event rate from the outer detector corners to

the center. The effect is dominated by the factor PC (d,Eγ), which falls by 104 between

0 cm < d < 70 cm.

For a direct comparison with Monte Carlo results, Eq. 5.8 is used to generate probability

maps over the full range of γ rays emitted by the 238U and 232Th chains, in increments of

100 keVee. Probability maps for 238U and 232Th γ rays are then found by interpolation, and

added together. Results are shown in Fig. 5.3b. Background rate estimates within a 100 kg

cylindrical fiducial volume are within a factor ×2 compared to full Monte Carlo predictions.

Second-order model corrections can bring the two predictions into closer agreement. At this

point, however, it is more efficient to address all second-order corrections through the use

of Monte Carlo techniques to build a much more accurate model of detector backgrounds.
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Figure 5.1: Gamma Compton scattering spectra for γ energies 122 keV (black), 356 keV
(red), 662 keV (green), 1200 keV (blue), and 2600 keV (cyan). Spectra are calculated by
the Klein-Nishina equation (Eq. 5.2).
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Figure 5.2: Probabilities PC (d,Eγ) (solid), Pn (d,Eγ) (dashed) and PBG (d,Eγ) (dotted),
plotted as a function of γ path length d for three typical γ energies. Probabilities are
calculated from Eq. 5.3, 5.4 and 5.6, respectively.
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(a) (b)

Figure 5.3: (a) Distribution of scatters in the active region of a toy detector of 24 cm radius
and 55 cm height, calculated for a 1 MeV isotropic γ source spread uniformly in area at the
bottom of the detector. The calculation uses Eq. 5.8. Maximum source radius is 24 cm. (b)
Analytic prediction for the 238U background scaling factor as a function of detector position,
calculated using Eq. 5.8 and the same geometry as in (a). Units are log10(�DRUee mBq−1).

5.2 Monte Carlo Modeling of Gamma Backgrounds

The analytic model presented in Sec. 5.1 demonstrates the power of Xe self-shielding against

γ ER backgrounds. However, the absolute scaling of the model is subject to simple assump-

tions made about the physical processes occurring inside of the detector. For accurate

modeling of the detector, a Monte Carlo simulation containing a faithful description of the

detector geometry, radioactive loads, and physics processes pertinent to γ interactions in

the active region was used. The simulation is the LUXSim package, the details of which are

published in [128]. LUXSim is based on the Geant4 physics toolkit [115, 134].

Gamma rays were thrown within the simulation, with their resulting energy depositions

and hit vertices in the active region recorded. The γ generation locations corresponded

to specific major internal construction materials. This allows an estimate to be made of

background rates per unit contamination for different construction components. The γ rays

were generated using the Geant4 radioactive decay generator, which faithfully reproduces

the γ energies, intensities, and correlations for all isotopes of interest to this work. In the

cases of 238U and 232Th, the LUXSim decay chain generator was used, which randomly draws

from a pool of all isotopes in the chains with proper weighting by parent decay branching
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fraction. This implicitly assumes that the decay chains are in secular equilibrium. The

effects of chain disequilibrium on γ and neutron production are discussed in Ch. 6.

For the results presented in this chapter, only energy depositions were recorded in the

liquid Xe volume. The simulation did not propagate the deposited energies through the gen-

eration of scintillation light or ionization electrons, and drift physics was not incorporated.

This provides the most basic, assumption-free model of detector backgrounds, which can

later be convolved with measured detector efficiencies and resolutions to produce corrections

to background rates.

5.2.1 Analysis Cuts

During analysis of simulation results, cuts were applied to simulation output in emulation

of cuts applied during analysis of real detector data. These cuts include a single-scatter

cut, a low-energy cut, and a fiducialization cut. These cuts identify all events which will

pass background rejection cuts during real data analysis. The fraction of events passing the

cuts gives a predicted background rate within the detector fiducial volume, scaled by the

amount of contamination of each isotope in each detector component. The typical unit of

this factor is �DRUee mBq−1, where DRU ≡ cts keV−1 kg−1 day−1, and the “ee” subscript

follows the convention in Sec. 2.1.2.

The single-scatter cut used an energy-weighted position resolution of 0.5 cm in XY (based

on early projections from position resolution tests), and 0.2 cm in Z (based on typical S2

width and electron drift velocity). The single-scatter cut efficiency is not affected in the

WIMP search energy range for any reasonable variation in resolution. The low-energy cut

assumes a WIMP search energy window of 0–5 keVee. There is no significant difference

in DRU event rate between this window and the 0.9–5.3 keVee window used during LUX

Run 3, due to the flatness of the low-energy γ spectrum (Sec. 5.1). The fiducialization cut

removes events outside of a 118 kg (Run 3) or 100 kg (expected for the LUX one year run)

cylindrical volume in the detector center. The 118 kg volume has dimensions R = 18 cm,

7 cm < Z < 47 cm, where Z = 0 cm is defined as the bottom PMT faces. The 100 kg

volume has dimensions R = 17 cm, 9 cm < Z < 47 cm. A reference 50 kg inner fiducial

volume is also given, with dimensions R = 15 cm and 15 cm < Z < 40 cm.



103

5.2.2 Fitting High-Energy Data

Observed high-energy detector data provides a calibration of the γ energy spectrum incident

at the active region. The peaks corresponding to major γ lines can be fitted to simulation

predictions. By fitting the peaks simultaneously over different parts of the detector, the

radioisotope decay rates in different detector construction materials can be constrained.

This allows for a refined projection of low-energy γ backgrounds, using high-energy data

well above the WIMP search range.

The LUXSim package is able to simulate radioactive decays from any component of

the detector. This capability is immensely useful for generating projections of LUX back-

grounds. However, the observed detector data is relatively insensitive to the precise locations

of each different material, as many materials are layered radially, or have sizes comparable

to the path length of typical γ rays, e.g. the PMTs. The model of ER contributions to de-

tector backgrounds was therefore simplified for comparison with measured data. Materials

can be grouped into three areas in the detector: top, bottom, and side. Contributions from

238U, 232Th, 40K, and 60Co were modeled from the top, bottom, and side regions, creating

12 energy spectra with which to compare measured high-energy peaks. The spectra were

then given floating normalizations (units of mBq), and simultaneously fit to the measured

γ energy spectrum in the detector. The best-fit spectra, along with the detector data, are

shown in Fig. 5.4. The measured high-energy data used for comparison with the model is

described in detail in Sec. 8.3.

The use of averaged spectra in the top, bottom and sides fits conveniently with the

projected backgrounds from screening results. The PMTs and thermal insulation were

found to have the dominant rates of 238U, 232Th, 40K, and 60Co decays during screening.

These internals also span the top, bottom, and sides of the detector individually. These

components were used as the emission geometry for the γ rays used in the study.

The best-fit radioisotope decay rates are listed next to the expectations based on screen-

ing in Table 5.1. The total isotope decay rate is found to be consistent with that predicted

from screening, with an additional 60Co component from activation of Cu in the detec-

tor. The amount of 60Co in Cu is estimated by subtracting the known 60Co concentration
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Figure 5.4: Simulation spectra providing the best fit to observed high-energy γ peaks in
data. The summed γ spectra in the 250 kg fiducial volume are shown for the top (red),
bottom (blue), and side (green) radioisotopes, including 238U, 232Th, 40K, and 60Co. Spectra
corresponding to 127Xe (yellow), 222Rn (gray) and 85Kr (magenta) are also included. The
127Xe spectrum normalization comes from measurements of 375 keV peak size during the
WIMP search run (Sec. 8.4). The 214Pb (222Rn) normalization is 8 mBq in the active region.
The 85Kr normalization is 3.5 ppt natKr/Xe and 20 ppt 85Kr/natKr.

in the PMTs from the total best-fit value, and multiplying the remainder of the 60Co by

(DRU mBq−1 PMT) / (DRU mBq−1 Cu). The estimated decay rate of 60Co in Cu is

1.7± 1.0 mBq kg−1. This is consistent with cosmogenic activation predictions in Sec. 7.3.1.

5.2.3 Low-Energy Fiducial Background Rates

Low-energy γ scatter rates in the fiducial volume were calculated from the best-fit radioiso-

tope decay rates in Sec. 5.2.2, and from LUXSim Monte Carlo. The RZ distribution from the

Monte Carlo is shown in Fig. 5.5. The individual radioisotope contributions to low-energy

backgrounds in the 118 kg, 100 kg and 50 kg fiducial volumes are given in Table 5.1.

The low-energy γ background contributions from individual construction components are

inferred from PMT screening results and estimates of 60Co cosmogenic activation. The PMT

background contribution is estimated using the PMT screening results in Table 7.3. The

cosmogenic background component is estimated as described in Sec. 5.2.2. The backgrounds

from the PMTs and cosmogenic 60Co, along with the remainder of backgrounds attributed

to radioactivity in other detector materials, are summarized in Table 5.2.
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Region Isotope
Decay Rate [Bq] Background Rate [mDRUee]

Screening Best Fit 118 kg 100 kg

Top 238U 0.58± 0.04 0.62± 0.16 0.45± 0.03 0.19± 0.02
232Th 0.16± 0.02 0.23± 0.06 0.085± 0.008 0.040± 0.006
40K 4.0± 0.4 2.7± 0.7 0.130± 0.009 0.066± 0.007
60Co 0.16± 0.01 0.22± 0.06 0.15± 0.01 0.074± 0.009

Bottom 238U 0.58± 0.04 0.87± 0.22 0.28± 0.01 0.12± 0.01
232Th 0.16± 0.02 0.25± 0.06 0.075± 0.007 0.036± 0.006
40K 4.0± 0.4 3.8± 1.0 0.127± 0.008 0.056± 0.005
60Co 0.16± 0.01 0.30± 0.08 0.076± 0.008 0.033± 0.006

Side 238U 0.94± 0.14 0.22± 0.06 0.059± 0.007 0.041± 0.006
232Th 0.36± 0.07 1.5± 0.38 0.22± 0.01 0.15± 0.01
40K 1.4± 0.1 2.4± 0.6 0.046± 0.002 0.032± 0.002
60Co – 0.36± 0.09 0.09± 0.01 0.07± 0.01

Total 1.8± 0.3 0.9± 0.1

Table 5.1: Results from fitting averaged radioisotope spectra to measured high-energy detec-
tor data. Screening values are taken from SOLO measurements of the PMTs (corresponding
to top and bottom regions), and superinsulation and plastic thermal insulation (side region).
Errors on the best fit decay rate values are estimated to be 25% based on variation of fitting
parameters across expected ranges. Corresponding low-energy background rates are given
for the 118 kg (Run 3) and 100 kg (Run 4) fiducial volumes in the range 0.9–5.3 keVee.
Errors on low-energy background rates are statistical from simulation results only, and do
not propagate errors from decay rate estimates. Total background rate errors incorporate
error from both rate estimates and simulation statistics.

Component
Background Rate [mDRUee]
118 kg 100 kg

PMTs 1.2 0.54
Cosmogenic 60Co (Cu) 0.17 0.11

Other 0.43 0.27

Table 5.2: Gamma backgrounds from PMTs, cosmogenic 60Co, and other construction
materials, for the Run 3 118 kg fiducial volume and a 100 kg fiducial volume. PMT con-
tributions are estimated from screening results (Sec. 7.3.2). Cosmogenic contributions are
estimated from assuming that the dominant 60Co background, after subtraction of 60Co
backgrounds from PMTs, comes from activated Cu construction components. The back-
ground rate from other construction materials is calculated by subtraction of the PMT and
cosmogenic background rates from the total observed background rate.
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Figure 5.5: Simulated low-energy event rate from best-fit γ backgrounds, as a function of
position in the detector. Simulation uses LUXSim Monte Carlo results for 238U, 232Th, 40K,
and 60Co, with decay rates in different detector regions as listed in Table 5.1. Simulation
uses energy range 0–50 keVee (flat spectrum, normalized per keVee with DRU units).

5.3 Intrinsic Background Modeling

LUX Xe is kept virtually impurity-free by the gas getter through which it circulates. The

getter removes common non-noble impurities to sub-ppb levels [101]. However, there are

several noble element radioisotopes which can be mixed with the Xe, and will not be removed

by the getter. Several of these isotopes are modeled in this section. These isotopes have

either been identified before the underground run (in the cases of 85Kr, 129mXe, and 131mXe),

or from in situ measurement after underground running began (in the cases of 220Rn, 222Rn,

127Xe, and 133Xe).

Intrinsic radioisotopes create a much higher ER background per decay than radioisotopes

external to the active region. The two classes of decay which can generate a low-energy

internal background are naked decays and semi-naked decays. Naked decays are decays

in which a single low-energy emission occurs, with no complimentary photon or electron

emission to veto the event. Semi-naked decays are characterized by a single low-energy
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emission, complimented by emission of a high-energy γ; this γ can potentially escape the

active region without depositing its energy, making the decay effectively naked. In the case

of a semi-naked decay, the probability of escape of the γ is proportional to e
−x/λ, where x is

the shortest distance from the decay site to the edge of the active region, and λ is the mean

free path of the γ. This can be compared to the probability of generating a background as

described in Sec. 5.1. As external γ rays must penetrate into the detector and then escape

again in order to generate a low-energy background, the typical path length for external

γ rays is at least twice the path length for intrinsic γ rays. The background generated per

intrinsic isotope decay is greatly enhanced relative to backgrounds from isotopes outside of

the active region.

5.3.1 Activated Xenon Isotopes

Xenon benefits from having no long-lived (year-timescale or greater) unstable isotopes1.

Xenon radioisotopes have half-lives on the timescale of days or weeks. The longest-lived

Xe isotope is 127Xe, with a half-life of 36 days. Although the Xe radioisotope half-lives are

short, their signatures are still visible in LUX underground data, due to the relatively fast

turnaround time between the LUX surface and underground runs.

In situ measurement from low-background underground data shows the clear signatures

of four Xe isotopes: 127Xe, 129mXe, 131mXe, and 133Xe (see Sec. 8.4). The decay signatures of

129mXe and 131mXe are such that they are virtually incapable of creating a low-energy back-

ground. 127Xe and 133Xe, however, possess finite probabilities of depositing small amounts

of energy through various channels. Activated Xe signatures are summarized in Table 5.3.

The energy spectra for all four isotopes are shown in Fig. 5.6.

The 129mXe and 131mXe isotopes undergo isomeric transition decays, during which energy

is released in a cascade of γ rays and/or conversion electrons. The low energy of the

γ rays keeps them confined within the active region. The entire parent level energy is

deposited, elevating the total event energy well above the upper bound of the WIMP search

1
The exception is

136
Xe, which undergoes double β decay with a half-life of 2.1× 10

21
years. The process

is rare, to the point of requiring enrichment of
nat

Xe with
136

Xe in order to study the process in detail [73].

Backgrounds from
136

Xe are discussed further in Sec. 5.3.4.
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window. These isotopes are used as very convenient homogeneous energy calibration points

at 236 keVee and 164 keVee respectively.

Xenon-133 undergoes β decay to an excited state of 133Cs. There is an overall 0.1%

chance for 133Xe to decay to the 161 keV level, and for the excited 133Cs atom to then

decay to ground via emission of a 161 keV γ. If this γ escapes the active region, then only

the β (with effective endpoint 266 keV) remains in the active region. Fortunately, the 5.2 day

half-life of 133Xe quickly reduces the isotope decay rate after moving the Xe underground.

The probability of low-energy background from 133Xe is also subdominant to 127Xe, and is

not shown in Fig. 5.6.

Xenon-127 remains in the active region for much longer than 133Xe due to its 36 day

half-life. Xenon-127 atoms decay through electron capture, which results in an x-ray and/or

Auger electron cascade. The most probable shell from which to capture an electron is the

K shell, with energy 35 keV and probability 80%. If the electron is captured from the

s orbital of the L or M shells, then the resulting cascade will have a total energy of 5.5 keV

or 1.1 keV respectively. Both x-rays fall into the WIMP search window, after application

of detector resolution.

The 127Xe decay scheme is shown in Fig. 5.7. For most events, the x-ray / Auger electron

signal is complimented by a high-energy deposition from the de-excitation of the daughter

127I nucleus. However, if the 127I nucleus decays via emission of a single high-energy γ,

there is a finite chance of this γ escaping the active region without depositing any veto

energy, creating a semi-naked x-ray event. The most probable scenario for escape of the

127I de-excitation γ is when the 127I nucleus is left in the 375 keV excited state, and decays

via emission of a single 375 keV γ to ground. This γ has a mean free path of 2.6 cm in

liquid Xe, allowing the γ sufficient mobility to escape the active region when generated near

the edge of the fiducial volume. This decay path has a global 8.2% probability.

Detector backgrounds due to 127Xe were modeled using LUXSim, after verification of the

Monte Carlo model of the intensities and coincidences of all photon and electron emission.

The backgrounds are shown as a function of position in Fig. 5.9. The background can be

seen to fall off as a function of distance from the edge of the active region, tracking the

2.6 cm mean free path of the 375 keV γ for R < 22 cm. Fig. 5.9 includes 35 keV x-ray
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Isotope
Half-Life
[days]

Decay
Mode

Q-Value or
Parent
Level
[keVee]

Decay
Scheme
Fig. No.

Low-Energy
Background

127 36 ε 662 5.7 Semi-naked x-ray
129m 8.9 IT 236 5.8 –
131m 12 IT 164 5.8 –
133 5.2 β 427 5.8 Semi-naked β

Table 5.3: Activated Xe isotopes and their characteristic signatures. Only long-lived
(>1 day) isotopes with significant abundances identified in LUX data are listed. Data
is taken from [135, 136].

events, as well as the lower-energy x-rays. Note that the 127I decay path is independent of

the x-ray energy generated from the electron cascade.

The total 127Xe decay rate in LUX was measured at 510 �Bq kg−1 as of the beginning

of the WIMP search run, on April 26. The measurement was made initially using S1-only

data (Sec. 8.1), and later verified using the decay of the 375 keVee peak over the WIMP

search run (Sec. 8.4). Xenon-127 is projected to give a background rate of 0.1 counts day−1

from M shell captures (1.1 keVee), and 0.4 counts day−1 from L shell captures (5.5 keVee)

with the LUX Run 3 118 kg fiducial volume. The 35 keV x-ray can also be used to trace

the activity, as it yields 2 counts day−1 in the 118 kg fiducial volume. The background

contribution from 127Xe is added to Table 5.6.

5.3.2 Radon

Radon is a well-known radioactive gas, commonly found seeping into households through

cracks in walls and floors [137]. The most common radon isotope is 222Rn, a 3.8 day

radioisotope generated as part of the 238U decay chain. Another common radon isotope

is 220Rn, part of the 232Th decay chain. The half-life of 220Rn is 56 s, much shorter than

that of 222Rn, which suppresses its observed count rate relative to that of 222Rn. Radon

enters the detector active region through exposed radium sources, typically resulting from

manufacturing processes.

The 222Rn chain is shown in Fig. 5.10. The chain consists of 222Rn and four daughters,

ending with 214Po. The chain ends above 210Pb due to the very long 210Pb half-life, which
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Figure 5.6: Energy deposition spectra from activated Xe isotopes. Spectra are shown for
127Xe (cyan), 129mXe (green), 131mXe (red), and 133Xe (dark blue). Decays are simualted
inside a 100 kg cylindrical fiducial.

suppresses the observed 210Pb rate by a factor of 3× 106.

Of all radioisotopes in the 222Rn chain, only 214Pb and 214Bi can potentially generate

low-energy backgrounds. Both isotopes undergo β decay, with 11% and 19% probability of

decaying directly to the ground state, respectively. This enables both isotopes as naked β

emitters. Backgrounds from 214Bi are easily mitigated through the very short half-life of its

daughter, 214Po, which lives for only 160 �s and decays through the unmissable emission of

a 7.8 MeV α. The dominant ER background from the 222Rn chain is therefore generated

solely by 214Pb.

The energy deposition spectrum from all 222Rn chain daughters in the 100 kg cylindrical

fiducial region is shown in Fig. 5.11, including energy depositions from α particles as well

as γ rays and electrons. The combined energy spectrum for all 222Rn chain γ rays and

electrons is shown in Fig. 5.12, folding in a time coincidence cut with a 500 �s window.

This suppresses the 214Bi contribution by 88% due to its coincidence with 214Po. The decay

rates of 222Rn and daughters are assumed to be equal, i.e. the chain is in equilibrium.

Measurements of 222Rn α rates in LUX data indicate a departure from equilibrium

condition, with an average α rate of 17.9± 0.2 mHz 222Rn and 14.4± 0.2 mHz 218Po in the
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Figure 5.7: Decay scheme for 127Xe. Scheme taken from [136]. Gamma decays are indicated
at each of the arrows, along with their branching ratios and corresponding nuclear transi-
tions. Internal conversion electrons comprise the fraction of de-excitations unaccounted for
by γ emission in the diagram. The electrons generate an ER deposition at the original decay
site. Of particular interest is the highlighted path in red, whereby the 127I nucleus de-excites
through emission of a single 375 keV γ. The undetected escape of this γ from the active
region allows a naked EM cascade after 127Xe electron capture, leading to a low-energy ER
signature.
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(a) (b)

(c)

Figure 5.8: Decay schemes for (a) 129mXe, (b) 131mXe, and (c) 133Xe. Schemes are taken
from [136]. Decay scheme for 127Xe, and general details on decay schemes, are given in
Fig. 5.7.
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Figure 5.9: LUXSim Monte Carlo simulation of naked x-ray rates from 127Xe decay, as a
function of position in the active region. Rate includes all x-ray events, including the 35 keV
x-ray. Rate is normalized per unit mass and per decay.

full drift region, sampled periodically over the WIMP search run [138]. There is no direct

measurement of 214Pb, as the β decay signature from this isotope is difficult to isolate from

background, and the 30 min half-life is too long for time coincidence measurements given

the background γ rate in the detector and the mobility of the ions in the active region (see

Sec. 8.6). The 214Pb rate in the drift region is given an upper bound of <8.3 mBq (90%

CL) from high-energy ER spectrum measurements in a 30 kg fiducial, discussed in detail in

Sec. 8.5.2. The expected 214Pb rate based on a geometric series model of α decay rates is

8 mBq, discussed in Sec. 8.5.3. The lower bound on the rate is 3.5 ± 0.1 mBq in the drift

region, taken from 214Po decay counting. The 8 mBq and 8.3 mBq figures are added to the

low-energy estimate in Table 5.6.

5.3.3 85Kr

Commercial grade Xe contains a residual concentration of Kr from atmospheric processing.

Atmospheric Kr (referred to as natKr) contains the manmade radioisotope 85Kr, with an

11 year half-life. Krypton-85 levels in natKr are ∼1 MBq kg−1 [110]. Krypton-85 undergoes
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222Rn

218Po

214Pb

214Bi

214Po

From 226Ra

! (5.5 MeV)

! (6.1 MeV)

" (1.0 MeV)
! (295 keV, 19%)
! (352 keV, 36%)

" (3.2 MeV)
! (609 keV, 47%)
! (1.12 MeV, 17%)
! (1.76 MeV, 17%)

! (7.8 MeV)

To 210Pb

3.8 d

3.1 min

28.6 min

19.7 min

160 #s

Figure 5.10: Decay chain for 222Rn. The chain is bounded at the lower end due to the very
long (22 year) half-life of 210Pb.
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Figure 5.11: Energy deposition spectrum in the 100 kg cylindrical fiducial volume from
222Rn isotope decays. Isotopes shown are 222Rn (red), 218Po (green), 214Pb (cyan), 214Bi
(dark blue), and 214Po (magenta). Spectrum includes deposition by γ rays, electrons, and
α particles. Absolute energy deposition is shown, not translated to keVee. Alpha energy
depositions are quenched relative to γ or electron depositions, and an energy reconstruction
based on electron-equivalent scaling would shift the α peak energies by a factor of ×0.75
[139].
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Figure 5.12: Energy spectrum in the 100 kg cylindrical fiducial volume from all summed
222Rn isotope decays. The 214Bi contribution is suppressed by 88% due to the inclusion
of a time correlation cut, requiring events to occur >1 ms apart. Only γ and electron
contributions to the energy spectrum are shown. The 222Rn chain is assumed to be in
equilibrium.
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Figure 5.13: Decay scheme for 85Kr. Scheme details are given in Fig. 5.7.

β decay with a 687 keV endpoint and 99.6% branching ratio directly to the daughter ground

state. The probability of a low-energy β event is 2×10−3 keV−1 decay [78]. The 85Kr decay

scheme is given in Fig. 5.13.

LUX Xe was processed with a special charcoal-based distillation column. After the final

distillation process was completed, levels of natKr were directly measured at 4 ppt. The

average level throughout Run 3 was 3.5± 1.0 ppt. At this level, the low-energy differential

rate in the detector is calculated to be 150 ± 50 �DRUee, with errors contributed both by

the Kr level in the detector and by the ratio of 85Kr to natKr. These results are added to

Table 5.6.

The 85Kr signature in LUX data can potentially be measured directly, or have an upper

limit set, by exploiting the 0.4% probability of β decay to the 514 keV excited state of

the 85Rb. LUX features 0.04 decays kg−1 day−1 of 85Kr, yielding an estimated 3.6 decays

from the 514 keV state in the full drift region in 90 days. The decay half-life of the state

is 1 �s, leading to a “double-bang” signature (first bang from the β, second bang from the

514 keV de-excitation) which is well separated in data. The measurement will be detailed

in upcoming LUX publications.

5.3.4 136Xe

Xenon-136 undergoes double β decay with a measured half-life of (2.11± 0.21) × 1021 yrs

[73]. The low-energy component of the 136Xe two-neutrino double β spectrum is shown in
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Figure 5.14: Two-neutrino double β decay spectrum for 136Xe (black), shown in comparison
with 214Pb (blue) and 85Kr (green) intrisic background sources in LUX. Also shown is the
ER background rate from p-p solar neutrino scattering (red), discussed in Sec. 5.7 [76]. The
136Xe lifetime is 2.1 × 1021 years, taken from measurements by the EXO experiment [73].
The detailed low-energy spectrum is adapted from the projected 1022 year lifetime curve in
[77].

Fig. 5.14. The ER spectra for the other intrinsic background sources in LUX are shown

for comparison. The low-energy component of the spectrum does not produce a signifi-

cant background for dark matter search in LUX. The high-energy portion of the spectrum

(>100 keV) is potentially visible in tonne-scale Xe experiments such as LZ, after suppression

of 222Rn and 85Kr signatures. This portion of the spectrum does not create a dark matter

search background.

5.4 Gamma-X Background Modeling

A “gamma-X” event is defined as a multiple-scatter γ event within the active region, with

only one vertex in the drift region. The resulting signal has a composite S1 from all vertices,

but S2 signal from only the drift region vertex. The event escapes the standard multiple

scatter cuts, as only one S2 vertex is found. The event will also have a reduced S2/S1 ratio,

greatly reducing ER discrimination efficiency. This is illustrated in Fig. 5.15.

The most likely scenario for the generation of a gamma-X event is a γ emitted from

underneath the cathode grid, scattering once in the drift region and one or more times
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in the reverse field region (RFR, defined in Sec. 2.2.3). The reversed field orientation

underneath the cathode grid will push electrons away from the drift region, resulting in

only the drift region ionization signal being detected. The most likely emission source for

γ rays scattering in the reverse field region is the bottom PMT array, given that γ emission

in the detector is dominated by the PMTs.

The PMT radioactivity simulations described in Sec. 5.2 were analyzed for the rate

of coincident scatters above and below the cathode grid. Scatters were counted in three

separate regions: the drift region, the RFR (between the cathode grid and the bottom

grid, where the electric field is ∼4 kV cm−1 upward), and the zero-field region or ZFR

(between the bottom grid and bottom PMTs, where the electric field is ∼0). The regions

were partitioned in this manner to account for their significantly different electric fields,

which influences scintillation yield [126]. A gamma-X event is considered to be an event in

which (a) energy deposition in the drift region is non-zero and passes standard multiple-

scatter cuts, and (b) energy deposition in either the RFR or ZFR is non-zero. The effects

of non-uniform photon yield and light collection were convolved with each event to obtain

a realistic estimate of the resulting signal size.

For the results presented in this work, energy depositions were not recorded in the liquid

Xe space contained between the bottom trifoils, directly above the bottom PMTs. A basic

cut on S1 hit pattern will be able to discriminate against these events with high efficiency.

A PMT with a scatter directly in front of it will collect a large fraction of the generated

photons, in sharp contrast to the uniformly-distributed S1 hit pattern typical of drift region

scatters.

5.4.1 Model of Spectral Shape and Position Distribution

Gamma-X events are the result of two or more scatters. Gamma-X events become a back-

ground when the reconstructed energy of the event falls in the WIMP search energy range.

The low-energy end of the distribution is expected to be dominated by events with two scat-

ters, as the probability of scattering more than twice with the total energy deposited still

within the low-energy regime is very low (see Sec. 5.1). The energy deposited in each vertex

is independent and randomly distributed. The parameter space resulting in a total energy
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Figure 5.15: Qualitative representation of a gamma-X event. (Left) A γ scatters multiple
times in the active region, with a single vertex in the drift region (small blue) and one or
more vertices under the cathode (red). The resulting signal is shown at right as a function
of time. The measured S1 signal is a composite signal from all vertices. Ionization is not
collected from the vertices under the cathode. The resulting event has a single S2 which
has a contribution only from the drift region vertex (large blue). (Right) The resulting
waveform with detected S1 and S2 signals (black dashed). Shown are the contributions
from the drift region vertex (blue) and RFR vertex (red). The reduced S2/S1 ratio for the
event greatly lowers discrimination efficiency.
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deposition in the range E to E + dE is therefore defined by the addition of two indepen-

dent, uniformly distributed random variables, the distribution of which increases linearly

with energy in the low-energy regime. Note that this distribution is well distinguished from

the typical falling exponential WIMP spectrum.

The most likely physical location for gamma-X events follows the shortest path of the γ

through the active region. In the low-energy limit, γ rays deviate insignificantly from their

original trajectory after scattering, and the probability of scattering at any point along the

track is constant. It is therefore expected that, for a given gamma-X event, the under-

cathode vertex is located randomly anywhere along the track between the bottom PMTs

and the cathode, and the drift region vertex is located randomly anywhere along the track

above the cathode. For low-energy events the most probable overall γ trajectories are near

the corner of the detector, where the total amount of Xe to be traversed is minimized.

For gamma-X events with a vertex in the fiducial volume, the most likely γ trajectory is

one which diagonally traverses the active region, radially outward. This minimizes the total

γ path length while still allowing the γ to clip the corner of the cylindrical fiducial region.

The highest concentration of under-cathode vertices is therefore expected to be clustered

toward the center PMTs.

5.4.2 Estimating Signal Size

For a gamma-X event, the S1 signal size is the sum of signals from all vertices. Each vertex

has a different light collection factor associated with it, as well as a different light yield.

The composite S1 signal is calculated as

S1 =
�

j

Ej × Yj (Ej , �j)× αj (�xj) , (5.9)

where, for the jth vertex in the event, Ej is the energy deposited at that vertex; Yj (Ej , �j)

is the light yield, in units of photons generated per unit energy deposition; and αj (�xj)

is the geometric light collection efficiency, in units of photoelectrons detected per photon

generated, at position �xj . Yj (Ej , �j) is a function both of the energy deposited at the vertex

and the electric field in the local area of the vertex, defined as �j .
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For this study, it is taken as a simple assumption that energy is reconstructed propor-

tional to S1. Recombination fluctuations are also neglected in the model. Under these

assumptions, the reconstructed energy Erec is proportional to the total detected S1 signal,

from all gamma-X vertices. Erec is calculated from the true energy deposits at each vertex

as

Erec =
�

j

Ej ×
αj

αDR
× Y (Ej , �)

Y (EDR, �)
, (5.10)

where Ej is the energy deposited at vertex j, and the DR subscript denotes the vertex in the

drift region. It is further assumed that the S2 signal can be calculated by similar methods,

proportional to the total energy deposited at the drift region vertex. This enables a model

of the S2/S1 band to be calculated as

S2/S1 =
EDR

Erec
. (5.11)

In the case of completely uniform light collection (i.e. α is a single constant for the

whole detector), and ignoring the 20% variation in light generation per unit energy from

0–5 keVee, the S2/S1 band is skewed as shown in Fig. 5.16. The effects of light yield variation

are incorporated into simulation results, discussed in Sec. 5.4.3.

5.4.3 Simulation Results

Simulations of radioactivity from the bottom PMT array are used to evalute the total

expected gamma-X event rate in LUX. The simulations use 3000 livedays’ worth of events

for decays of 238U, 232Th, 40K, and 60Co, where the length of time represented is based

on PMT screening results (Table 7.3). These are the same simulations performed for the

analysis in Sec. 5.2, where an additional analysis was performed to track energy depositions

in the RFR and ZFR regions for each event. Data tables for Yj (Ej , �j) are taken from work

based on [90], using LUX electric field values in each region.

αj (�xj) is computed from LUXSim optical photon simulations. The simulations were

performed by launching optical photons homogeneously and isotropically throughout the



122

Figure 5.16: Analytic calculation of the ER event distribution in S2/S1 vs energy from
Eq. 5.10 and 5.11, assuming αUC/αDR = 1. A flat energy deposition spectrum is assumed,
appropriate to low-energy scatters. The nominal S2/S1 band location is at log10(S2/S1)=0
(black band). Variation in S2/S1 due to recombination fluctuations is not accounted for
(i.e. the nominal band has 0 width in S2/S1). Density scale is normalized such that the
sum of the bins is 1.
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entire active region, as was done in the study described in Sec. 3.2 and 3.3. The geometric

light collection efficiency map αj (�xj) is built by partitioning the active region into cuboid

cells, and counting photoelectron signals in each PMT per photon generated in each cell.

This provides a three dimensional map of geometric light collection efficiency, with statistical

errors <1%.

The rate of all gamma-X events in the detector is shown in Fig. 5.17. The measured

rate of events in both the full drift region and fiducial region is well-matched by a linear

function, as predicted in Sec. 5.4.1. The linear function is extrapolated down to very low

energies, where no simulation statistics are available due to the rare nature of fiducial

gamma-X events. An integration of this event rate over the LUX WIMP search range as a

function of WIMP search window energy bounds is shown in Fig. 5.18. For the LUX WIMP

search range 0.9–5.3 keVee, and the cylindrical 100 kg fiducial, the projected WIMP-like

gamma-X event rate is 1.2×10−4 counts day−1. This rate is before considerations of ER/NR

discrimination, or application of any gamma-X veto analysis cuts. This rate is subdominant

to background contributions from single-scattering γ rays considered in Sec. 5.2. The rate

is added to the background summary in Table 5.6.

The spatial distribution of gamma-X events from the simulation is shown in Fig. 5.19.

The density plots simulaneously display the locations of the drift region and under-cathode

vertices for all events. From the plot in Fig. 5.19b, an obvious spatial correlation is seen

for events where the drift region vertex falls within the fiducial volume. The events under

the cathode are clustered at the center of the detector, matching γ shortest-path arguments

discussed in Sec. 5.4.1.

5.5 Internal Neutrons

5.5.1 Neutron Yield Rates

5.5.1.1 PMTs

Neutrons are commonly generated from three sources. These sources include (α,n) processes,

238U spontaneous fission, and muon spallation / capture. The first two sources are discussed
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Figure 5.17: Gamma-X event rate in LUX from bottom PMT array radioactivity, with
contributions from 238U, 232Th, 40K, and 60Co. Rates are normalized using PMT counting
data in Table 7.3. Events consist of a scattering vertex in the drift region which passes the
simulation single-scatter cut, combined with an energy deposition underneath the cathode.
Energy depositions are convolved with light collection maps. The light collection maps
account for geometric photon collection efficiency and variation in absolute photon yield with
electric field magnitude. Histograms correspond to all gamma-X events (black), and events
where the drift region vertex is found within a cylindrical fiducial volume of R < 18.3 cm,
�Z < 32 cm, centered in the middle of the active region (red). The fiducial rate is fit with
the linear function y =

�
9× 10−6 cts keVee

2 day−1
�
· E.
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Figure 5.18: Integrated WIMP-like gamma-X event rate in LUX in the 100 kg fiducial
volume described in Fig. 5.17, as a function of WIMP search window energy bounds. The
curve integrates the linear fit to simulation results in Fig. 5.17. Discrimination of gamma-X
events is not included. The LUX WIMP search energy range from Run 3, 0.9–5.3 keVee, is
marked with the black circle.

(a) (b)

Figure 5.19: Gamma-X spatial distribution in the detector, for (a) all gamma-X events and
(b) gamma-X events with the drift region vertex falling inside the fiducial volume. The
plots simulaneously display the locations of the drift region and under-cathode vertices for
all events.
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in this section. The neutron yield from muon processes is discussed in Sec. 5.6.

Neutrons in LUX are generated primarily through (α,n) processes in detector materi-

als. Alpha particles are generated from radioisotope decays. These particles interact in

surrounding detector materials, generating neutrons. The most common radioisotopes gen-

erating α particles in detector construction materials are those found in the 238U and 232Th

decay chains. A full discussion of (α,n) neutron yields from 238U decays in common detector

materials is given in Sec. 6.5.

Neutrons are also generated through spontaneous fission of 238U. Under this process, the

238U nucleus splits into two or more fragments, and releases of order 10 MeV in the form of

neutrons and/or γ rays. The branching ratio for this decay process is 5.4×10−7 fissions per

238U decay [78]. The average neutron yield is 2.07 n decay−1 [140]. In modeling work, it is

conservatively assumed that neutrons are individually detected from all fission events. In

reality, multiple neutrons and/or γ rays would greatly reduce the NR background prediction

from this source, as the interaction of multiple secondary particles in the detector would

serve as an immediate veto of the event.

The (α,n) yield from LUX PMTs has been calculated for two scenarios. The first scenario

is the LUX neutron yield baseline case, where it is assumed that the measured 238U and

232Th contamination per PMT is evenly distributed by mass amongst all PMT construction

components. The second, most-conservative scenario assumes that all contamination is

concentrated in the construction component which gives the highest (α,n) yield.

Neutron yields were calculated using the PMT construction material compounds and

masses supplied by Hamamatsu in a confidential communication. The calculated neu-

tron yield values for the baseline contamination scenario are given in Table 5.4. The

summed neutron yields are listed with and without the additional conservative contribution

from 238U spontaneous fission neutrons. The baseline neutron yield from LUX PMTs is

1.2 n PMT−1 yr−1.

The (α,n) yield from the PMTs is significantly enhanced if all 238U chain radioisotopes are

concentrated in the Al construction material. Al is present in pure form in the seal between

the PMT windows and bodies. It should be noted that Al does not have the highest (α,n)

yield per compound; however, all compounds with higher (α,n) yields than Al are mixed
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(α,n) Neutron Rate Total (α,n)
[n/PMT/yr] Neutron Rate

238U 232Th [n/PMT/yr]

Sum ((α,n) only) 0.60 0.21 0.81
Sum ((α,n) + fission) 0.93 0.21 1.15

Table 5.4: (α,n) yields for each PMT construction component, sorted by total neutron
contribution. Yields for 238U and 232Th are calculated using the USD Neutron Yield Tool
[141, 142] Normalized yields integrate over all neutron energies above 100 keV. Values for
several lighter elements are cross-checked with (α,n) yields from [143], and are found to agree
within 10%. PMT construction components were obtained by confidential communication
with Hamamatsu Photonics K.K.

with compounds with very low (α,n) yields in construction materials. This dilutes the total

neutron yield from those construction materials, rendering their background contributions

lower than that from the Al seals. The neutron yield in the scenario of contamination only

in the Al is 4.2 n PMT−1 yr−1 from 238U and 1.4 n PMT−1 yr−1 from 232Th. The total is

a factor ×5 above the rate predicted from the baseline scenario.

5.5.1.2 210Pb Daughters

Accumulation of 210Pb on detector surfaces, in particular the PTFE reflector panels, con-

tributes to the neutron background in LUX. Lead-210 is deposited on the PTFE surfaces as

a result of plate-out of airborne 222Rn daughters during construction. Lead-210 undergoes

a three-stage decay to stable 206Pb, limited by the 210Pb 22 year half-life. This decay chain

includes 210Po, which generates a 5.3 MeV α, which can undergo (α,n) processes in fluroine.

The 210Pb decay chain is shown in Fig. 6.1 in the righthand column.

Fluorine is of particular concern for (α,n) production, since it has the highest (α,n) yield

of all large-mass detector materials present in LUX construction. The neutron yield curve

as a function of incident α energy is shown in Fig. 6.4. At 5.3 MeV, the neutron yield from

from fluorine is 10−5 n α−1. PTFE is expected to be extremely radiopure, supported by

counting results listed in Table 7.5. The 210Po decays on the PTFE surface are therefore

expected to dominate the neutron production rate from PTFE.

Alpha rate measurements from Run 3 yield a clear measurement of 210Po on the PTFE

reflector panels [138]. The measured 210Po decay rate is 14 mHz. This rate corresponds to
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the measurable decays on PTFE, which are assumed to correspond to α particles which are

emitted toward the active region and deposit all of their energy in the liquid Xe. Under this

assumption, the actual 210Po decay rate is 28 mHz. It is further assumed that there are a

factor ×2 more 210Po decays occurring on the back side of the PTFE panels (on the face

pointing radially outward from the detector center), which are unmeasurable. This yields a

total decay rate of 56 mBq, conservatively rounded up to 60 mBq to include miscellaneous

PTFE surfaces in the detector.

The fraction of α particles interacting in the PTFE is assumed to be ×1/2 the total

number generated, yielding a 30 mHz rate of α particles incident on PTFE. Taking the

figure 10−5 n α−1, this corresponds to 9.5 n yr−1 from PTFE. This is 6% of the total

neutron generation number from the PMTs, under the baseline neutron yield assumption.

5.5.1.3 Cryostats

The LUX cryostats were selected from a batch of extremely low-radioactivity titanium

[144]. One of the material batches was identified by γ screening to have a 238U chain

imbalance, with a measured 6.2 ± 1.2 mBq kg−1 238U early sub-chain concentration, and

<0.19 mBq kg−1 226Ra sub-chain concentration. As discussed in Ch. 6, the 238U early sub-

chain yields substantially fewer neutrons per decay than does the 226Ra sub-chain. Assuming

a negligible concentration of 226Ra sub-chain in the cryostats, the neutron yield from the

cryostats is dominated by 238U spontaneous fission. At the measured 6.2 ± 1.2 mBq kg−1

238U early sub-chain concentration, assuming that both cryostats were made from the batch

showing the positive measurement, the cryostats generate a total of 45 n yr−1, 30% of the

neutron yield from the PMTs under the baseline yield scenario. The background rate in

the fiducial region per neutron generated from the cryostats is also significantly lower than

the rate per neutron generated from the PMTs, due to the greater distance of the cryostats

from the active region, and the intervening construction materials.

5.5.2 Neutron Backgrounds

LUXSim Monte Carlo simulations were used to predict the background contribution from

each of the neutron sources listed in Sec. 5.5.1. The rates are found after application of



129

single-scatter, fiducial, and energy cuts as outlined in Sec. 5.2.1. In addition, an EM veto

cut is imposed, which vetoes inelastic neutron scatters. The EM veto cut requires that the

absolute energy deposited by NR from the neutron scatter is less than the absolute energy

deposited by ER. In practice, this discards all inelastic events within the 5–25 keVnr WIMP

search range, as the lowest γ energy from neutron inelastic scattering is 40 keVee from 129Xe.

NR background rates are projected for a 100 kg fiducial and 5–25 keVnr energy range.

NR background rates from the neutron sources outlined in Sec. 5.5.1 are listed in Table 5.5.

Only relevant scaling factors are calculated, based on neutron generation mechanism ex-

pected for each source. The total NR rate in the 5–25 keVnr WIMP search range, projected

from all sources, is 150±20 nDRUnr. This rate translates to 3×10−4 WIMP-like NR events

per day passing all analysis cuts.

5.6 External Gamma and Neutron Backgrounds

Gamma and neutron fluxes from outside of the LUX detector were investigated in [71]. The

background contributions from all external sources were found to be rendered subdominant

to ER backgrounds from internal sources. External sources are very effectively moderated

by the LUX water shield, which provides >2.5 m of shielding on all sides of the detector.

There is no significant γ flux from cavern rock into the active region, due to the presence

of the water shield. Gammas from 232Th chain decays with energy 2.6 MeV are attenuated

in the water shield with a characteristic length of 23 cm. The water shield is 2.5 m thick at

minimum, giving a suppression of nearly five orders of magnitude for these γ rays. The full

γ energy spectrum from cavern rock γ rays was used in the water shield Monte Carlo study

which generated the data for Fig. 2.8. The study shows an additional γ suppression factor

of ×1/5 below the consevative estimate based on 2.6 MeV γ rays. This is due to the shorter

mean free path of γ rays with lower energy, which comprise the majority of the incident γ

energy spectrum. Using a conservative figure for the total γ flux in the cavern based on the

assumption of 100% rhyolite rock, the estimated low-energy background contribution from

external γ rays is 27 nDRUee [71]. This figure is over four orders of magnitude below the

PMT background contribution.
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High-energy muon spallation or muon capture events in the cavern provide a third source

of neutrons, in addition to (α,n) and spontaneous fission processes discussed in Sec. 5.5. Neu-

trons generated in the cavern through (α,n) and spontaneous fission processes have energy

on the scale of MeV, and are moderated below consideration by the water shield, as dis-

cussed in Sec. 2.2.7. Neutrons generated from muon interactions in cavern rock have average

energies on the scale of 100 MeV, with a high-energy tail extending through several GeV

[109]. The neutrons in this high-energy tail are able to penetrate the water shield at rates

sufficient to generate a non-negligible NR event rate in the detector. The estimated rate

of low-energy NR events passing the standard single-scatter, fiducial, low-energy and EM

veto cuts due to muon-induced neutrons from cavern rock is 54 nDRUnr [71]. This rate

is a factor ×1/3 that expected from the PMTs, assuming the baseline PMT neutron yield

scenario.

Muon interactions in the water shield can also act as a source of neutrons near the LUX

detector. Muon capture or spallation on O nuclei in the water shield can lead to hadronic

showers, creating a neutron flux originating in the water shield itself. The estimated rate of

low-energy NR events from muon interactions in the water shield, which pass the standard

single-scatter, fiducial, low-energy and EM veto cuts, is 120 nDRUnr [71]. This rate is

comparable to the neutron rate from the PMTs, assuming the baseline PMT neutron yield

scenario.

5.7 Neutrino Backgrounds

Neutrinos create a sensitivity floor for dark matter direct detection experiments. Neutrinos

with energies on the order of MeV generate an ER scattering signature. Higher-energy neu-

trinos, with energies on the order of 10–100 MeV, generate NR signatures. As the neutrino

interaction cross-section is extremely small, dark matter experiments cannot be shielded

from neutrinos. Fiducial and single-scatter techniques do not reject these events; the events

are always single-scatter, and are distributed homogeneously in the active region. Neutrino

signatures therefore represent the “ultimate sensitivity” of direct detection experiments us-



132

ing technologies such as those in LUX2. The ER and NR signatures from neutrinos are too

rare to be seen in the LUX fiducial volume; however, their signatures will be apparent in

tonne-scale detectors such as LZ.

Neutrinos from the p-p solar chain dominate the neutrino ER event rate, with a subdom-

inant contribution from neutrinos generated in 7Be(e-,ν)7Li solar reactions. The scattering

spectra are shown in Fig. 5.20a. The p-p ER spectrum is flat through 100 keVee, with a

maximum energy deposition of 260 keVee. The flat low-energy rate is 8× 10−6 DRUee. The

ER signature from these neutrinos can only be rejected by S2/S1 discrimination. LUX is

portentiously already reaching the limit of p-p neutrino detection. The Run 3 WIMP search

data is estimated to have 0.7 p-p neutrino events in the full 250 kg drift region, within the

WIMP search energy range. The 118 kg fiducial region expectation integrated over the full

energy spectrum is 6 events.

Neutrinos with energies on the order of 10–100 MeV generate NR signatures in signif-

icant rates for large dark matter experiments, with energies on the order of 1–100 keVnr

[146]. These high-energy neutrinos are sourced from 8B solar decays; high-energy proton-

3He collisions in the sun; cosmic ray interactions in the upper atmosphere; and the diffuse

supernova background, generated from the past history of all supernova decays in the uni-

verse. These sources form a NR rate floor across all relevant energies for WIMP dark matter

searches. The spectra are shown in Fig. 5.20b. As these recoils are NR signatures, there is

no means with which to distinguish their scattering signatures from those of WIMPs.

5.8 Fiducial Volume Optimization

The fiducial volume definitions used in Run 3 and for Run 4 projections were simply defined

as cylinders, where the observed background rate is minimized. From observations of the

low-energy contours from non-homogeneous sources, it is clear that the optimal fiducial

shape is not cylindrical.

2
The presence of a neutrino background does not strictly preclude WIMP detection with a liquid noble

TPC. If the neutrino background spectrum is well understood, then subtraction of the background is possible.

However, the sensitivity of the experiment would then scale as
√
Mt, rather than Mt in the background-free

case projected for current and near-future detectors [145]. This creates a significant impediment to gains in

detector sensitivity.
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Figure 5.20: Neutrino scattering rates in liquid Xe. (a) ER scattering spectrum. Spectra
are shown for neutrinos generated from p-p solar fusion (cyan) [76] and 7Be(e-,ν)7Li so-
lar reactions (green) [77]. (b) NR scattering spectrum. Spectra are shown for neutrinos
generated from 8B solar decays, where the energy spectrum is convolved with an analytic
Xe TPC Monte Carlo to estimate energy resolution (red) [147], proton-3He solar collisions
(blue), cosmic ray interactions in the upper atmosphere (magenta), and supernovae (green).
Data is taken from [146].

An exercise was undertaken with γ background simulation data to find the optimal

fiducial shape in the detector. The optimal shape was found using the requirement that

the shape was centered in the middle of the detector, and that the shape was convex. The

optimal shape is shown in Fig. 5.21, overlaid with cylindrical and ellipsoid fiducial volumes.

The optimal shape is seen to be very close to an ellipsoid. The observed background event

rate is lower by a factor ×0.6.

The ellipsoid fiducial is not used in Run 3. Low-energy events occuring at the edges

of the active region were observed to be reconstructed at lower radii, contaminating the

edges of the ellispoid fiducial volume. For this reason, Run 3 featured a cylindrical fiducial

volume. Run 4 can potentially benefit from the use of an ellipsoid fiducial shape, dependent

on the results of efforts to reduce the misreconstruction of low-energy edge events.

5.9 Predicted Low-Energy ER Background Event Rates

The total predicted ER backgrounds for both Run 3 and the projected Run 4 WIMP search

runs are listed in Table 5.6. The results summarize projected event rates from the previous

sections in this chapter.
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Figure 5.21: Fiducial shape optimization studies, based on projections for γ backgrounds
from positive screening measurements. Event rates are shown as a function of radius and
height in units of log10(DRUee). Events are reflected across the Y axis with Poisson fluctu-
ation in simulation statistics in order to aid the eye. Two cylindrical fiducial volumes are
overlaid in red and green. An optimized ellipsoid shape is drawn in cyan. The unconstrained
optimized shape, based on ordering mass bins by activity, is drawn in black.
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Source
Background Rate (0.9–5.3 keVee) [mDRUee]

Run 3 (118 kg) Run 4 (100 kg) 50 kg

γ 1.8± 0.2stat ± 0.3sys 0.9± 0.1stat ± 0.1sys 0.47± 0.1
127Xe 0.5± 0.02stat ± 0.1sys – –

214Pb (222Rn) 0.11–0.22 (0.2 expected) 0.2 0.2
85Kr 0.17± 0.10sys 0.17± 0.10sys 0.17± 0.10sys

Gamma-X 5× 10−4 2.7× 10−4 1.3× 10−4

136Xe 10−3 10−3 10−3

Neutrino 8× 10−3 8× 10−3 8× 10−3

Total 2.6± 0.2stat ± 0.4sys 1.3± 0.2 0.85± 0.1

Table 5.6: Projected low-energy event rates for LUX WIMP search runs. Rates are listed
for Run 3, with 118 kg fiducial volume, and the projected Run 4, with a 100 kg fiducial
volume. A 50 kg inner fiducial volume is also included, assuming no 127Xe contamination.
Fiducial volumes are cylindrical, and are unoptimized for background rejection. Fiducial
volume physical definitions are listed in Sec. 5.2.1.

The main differences between the Run 3 and Run 4 background rate projections are

the γ and 127Xe contributions. Gamma contributions fall by 50% when scaling from the

Run 3 118 kg fiducial volume to the 100 kg fiducial. The rate of 127Xe decay is such that

any background from this source will be <×0.1 the background from the γ rays, by the

start of Run 4. The only other fiducial-dependent differential background rate is that of

gamma-X events. There was no explicit study of gamma-X events performed for the Run 3

fiducial volume. The gamma-X background rate is assumed to scale with the γ background

rate, using the 100 kg estimated rate from Sec. 5.4 as the estimated rate for Run 4. The

predicted background rates are compared explicitly with measured data in Sec. 8.8.

5.10 S1 and S2 Distributions from Energy Depositions

The modeling work performed in this chapter is based on simulations which end with energy

depositions in the active region. The LUXSim package, using NEST, is able continue the

simulation past the energy deposition stage. NEST calculates the photon and electron yield

for a given ER or NR energy deposition and electric field, based on a semi-empirical model.

LUXSim then uses Geant4 physics processes to propagate the generated photons through

to the PMT photocathodes. The generated electrons are made to undergo scintillation

processes in the detector gas volume, and the resulting S2 photons are also propagated
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through to the PMT photocathodes. The actual simulation of S1 and S2 processes allows

the resulting signals to be passed through the LUX data processing chain, which allows

the convolution of detector and analysis efficiencies with simulation results. Unfortunately,

the generation of S1 and S2 signals is extremely CPU-intensive, particularly for events

with energies above the WIMP search range. For this reason, a method was developed to

approximate the S1 and S2 distributions for a given event in post-processing.

NEST (v0.99β) was used to generate a library of photon and electron distributions as a

function of ER energy deposition. These libraries were taken directly from LUXSim. The

data was generated by launching low-energy electrons in the middle of the active region,

with the LUX electric field input into the simulation to get the correct photon and electron

partitioning. Examples of the (S1,S2) distributions are given in Fig. 5.22. The difference

in photon and electron yields between a γ and an electron launched in the liquid Xe is

negligible below 10 keVee.

The NEST v0.99β band centroid is well matched to observed LUX data. However, the

S2/S1 band width is wider than that observed in LUX by an additional 30%. S1 spectra

generated using this data have a higher (worse) σ�/� energy resolution than that expected

for real data. Signal PDFs for 127Xe for the profile likelihood WIMP search analysis are

corrected against the measured 3H band [148].

The photon and electron yields are converted into S1 and S2 signals through convolution

of the distribution of photoelectrons for a given number of generated photons. The detec-

tion efficiency factors are summarized in Table 5.7. For the S1 signal, this distribution is

binomial, where the probability is the measured average photoelectron signal per generated

photon, equal to 0.14 as calculated in Sec. 8.2. For the S2 signal, two efficiency factors

are applied. The first is the efficiency with which electrons are removed from the liquid

Xe, which is described by a binomial with p = 0.64. The second is the number of pho-

toelectrons detected per electron extracted from the liquid, which is measured at 10.5 phe

per extracted electron for S2 signals in the bottom PMT array. The distribution is Gaussian

with measured σ = 4.5 phe per extracted electron. For small signals, the PMT resolution on

single photoelectrons is applied as a Gaussian with 30% σ [129]. The single photoelectron

resolution has no significant effect on S1 distributions. Note that the variation in light and
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(a) (b)

Figure 5.22: Distributions in photon (nph) and electron (ne) yields for (a) 1 keVee and (b)
5 keVee electrons. Distributions are calculated by NEST (v0.99β) / LUXSim. An electric
field of 182 V cm−1 is used, the same as that for the 85 day LUX WIMP search run.

charge collection with position is not folded into the model. It is assumed that fluctuations

in S1 and S2 due to position variation are subdominant to fluctuations from photon and

electron generation.

The corresponding predicted distributions for S1 and S2 signals for 127Xe and for back-

grounds with flat energy spectra are shown in Fig. 5.23. The semi-analytic distributions

were compared with distributions generated by LUXSim propagation of photon and electron

signals. The distributions were seen to agree to within 5% for the band mean. Distribution

widths were found to be in agreement to within 15%.

The predicted S1 spectra for various background sources are used to directly compare

simulations with measured S1 data, in Sec. 8.8. The (S1,S2) distributions can also be

added linearly to simulate the resulting distributions for multiple scatter events, as done in

Sec. 8.7. The use of a NEST library from simple simulation results decreases the computing

power required to find (S1,S2) distributions by several orders of magnitude, relative to the

brute-force approach of generating scintillation events in the simulation. The brute force

approach is still useful for generating simulation data which can be processed with the

LUX data processing chain, yielding a direct comparison with measured data for efficiency

studies.



138

Parameter Value

Single phe resolution 0.46
S1 phe per photon 0.14

Ionization electron extraction efficiency 0.64
S2 phe per single extracted e

− mean 10.45 phe per extracted electron
S2 phe per single extracted e

− sigma 4.5 phe per extracted electron

Table 5.7: Parameters used in conversion of NEST (v0.99β) scintillation and ionization
yields to S1 and S2 signals. All quantities are measured from LUX data during the 85 day
WIMP search run.

(a) (b)

(c) (d)

Figure 5.23: Distributions in S1 and S2 using NEST (v0.99β), for both background sources
with flat energy spectra, and 127Xe 1 keVee and 5 keVee x-ray peaks. (a) (S1,S2) distribu-
tion from a flat background spectrum. (b) (S1,S2) distribution for 127Xe. (c) (S1,S2/S1)
distribution from a flat background spectrum. (d) (S1,S2/S1) distribution for 127Xe. The
models are folded into energy deposition-only studies for direct comparison of simulation
with measured low-energy spectra. S2/S1 widths predicted by NEST (v0.99β) are wider by
30% than observed widths in LUX data.



Chapter 6

Dark Matter Search

Backgrounds from Primordial

Radionuclide Chain

Disequilibrium

The following work was developed in the course of neutron background modeling, and

was submitted for publication in 2013 [149]. The work investigates the ER and NR back-

ground contributions from different segments of the 238U and 232Th decay chains, for generic

one tonne Ar and Xe detectors. The material is presented with only minor alteration for

incorporation into this document.

6.1 Abstract

Dark matter direct-detection searches for weakly interacting massive particles (WIMPs)

are commonly limited in sensitivity by neutron and gamma backgrounds from the decay

of radioactive isotopes. Several common radioisotopes in detector construction materials

are found in long decay chains, notably those headed by 238U, 235U, and 232Th. Gamma

radioassay using Ge detectors identifies decay rates of a few of the radioisotopes in each

139
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chain, and typically assumes that the chain is in secular equilibrium. If the chains are out of

equilibrium, detector background rates can be elevated significantly above expectation. In

this work we quantify the increase in neutron and gamma production rates from an excess

of various sub-chains of the 238U decay chain. We find that the 226Ra sub-chain generates

x10 higher neutron flux per decay than the 238U early sub-chain and 210Pb sub-chain, in

materials with high (α,n) neutron yields. Typical gamma screening results limit potential

238U early sub-chain activity to ×20–60 higher than 226Ra sub-chain activity. Monte Carlo

simulation is used to quantify the contribution of the sub-chains of 238U to low-energy

nuclear recoil (NR) and electron recoil (ER) backgrounds in simplified one tonne liquid Ar

and liquid Xe detectors. NR and ER rates generated by 238U sub-chains in the Ar and Xe

detectors are found after comparable fiducial and multiple-scatter cuts. The Xe detector is

found to have ×12 higher signal-to-background for 100 GeV WIMPs over neutrons than the

Ar detector. ER backgrounds in both detectors are found to increase weakly for excesses

of 238U early sub-chain and 210Pb sub-chain relative to 226Ra sub-chain. Experiments in

which backgrounds are NR-dominated are sensitive to undetected excesses of 238U early sub-

chain and 210Pb sub-chain concentrations. Experiments with ER-dominated backgrounds

are relatively insensitive to these excesses.

6.2 Introduction

Direct WIMP dark matter searches are typically limited by backgrounds caused by neutron

and γ interactions in the target material. The primary source of these particles is radioactive

decay from contaminants in detector materials or the laboratory. The most common of

these contaminants which produce notable backgrounds are the primordial radioisotopes

238U, 235U and 232Th. These radioisotopes are the parents of lengthy decay chains, shown

in Fig. 6.1 and 6.2. Decay chain data is taken from [135].

Several isotopes from these chains decay with half-lives much longer than the typical

lifetimes of dark matter experiments (�10 years). The removal of these long-lived isotopes

from the decay chains, e.g. from chemical processing, can lead to quasi-permanent breaks

in secular equilibrium. If chain breakage results in the removal of radioisotopes used during
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γ radioassay, then assay results will lead to an underrepresentation of the total number of

radionuclides present in the material.

In this work, we quantify the effects of primordial radioisotope chain disequilibrium on

neutron and γ emission. Monte Carlo is used to estimate the impact of these changes on a

liquid Xe detector similar to the current LUX and XENON TPC designs [80, 150, 151, 152].

A model liquid Ar detector of equal mass, similar to the ArDM and DarkSide designs

[153, 154], is used to estimate the impact of chain disequilibrium on Ar targets.

6.3 Screening Methodologies

The most common method for measuring radioisotope concentrations in construction mate-

rials is to expose material samples to a high-sensitivity Ge detector [155, 156, 157, 158, 129].

This method yields a direct measurement of the γ energy spectrum emitted by all radioiso-

topes in the material. This method is well-suited to screening large quantities of construction

materials in a single screening run, which is crucial for experiments which use very large

quantities of these materials in close proximity to their active targets. This also enables γ

screeners to average over any variations in radioisotope concentration with position in the

sample. Gamma screening yields comparable sensitivity per γ emitted for all radioisotopes.

For these reasons, γ radioassay is widely used as the primary radioassay method for material

screening programs in low background experiments.

Isotopes with low γ emission probability per decay are identified with relatively high

upper limits. This means that γ screening is relatively insensitive to several radioisotopes

shown in the decay chains in Fig. 6.1 and 6.2. Typical γ detectors also have backgrounds

which fall exponentially with increasing energy, with an order of magnitude or greater change

in background rate between 100 keV and 1000 keV. This generally leads to the preferential

use of high-energy γ lines for radioisotope identification. Standard identification of the 238U

and 232Th chains uses γ lines >300 keV.

Mass spectrometry techniques can also be used to identify radioisotopes in material

samples [155, 156]. In principle, this technique can be useful for distinguishing radioisotopes

which have a low γ emission intensity, and would therefore escape detection by Ge screeners.
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Figure 6.2: The decay chains for (left) 235U and (right) 232Th. Isotopes are shown with
their half- lives and probability for α or β emission, if not 100%. Decays with probability
<1% are not shown. Alpha or β emission is listed under each isotope, with the mean α
energy or β decay endpoint given. Energies and intensities are listed for γ emission with
intensity >1%. Data from [135].
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However, these techniques are limited in their ability to detect daughter nuclei in long decay

chains. In secular equilibrium, the ratios of daughter isotope to head isotope half-lives

determines the concentrations of the daughter isotopes. In the case of the decay chains in

Fig. 6.1 and 6.2, the parent half-lives are higher than those of the daughters by 4–25 orders

of magnitude. Mass spectrometry can therefore set meaningful upper limits only on the

head isotopes of the decay chains. Mass spectrometry also samples very small quantities of

material in a given run, which leads to potential error in inhomogeneous samples.

6.4 Chain Disequilibrium for Primordial Radionuclides

6.4.1 238U Chain

In principle, disequilibrium can be introduced at any stage in a decay chain. However,

disequilibrium is only relevant to dark matter experiments in the case that disequilibrium

occurs by removing an isotope with a half-life comparable to or greater than the timescale

of the experiment. This timescale is typically measured in years. From Fig. 6.1 and 6.2, the

decay chain most likely to yield a relevant break in equilibrium is that of 238U, which has

several isotopes with half-lives significantly longer than this limit. For this work, we define

three 238U sub-chains based on the relatively long half-lives of their parent isotopes: the

238U early sub-chain, including isotopes from 238U to 230Th; the 226Ra sub-chain, including

isotopes from 226Ra to 214Po; and the 210Pb sub-chain, including 210Pb and its daughters.

The definition of the 226Ra sub-chain is conservative for this study. If breakage occurs

below 226Ra, the relatively short half-lives of the daughters (set by 222Rn at 3.8 days) will

lead to re-establishment of equilibrium well before radioassay measurements are performed.

Breakage above 226Ra will lessen the effect of disequilibrium on detector backgrounds, since

there will be fewer unaccounted radioisotopes in excess. Setting 226Ra as the parent of the

middle sub-chain therefore leads to the greatest potential for impact of the sub-chain on

detector backgrounds. The specific details of equilibrium breakage are dependent on the

chemical processes used in the treatment of materials. We do not address these processes

in this work, but instead make simple conservative assumptions about the disequilibrium

scenario.
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Although γ rays from the 238U early sub-chain have considerably lower branching ratios

than those from the 226Ra sub-chain, typical γ counters can still place useful upper limits

on 238U early sub-chain activity. The ratio of 238U early sub-chain limits to 226Ra sub-

chain limits set by γ counting is comparable to the ratio of the intensities of the γ rays

used to identify these sub-chains. For the 226Ra sub-chain, the typical energies used for

identification are the 352 keV and 609 keV lines, with branching ratios of 36% and 47%

respectively. The 238U early sub-chain is generally identified by the 1.0 MeV line from

234Pa, which has an intensity a factor ×1/60 and ×1/80 that of the 352 keV and 609 keV

lines, respectively. Variability in detection efficiency and detector backgrounds can result

in a wide range of upper limits for the 238U early sub-chain relative to the 226Ra sub-chain,

with typical ratios ranging from ×20–60 [155, 156, 157, 158, 129, 144].

The 238U chain contains one long-lived radioisotope after the 226Ra sub-chain, 210Pb,

with a half-life of 22 years. The 210Pb chain contains no high-energy γ rays with high

branching ratios, so the expected increase in detector ER backgrounds is minimal. However,

one of the 210Pb sub-chain daughters undergoes α decay, potentially leading to neutron

generation. This work also considers neutron generation from the 210Pb sub-chain.

It should be noted that 210Pb and its daughters do not produce γ rays which are easily

observable in typical radioassay Ge detectors. Gamma emission comes primarily from 210Pb

decay, with a 4% branching ratio for generation of a 46 keV γ. The mean free path of

this γ is 4 cm in H2O. The γ is easily absorbed within bulk samples before reaching the

Ge detector, thereby heavily suppressing its signal and greatly raising upper limits on its

activity. Gamma screening backgrounds are also typically high in the energy range around

46 keV, further weakening upper limit activity measurements. Screening results for 210Pb

are therefore typically not reported in γ radioassays. We do not attempt to quantify likely

concentrations of the 210Pb sub-chain in this work.

6.4.2 235U Chain

The concentration of 235U in nature is 0.7% that of 238U. Standard chemical processes do

not alter the 235U / 238U ratio in materials. It is therefore common to assume that screened

materials have a natural ratio of 235U / 238U, which sets a much lower limit on the amount
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of 235U than does direct counting. Since 235U and its daughters are not directly measured,

235U chain disequilibrium is not addressed in this work.

If γ screening misidentifies the amount of 238U in a material due to a factor ×1/60

deficit in the 226Ra sub-chain, then the amount of 235U will be misidentified by the same

factor. In this scenario, the 235U decay rate could potentially be 50% of the 226Ra sub-chain

decay rate. However, the 235U chain has one less α emission per parent decay than the 238U

chain, a comparable mean α energy, and lower-energy γ rays with lower intensities. 235U will

contribute neutron and γ backgrounds no larger than those already present from existing

226Ra in the experiment, as discussed in Sec. 6.6 and 6.7. It is also notable that, in this

scenario, the 235U chain would be detectable in γ radioassay by the 185 keV γ line from

235U decay.

6.4.3 232Th Chain

The 232Th chain can only be broken on a timescale of years, matching the common lifetime

of current and future dark matter experiments. The longest-lived daughter below 232Th

is 228Ra, with a half-life of 5.8 years. If 228Ra and its daughters are completely removed

from a material, then the rate of 228Ra decays will reach a factor ×1/2 that of 232Th after

six years. 228Th follows two generations after 228Ra, with a half-life of 1.9 years. In the

scenario where all 232Th daughters have been removed, 228Th reaches a decay rate a factor

×1/2 that of 232Th after nine years. The longest-lived daughter after 228Th has a half-life

on the order of minutes; the decay rates of all of the daughters thus closely shadow that of

228Th.

Chain disequilibrium could also be introduced by the removal of only 228Th and its

daughters. In this case, chain equilibrium would be re-established within a factor ×1/2

after two years. This would also leave the isotope 228Ac, which generates several high-

energy γ rays easily detectable by γ radioassay. The most conservative assumption for

232Th chain disequilibrium is therefore the removal of 228Ra and its daughters, as this

introduces the most appreciable lag in the re-establishment of chain equilibrium with a low

chance of detection.

If a material were to be processed with a method that removed all 232Th daughters
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and left the original 232Th, then the timescale on which 232Th / 228Ra / 228Th equilibrium

is re-established would lead to a background source which increases significantly over the

experiment lifetime. Consider a material which undergoes complete removal of all 232Th

daughters, and is then subject to radioassay 45 days afterward. After 45 days, the rate

of 228Ra decays (closely traced by detectable 228Ac) would be only 1% the rate of 232Th

decays. The reported 232Th rate from γ radioassay, which uses lines from 228Ac and 228Th

daughters, would then be ×1/100 the true 232Th rate. The 228Ra and 228Th rates grow

linearly with time, increasing over an order of magnitude over the experiment lifetime.

Fortunately, removal of all 232Th daughters by chemical processing is unrealistic. 232Th

is chemically identical to 228Th; any process which removes 228Th would remove 232Th

in comparable quantities. If processing left 228Th in the material, then 228Th and its

daughters would reach equilibrium within days. Gamma radioassay would then detect

the 228Th daughter signatures, and the inferred 232Th quantity would be correct. Similar

arguments apply to a scenario in which Th is introduced into a material during processing.

It is notable that detection of a deficit of 228Ac relative to 228Th daughters would indicate

that processing techniques had induced disequilibrium in the isotope chain before counting.

This could serve as an indicator for potential disequilibrium conditions in the 238U chain in

the same material, as processes which removed Ra isotopes and left Th isotopes would be

identified.

6.5 238U Alpha Emission Spectra and Neutron Yields

Experiments searching for low-energy NR signals are particularly sensitive to backgrounds

from neutron scattering. With sufficient external shielding material, neutron generation

from radionuclides in detector materials contributes the dominant NR rate in the target

volume. Neutron generation from detector materials comes primarily from spontaneous fis-

sion (238U having the most significant contribution through this channel), and from (α,n)

interactions. Disequilibrium in primordial radionuclide chains can lead to an underestima-

tion of α-generating isotopes, leading in turn to an underestimation of neutron yields from

detector materials.
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Neutron yields vary by orders of magnitude across the spectrum of α energies associated

with 238U chain isotopes, as described in a review of (α,n) yields by Heaton et al. [159]. The

neutron rate from a given sub-chain convolves neutron yield as a function of α energy with

the α energies of each sub-chain. For 238U isotopes, α energy spectra are shown in Fig. 6.3.

The neutron spectrum as a function of initial α energy Eα,0, for material comprised of

an element with molar mass A, is calculated as

Y (Eα,0, En) =
NA

A

ˆ Eα,0

0

σ (Eα, En)

Sα (Eα)
dEα, (6.1)

whereα particle with energy Eα,0; σ (Eα, En) is the (α,n) cross section for incoming α energy

Eα and outgoing neutron energy En; and Sα (Eα) is the α stopping power for the material.

The methodology follows that described in [142]. The (α,n) cross sections were calculated

for several elements using the TALYS 1.4 simulation program [160]. Sα (Eα) data were

taken from the ASTAR database [161]. Integrated neutron production rates were compared

to those listed in Heaton and found to match within a factor of two, with an average

overproduction by a factor of 20%. The exception is C, for which the neutron yield is

calculated to be an average ×5 higher than that reported in Heaton. The TALYS cross

section results for C match measurements reported in [162], and are used for this work.

Yield curves integrated over all neutron energies are shown in Fig. 6.4.

We define the ratio of 238U early sub-chain to 226Ra sub-chain X. We then define

the (α,n) neutron yield multiplier from chain equilibrium Γ (X,En), which is the fractional

increase in yield for neutrons with energy En over the case of full-chain equilibrium, as a

function of X. X = 1 corresponds to 238U chain equilibrium. Γ (X,En) is calculated as

Γ (X,En) =
(X − 1)

��
j Y (Eα,0,j , En)

�

�
k Y (Eα,0,k, En)

+ 1, (6.2)

where j and k are iterators spanning over the α particles generated from the 238U early

sub-chain and full 238U decay chain in equilibrium, respectively. Fig. 6.5 shows the total

neutron generation rate integrated over all neutron energies,
´
Γ (X,En) dEn, as a function

of X for several common elements in detector construction materials. The summed neutron
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yield per sub-chain decay for all 238U sub-chains is given in Table 6.1.

Shown separately in Fig. 6.5 is the 238U spontaneous fission rate, equal to 5.4×10−7 fis-

sions per 238U decay [78]. For materials with a low neutron yield below 5 MeV α energy,

fission gives the dominant neutron yield in the case of 238U early sub-chain excess. It should

be noted that an extremely conservative model is used where each spontaneous fission event

contributes a single neutron, with no other prompt emission. In reality, spontaneous fission

promptly releases multiple neutrons and/or γ rays. The chance of veto of these events is

extremely high due to multiple-scatter and high-energy event rejection in many dark matter

detectors.

It is interesting to note the (α,n) yields for direct incidence of α particles on Ar and Xe

target materials. The yield curves as a function of incident α energy are shown in Fig. 6.6.

The Ar target is sensitive to all α energies found in the 238U and 232Th chains. A particular

risk is that of neutron production from 222Rn leakage into the Ar target material, which

can occur from 226Ra sources on the surface of detector materials. The presence of 222Rn

and its daughters results in a neutron generation rate of 470 n yr−1 (Bq 222Rn)−1. Xe

targets are vulnerable only to the 7.8 MeV α from the 222Rn decay chain, with a yield of

3.8×10−6 n yr−1 (Bq 222Rn)−1. Typical self-shielding cuts would have reduced effectiveness

against this background due to the internal generation of the neutrons and the consequent

reduction in path length required for the neutrons to escape.

Surface deposition of 222Rn progeny on detector surfaces can also result in a signifi-

cant 210Pb concentration exposed directly to the target material. 210Pb α particles yield

3.5 n yr−1 (Bq 210Pb)−1 on Ar, assuming 50% of α particles are emitted into detector sur-

faces and do not contribute to Ar (α,n). 210Pb α interactions in Xe do not generate neutrons,

as Xe (α,n) processes have an α energy threshold well above 5.3 MeV.

6.6 238U Disequilibrium Impact on Neutron Backgrounds for

Dark Matter Experiments

The impact of neutrons on dark matter sensitivity was assessed by direct comparison of

projected NR rates from neutrons and WIMPs. The example of fluoridated material (e.g.
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Figure 6.3: Alpha energies generated from 238U decay chain isotopes, assuming full secular
equilibrium. Alphas are shown corresponding to the 238U early sub-chain (upward arrows),
226Ra sub-chain (stars), and 210Pb sub-chain (downward arrows). Data is taken from [135].
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Figure 6.4: Neutrons produced per incident α particle for various common elements in
detector construction materials, as a function of α kinetic energy. Lines are shown for F
(dark solid), Al (dark dashed), Ti (medium solid), C (medium dashed), Fe (light solid), and
Cu (light dashed).
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Figure 6.5: Neutron rate from (α,n) processes per 226Ra sub-chain decay rate, as a function of
238U early sub-chain / 226Ra sub-chain ratio X, for various materials. Overlaid is the yield
from 238U spontaneous fission, assuming that fission yields single neutrons which cannot
be vetoed by accompanying neutrons or γ rays. Lines are shown for F (dark solid), Al
(dark dashed), Ti (medium solid), C (medium dashed), Fe (light solid), Cu (light dashed),
and spontaneous fission (dark dash-dotted). Typical γ radioassay measurements limit the
potential 238U early fraction excess to ×20-60.

238U early 226Ra 210Pb
Al 37 1400 66
C 68 240 35
Cu – 16 –
F 1100 8000 890
Fe 0.00030 30 0.0015
O 10 49 6.9
Ti 0.17 240 0.69

Table 6.1: 238U sub-chain (α,n) neutron yields per parent decay, multiplied by 108, for
common detector construction materials. Yields are calculated from α energies in Fig. 6.3
and (α,n) neutron yields in Fig. 6.4. Yields from the 238U early sub-chain do not include
contributions from 238U spontaneous fission, the probability for which is 5.4× 10−7.
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Figure 6.6: Neutrons produced per incident α particle for Ar (solid) and Xe (dashed), as a
function of α kinetic energy.

PTFE, or Teflon® ) was chosen for this study due to its relatively high neutron yield over

other common detector construction materials. The neutron energy spectrum from (α,n)

on F was calculated from Eq. 6.1 for the 238U early sub-chain, 226Ra sub-chain, and 210Pb

sub-chain. The 238U spontaneous fission neutron spectrum was added to the 238U early

chain. The spectra are shown in Fig. 6.7.

The impact of 238U chain disequilibrium is assessed by Monte Carlo for one tonne ideal

liquid Ar and liquid Xe dark matter detectors. The simulations are based on the Geant4

toolkit. The detectors have a cylindrical geometry with 1:1 aspect ratio, and are surrounded

by a cylindrical water shield of thickness 1 m. Neutrons are thrown from the border between

the target material and the water shield, representing activity from detector internals. The

neutron scatter rate is then found in a cylindrical 500 kg fiducial region with 1:1 aspect

ratio. A single-scatter cut is applied, requiring events to have an energy-weighted standard

deviation of <2 cm in radius and <0.5 cm in height, comparable to the typical spatial

resolution for Xe TPC detectors [150, 106]. Single-scatter cut efficiency is insensitive to the

exact length threshold used. Rates are plotted as a function of recoil energy in Fig. 6.8,

normalized per neutron emitted.
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The projected WIMP signal as a function of WIMP mass Mχ is shown in Fig. 6.9 for

both Ar and Xe detectors. A WIMP-nucleon spin-independent interaction cross-section of

10−45 cm2 is used. Overlaid are neutron scatter rates for each of the 238U sub-chains, after

application of analysis cuts. A parent rate of 1 Bq is assumed for each sub-chain. WIMP

and neutron rates are calculated from Fig. 6.8 in the energy range 50-100 keVnr for the Ar

detector [163], and 5-30 keVnr for the Xe detector [80, 150, 47], where keVnr is defined as

energy deposited in the detector by NR. WIMP rates are shown as bands which illustrate

the projected change in sensitivity if the lower bound of the WIMP search window is lowered

to 30 keVnr for the Ar detector [153] and 2 keVnr for the Xe detector [133]. Neutron rates

increase by <×2 in these scenarios.

For both Ar and Xe detectors, the 238U early sub-chain contributes ×1/10 the neutron

rate of the 226Ra sub-chain. The increase closely tracks the raw neutron emission rate as

a function of 238U early chain imbalance in Fig. 6.5, indicating insensitivity to the exact

shape of the neutron energy spectra in Fig. 6.7. The neutron rates in the two detectors

are comparable in their respective WIMP search energy regions. The Xe detector takes

advantage of its low energy threshold for a high WIMP detection rate. The WIMP signal

rate in the Xe detector is a factor ×12 above background and a factor ×40 above the WIMP

rate in the Ar detector, at Mχ = 100 GeV. The Xe detector shows greater resilience against

neutron backgrounds due to its higher WIMP signal rate, and is able to achieve comparable

discovery potentials to the Ar detector with an order of magnitude higher background, or

detect WIMPs with an order of magnitude lower interaction cross-section at comparable

background levels.

6.7 238U Disequilibrium Impact on Gamma Backgrounds for

Dark Matter Experiments

The γ energy emission spectra for the 238U early sub-chain, 226Ra sub-chain, and 210Pb sub-

chain are shown in Fig. 6.10. Gamma emission from the 238U early sub-chain and 210Pb

sub-chain is subdominant in both intensity and energy to that from the 226Ra sub-chain.

This limits the impact of 238U chain disequilibrium on ER backgrounds.
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Figure 6.7: Neutron emission energy spectra corresponding to 238U spontaneous fission and
(α,n) emission on F from the 238U early sub-chain (upward arrows), 226Ra sub-chain (stars),
and 210Pb sub-chain (downward arrows). Spectra were calculated from Eq. 6.1.
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Figure 6.8: NR spectra in simulated one tonne (a) liquid Ar and (b) liquid Xe detectors,
using geometry as described in Sec. 6.6. Recoil spectra correspond to neutrons generated
from the 238U early sub-chain (upward arrows), 226Ra sub-chain (stars), and 210Pb sub-
chain (downward arrows), with incident neutron energy spectra given in Fig. 6.7. Black
dashed vertical bars indicate typical WIMP search windows for both detectors, with gray
bars indicating potential improvements in low-energy threshold. Rates are found in a 500 kg
cylindrical fiducial volume. A cut removing multiple scatter events is applied.
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Figure 6.9: WIMP signal and neutron rates as a function of WIMP mass Mχ in simulated
one-tonne (a) liquid Ar and (b) liquid Xe detectors. A WIMP-nucleon spin-independent
cross-section of 10−45 cm2 is assumed. Neutron rates correspond to 1 Bq of 238U early sub-
chain (upward arrows), 226Ra sub-chain (stars), and 210Pb sub-chain (downward arrows).
Note that 238U early sub-chain and 210Pb sub-chain NR rates overlap for the Ar detector,
at 7 × 10−8. Rates are calculated using NR energy windows of 50-100 keVnr for Ar and
5-30 keVnr for Xe. WIMP rates are shown as bands illustrating the effect of lowering the
detection threshold to 30 keVnr for Ar and 2 keVnr for Xe, as shown in Fig. 6.8.

ER backgrounds from 238U disequilibrium is assessed by Monte Carlo, using the de-

tector and emission geometries for one tonne liquid Ar and liquid Xe detectors described

in Sec. 6.6. Gamma energies following the probability distribution shown in Fig. 6.10, for

each of the 238U sub-chains, are thrown from the border between the target material and

the water shield, representing activity from detector internals. Position cuts are used to re-

move multiple-scatter events, as well as events which deposit energy outside of the fiducial

volume. Details of these cuts are discussed in Sec. 6.6.

ER event rates are found at low energies and normalized per keVee, where keVee is

defined as energy deposited in the detector by ER. The recoil energy spectrum in both Ar

and Xe detectors is flat below the 46.5 keVee peak from 210Pb decay. Rates are estimated

in the range 1-45 keVee.

Fiducial rate as a function of mass is shown in Fig. 6.11 for both detectors. Three

scenarios are considered, in which the 238U early / 226Ra sub-chain fraction X is 1, 10 or

100. The number of γ rays passing the analysis cuts described above and depositing energy

within the fiducial region is shown in units of counts keVee
−1 kg−1 day−1 (Bq 226Ra)−1.

Fiducial volume shape is optimized to yield the lowest activity, while keeping the fiducial



156

boundary convex.

Both Ar and Xe detectors are insensitive to a disequilibrium condition of X = 10. At

500 kg fiducial mass, fiducial activity is increased by 10% for the Ar detector, and 9% for

the Xe detector. Event rates are significantly increased for both detectors in the case of

X = 100, with a factor ×2.2 increase for the Ar detector, and a factor ×2.0 increase for

the Xe detector. Holding the event rate constant from the equilibrium case, a factor ×100

imbalance results in the loss of 73 kg fiducial mass for the Ar detector and 60 kg for the

Xe detector, starting at a 500 kg fiducial in equilibrium. The case of X = 100 is used as a

conservative example; standard γ counting techniques are typically sensitive to imbalances

a factor ×1/2 this number or lower.

For completeness, the impact of an excess of 210Pb sub-chain rate relative to 226Ra sub-

chain rate is shown in Fig. 6.12. The only significant γ emission in the 210Pb sub-chain

comes from the 46.5 keV γ from 210Pb decay. The penetration length of this γ is 8 mm in

Ar and 0.2 mm in Xe, and thus does not represent a significant background addition after

modest fiducial cuts.

The spectrum of γ rays passing analysis cuts and contributing fiducial backgrounds is

shown in Fig. 6.13. A 500 kg cylindrical fiducial mass with 1:1 aspect ratio was used, with

single-scatter and energy cuts used as described above. The photoelectric cross-section is

equal to or greater than the Compton cross-section for energies below 75 keV for Ar and

300 keV for Xe. Below these energies, γ mean free path drops sharply with energy.

The 500 kg fiducial ER rate in the Ar detector is a factor ×30 that of the Xe detector at

500 kg. However, Ar detectors can utilize powerful discrimination against ER events through

characterization of the scintillation time constant, potentially reaching ER discrimination

power of 109 [153, 163]. Xenon detectors rely on differences in ionization to scintillation

ratio for ER discrimination, with typical values in the range 102-103, dependent on electric

field strength [150, 126, 48]. In the case of Ar, ER backgrounds from detector components

are subdominant to contributions from 39Ar, a 565 keV endpoint β emitter with a rate of

1 Bq kg−1 in natural Ar. For a 500 kg fiducial, backgrounds from detector components only

become relevant if 39Ar is removed to a factor ×10−5 of its natural value, assuming a 1 Bq

concentration of 238U in equilibrium in detector internals. By using Ar found in natural
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Figure 6.10: Gamma energy spectra generated from 238U decay chain isotopes, assuming
full-chain secular equilibrium. Gammas are shown corresponding to the 238U early sub-
chain (upward arrows), 226Ra sub-chain (stars), and 210Pb sub-chain (downward arrows).
Data is taken from [135].

gas wells, the 39Ar concentration has been shown to be reduced by a factor ×10−2 from its

typical atmospheric concentration [79].

6.8 Conclusions

We find that the 238U early sub-chain, 226Ra sub-chain, and 210Pb sub-chain from the

238U decay chain have significantly different neutron yields per decay. For typical detector

construction materials, the (α,n) neutron yield increases by one to three orders of magnitude

as α energy increases in the range 4-8 MeV. The 238U early sub-chain contributes three α

particles per 238U decay with energies of 4.2-4.8 MeV, at the lowest end of the range. The

226Ra sub-chain contributes four α particles over a broader range, with energies spanning

4.8-7.8 MeV. If the 238U early sub-chain has an order of magnitude greater concentration

than the 226Ra sub-chain, then the total neutron emission rate increases by only ×2-4,

where the precise increase depends on the target material. A two order of magnitude

increase results in a ×10 increase in total neutron emission rate. If a material has a low

(α,n) yield, then neutron emission is dominated by spontaneous fission from 238U. This leads
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Figure 6.11: Fiducial ER rate in simulated one tonne (a) liquid Ar and (b) liquid Xe
detectors from 238U sub-chain γ rays, as a function of fiducial mass. Three scenarios of
238U early sub-chain / 226Ra sub-chain ratio X are shown: X = 1 (solid), X = 10 (dashed),
and X = 100 (dotted). The concentrations of 226Ra sub-chain and 210Pb sub-chain isotopes
are held constant in all scenarios, while the concentration of 238U early sub-chain isotopes is
varied. Gammas depositing energy in the range 1-45 keVee are selected, and single-scatter
cuts are applied which reject events with energy-weighted standard deviation above 2 cm
in radius and 0.5 cm in height.
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Figure 6.12: Fiducial ER rate in simulated one tonne (a) liquid Ar and (b) liquid Xe
detectors from 238U sub-chain γ rays, as a function of fiducial mass. Three scenarios of
210Pb sub-chain to 226Ra sub-chain rate are shown: ×1 (solid, corresponding to 238U chain
equilibrium), ×10 (dashed), and ×100 (dotted). The concentrations of 238U early sub-chain
and 226Ra sub-chain isotopes are held constant in all scenarios, while the concentration of
210Pb sub-chain isotopes is varied. Cuts are used as described in Fig.6.11.
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Figure 6.13: Fraction of γ rays generating fiducial backgrounds in simulated one tonne (a)
liquid Ar and (b) liquid Xe detectors, as a function of γ energy. Gamma rates are found in
a 500 kg cylindrical fiducial mass with 1:1 aspect ratio is used. Single-scatter and energy
cuts are applied as described in Fig. 6.11.

to a more linear relationship between neutron yield and the ratio of 238U early sub-chain to

226Ra sub-chain. In practice, spontaneous fission events are vetoed by their simultaneous

generation of multiple neutrons and MeV γ rays, which would interact in the active region

of the detector.

Typical γ screening with Ge detectors is ×20-60 more sensitive to 226Ra sub-chain decay

than to 238U early sub-chain decay. This is due to the low emission probability per decay

of high-energy gammas (×300 keV) from the 238U early sub-chain compared to the 226Ra

sub-chain. If 238U early sub-chain concentration is ×20(60) greater than 226Ra sub-chain

concentration, then neutron emission from high (α,n) yield materials such as F and Al is

increased by a factor ×2(6). Mass spectrometry techniques can potentially detect 238U di-

rectly. However, these techniques are insensitive to 238U decay chain daughters due to their

low concentrations, given their relatively small half-lives. Inhomogeneity in 238U sub-chain

concentrations within material samples can also significantly skew mass spectrometry re-

sults, which only sample small amounts of material. Gamma screening techniques sample

large masses, and average well over inhomogeneous materials. For large dark matter detec-

tors, bulk counting is crucial for sampling all detector construction materials, as there can

be many tonnes of material used in close proximity to the detector active region.

Background neutron event rates from 238U early sub-chain, 226Ra sub-chain, and 210Pb
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sub-chain decays in high (α,n) yield materials has been assessed by Monte Carlo for simplified

one tonne liquid Ar and liquid Xe detectors. We find that the Xe detector has a signal-

to-background ratio ×12 higher than the Ar detector, over neutron events from a similar

level of 238U chain isotope concentration, for identification of 100 GeV WIMPs. The 226Ra

sub-chain dominates neutron backgrounds per decay when compared to the 238U early sub-

chain and 210Pb sub-chain by an order of magnitude. For a given sub-chain, the Ar and Xe

detectors have similar neutron event rates when considering WIMP search energy windows

of 50-100 keVnr and 5-30 keVnr respectively, which are typically quoted for these detectors.

Gamma backgrounds for Ar and Xe tonne-scale detectors are impacted negligibly by

an excess of 238U early sub-chain or 210Pb sub-chain activity relative to 226Ra sub-chain

activity, for typically quoted γ screening limits. For the Xe detector, ER backgrounds

from γ rays in the 500 kg fiducial are increased by only ×1.1 and ×2 when 238U early

sub-chain concentration is increased by a factor ×10 and ×100 from full-chain equilibrium,

respectively. The 210Pb sub-chain has negligible contribution, even at rates ×100 higher

than in full-chain equilibrium. The Ar detector has comparable sensitivity to 238U early sub-

chain and 210Pb sub-chain excesses as the Xe detector. Argon detector ER backgrounds are

typically dominated by β backgrounds from 39Ar, which contribute an ER rate in the 500 kg

fiducial which is ×105 higher than activity from 1 Bq of 238U in construction materials.

For experiments in which background rates are dominated by NR events from neu-

trons, 238U early sub-chain and 210Pb sub-chain excesses can cause a significant increase in

experiment backgrounds over expectations based on the assumption of full-chain equilib-

rium. A 238U early sub-chain concentration which is ×60 higher than the 226Ra sub-chain

concentration leaves the possibility of a neutron emission rate which is ×6 higher than

the emission rate from full-chain equilibrium, as discussed above. Experiments with NR-

dominated backgrounds would then have a background rate ×6 higher than expectations.

Experiments which have ER-dominated backgrounds are relatively insensitive to excesses of

238U early sub-chain and 210Pb sub-chain concentrations. ER backgrounds increase by less

than a factor ×2 for 238U early sub-chain excesses within γ screening limits, and increase

negligibly for a ×100 ratio of 210Pb sub-chain concentration to 226Ra concentration.

Experiments which have NR-dominated backgrounds can potentially benefit from the



161

use of mass spectrometry screening techniques to directly measure 238U concentrations in

construction materials. These techniques would compliment γ radioassay measurements

in order to identify potential disequilibrium conditions. Experiments with ER-dominated

backgrounds do not gain significant refinement in background expectation from the use of

mass spectrometry counting, and are able to rely on screening from γ radioassay alone.
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Chapter 7

The LUX Materials Screening

Program

The LUX detector aims to measure dark matter interactions rates as low as a few in

30000 kg days. In order to clearly distinguish this extremely low event rate, a low back-

ground signal in the detector is crucial. The largest contributor to detector backgrounds is

radiation from the decay of radioactive isotopes in detector materials.

Starting in 2007, a comprehensive program was put in place to ensure that the radioiso-

tope concentrations in all LUX detector construction materials met the goal of contributing

<1 background event after ER discrimination during the 30000 kg day detector run. The

primary measurement technique used to ensure this low event rate was γ spectroscopy, per-

formed at the Soudan Low-Background Counting Facility (SOLO). The measurements were

closely interfaced with the simulation effort aimed at modeling LUX backgrounds, described

in Ch. 5.

The SOLO facility and detector have been described in published work [129]. Sec. 7.2

includes excerpts from this work describing the detector, calibration procedure, and analysis

methods. Additional information on detector sensitivity and data analysis is also provided.

Sec. 7.3 includes excerpts from the same work on screening results for the LUX R8778 PMTs.

A look ahead at PMT screening results for the next-generation LZ detector is given in

Sec. 7.5.

162
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7.1 Counting Goals

The goal of the LUX counting program was to ensure a background rate <1 mDRUee

contributed from γ backgrounds from detector construction materials. This goal was set in

the original LUX proposal [71, 110]. The goal was established based on the following:

1. Early Hamamatsu screening results of R8778 PMTs, with upper limits on PMT ra-

dioisotope concentrations of <18 238U / <17 232Th / <30 40K /<8 60Co mBq/PMT;

2. A custom Geant4 Monte Carlo for a 50 cm × 60 cm liquid Xe volume with radioactive

“end caps,” which predicted a background rate of 0.83 mDRUee from the PMTs in a

100 kg cylindrical fiducial volume;

3. Assumption that the PMTs would be the dominant radioactive load near the active

region by a factor of ×5.

The goal of 1 mDRUee was maintained through the counting program, despite measured

PMT radioactive loads significantly lower than the upper limits reported initially by Hama-

matsu (Sec 7.3.2). The goal of 1 mDRUee was also a convenient marker for maintaining the

very low background rate in LUX, as it corresponded to 1 WIMP-like background event in

300 livedays after ER rejection (assumptions: 100 kg, 300 days, energy range 1.3–8 keVee,

99.5% ER discrimination). The numbers informing the counting assumption evolved as

LUX was constructed and calibrated, after the counting program was completed. It is im-

portant to note that the screening goal of 1 mDRUee is not a complete background budget

goal for the entire detector, as it does not account for backgrounds generated by cosmogenic

activation or intrinsic contaminants. A breakdown of backgrounds from counting results,

and a comparison with the established backgrounds from in situ measurements, is given in

Sec. 7.4.

From LUX screening of the R8778 PMTs, and detailed background modeling using

LUXSim (Sec. 5.2), it was determined that the actual PMT contribution to detector back-

grounds in the optimized 100 kg fiducial is 0.5 mDRUee. The total LUX background count-

ing goal was maintained at 1 mDRUee, allowing finite counting results for other detector

components to fill the remaining 0.5 mDRUee in the budget.



164

7.1.1 Goals for Major Internals

The PMTs were expected to be the dominant contributor to LUX low-energy ER back-

grounds. This is due to the difficulty of low-background material selection for all PMT

construction components, as well as their close proximity to the detector active region.

Other detector construction materials are custom-made for the experiment, and are known

to have relatively low radioisotope concentration relative to the PMTs. For this reason, the

LUX counting program focuses on ensuring that backgrounds from detector construction

materials are subdominant to those contributed by the PMTs.

The material screening program uses input from the background modeling program

to set counting goals. Background modeling studies generate estimates of low-energy ER

background rates in the fiducial volume, as a function of radioisotope concentration, for all

detector components. This is referred to as “background efficiency.” By setting a limit on

the allowed background rate contribution from a given material, a corresponding limit is set

on radioisotope concentration in that material, where the scaling factor is the background

efficiency.

The combined counting goal for the large-mass internal construction components in

close proximity to the active region (referred to as “major internals”) was <0.5 mDRUee,

as described above. This is the most aggressive practical limit that could be set for the

components. The large masses of the components used in the detector limited the effec-

tiveness of small-sample screening in controlling the predicted background rate. The use

of an upper limit on the 0.5 mDRUee combined contribution from all internals also has a

very conservative meaning, as the limit is formed by the naive addition of 90% confidence

upper limits from ∼10 different material samples. The confidence level set by the addition

of several 90% limits is at the very least 90%, and likely much stricter.

7.1.2 Goals for Small Internals

An estimated 150 construction components are used in LUX which are either low-mass

(�kg) or shielded from the active region by other construction components. These items

are referred to as “small internals.” For typical small components, the target background
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rate per component was set at <0.5 �DRUee at 90% CL. This was chosen such that the

addition of the 150 components would result in a <0.1 mDRUee contribution, which is

subdominant to the total screening goal for the detector (and, as described in Sec. 7.1.1,

the naive addition of the 90% limits results in a much stricter upper limit on the combined

background rate). Although this background rate is extremely aggressive, the small amount

of material used in the detector allows the goal to be met with a modest γ counting sample.

7.2 SOLO

7.2.1 The SOLO Facility and Diode-M Detector

The SOLO facility is located at the Soudan Underground Laboratory, at a depth of 2.0 km.w.e

[164]. The SOLO chamber and detector are shown in Fig. 7.1. The counting chamber uses

the ‘‘Diode-M’’ detector, a 0.6 kg high-purity Ge detector housed in a 0.15 cm thick Cu

shield. The 20 cm × 25 cm × 30 cm chamber is enclosed with a minimum of 30 cm lead

shielding on every side. The inner 5 cm lining of the chamber is comprised of ancient lead,

with 210Pb activity measured below 50 mBq kg−1. A mylar shell and 2.5 slpm nitrogen

gas purge are used to eliminate gaseous radon from the chamber. SOLO detector output

is shaped with a 2 �s shaping time, using a Spectroscopy Amplifier, before digitization at

a dedicated acquisition computer. Integrated sets of (energy bins, counts) data are written

to files every 4 hours. Data files are hosted from a server at Soudan, and are transferred to

Brown for analysis.

SOLO has been used since 2003 for screening and cataloging of low-background materi-

als for use in liquid Xe detectors. SOLO was used in the screening program for XENON10

construction materials, and has been heavily engaged in the LUX material screening pro-

gram since 2007 [71, 80, 112, 47]. SOLO detector sensitivity calibrations are accomplished

using Geant4 Monte Carlo simulations. The geometry of the entire SOLO detector and

chamber are reproduced, as well as the geometry and location of the counted sample. Emis-

sion spectra for each screened isotope, including the full decay chains of 238U and 232Th,

are reproduced. These simulations account for effects including energy-dependent detection

efficiency, sample location, sample size, and sample self-shielding. The simulations pro-
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duce scaling factors between detector counts and source emission intensity for each γ line,

referred to as the detection efficiency ε. The typical units of ε are DRU mBq−1, where

Bq ≡ decays s−1. ε can also be expressed in counts mBq−1, when integrating over a given

energy range and multiplying by detector mass and livetime. Analytic estimates of ε can

be generated to cross-check simulation results. However, it is very difficult to include the

effects of finite sample size and sample self-shielding in these estimates, whereas those effects

are automatically included in the Monte Carlo analysis. A fit to a 1 mCi 60Co source is

shown in Fig. 7.2.

A typical background spectrum with the chamber empty is shown in Fig. 7.3 (black)

for 21 live days. Features are seen at 662 keV and 1461 keV, corresponding to γ lines from

137Cs and 40K, respectively, and are used to verify energy bin calibration in conjunction

with the 46.5 keV line from 210Pb decay. Background baseline rise below 1 MeV is caused

primarily by Bremsstrahlung radiation from 210Pb β decay in the inner Pb shielding layers.

Initial detector calibrations were performed using several samples with known contamina-

tion. Backgrounds are remeasured periodically to check for chamber contamination or Rn

leakage, and are used to periodically verify calibrations. An example of Rn leakage in the

chamber is shown in Fig. 7.4, where the 352 keV and 609 keV lines from 222Rn daughter

decays (214Pb and 214Bi, respectively) are clearly visible. The measured peak energy reso-

lution as a function of energy is shown in Fig. 7.5. Peak sensitivity as a function of energy

for a point calibration source at the bottom of the SOLO chamber, estimated from Monte

Carlo, is shown in Fig. 7.6.

The projected sensitivity of the detector is calculated to predict the upper limit on

activity for a given sample and counting livetime. The sensitivity, expressed in detected

event rate (units of DRU, in SOLO) as a function of counting livetime, is shown for several

common peaks in Fig. 7.7. The sensitivity is calculated from samples of a three week

background dataset. The given rate must be multiplied by the expected efficiency factor ε

to predict sensitivity to decay rates. For samples placed close to the detector, ε can reach

∼1 DRU mBq−1. Samples placed far from the detector, or with significant self-shielding,

can have an efficiency factor which is worse by an order of magnitude.



167

Figure 7.1: The open SOLO chamber, shown during construction of the shield in 2005. The
0.6 kg high-purity germanium detector is housed in a 1.5 mm thick Cu shield. The chamber
is lined with>30 cm of lead shielding. The inner 5 cm lead layer was selected for its measured
210Pb content (<50 mBq kg−1) [164]. The inner chamber measures 25 cm × 20 cm × 30 cm.
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Figure 7.2: Comparison of calibration Monte Carlo output (solid blue) with SOLO data
from a 60Co source (dashed red). Calibration Monte Carlo includes the detailed SOLO
chamber and detector geometries, as well as faithful reconstruction of the source geometry
to account for finite sample size and self-shielding.
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Figure 7.3: SOLO counting spectra for R8778 (14 live days, blue) and R11410 MOD
(19 live days, red) PMTs, superimposed with a sample background run (21 live days,
black). 238U is primarily identified by lines from late-chain daughters at 295, 352, and
609 keV. 232Th is identified by lines at 239, 511, 582, and 2614 keV. 40K is identified by
a single line at 1460 keV. 60Co yields twin peaks at 1173 and 1333 keV. Strong lines in
the R8778 spectrum indicate the presence of 238U, 232Th, 40K and 60Co radionuclides. The
reduced activity of the R11410 MOD is readily apparent from the lack of distinct features
in comparison with the R8778, with the only activity significantly above background from
the presence of 60Co. Lines at 46.5 keV (210Pb), 662 keV (137Cs) and 1460 keV are used
to periodically verify detector calibration. SOLO datasets shown are lux 5 pmts batch 2
(R8778), R11410 v2 post clean (R11410-20), and bg combined 2011 (background).
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Figure 7.4: Example background plot from 222Rn leakage into the SOLO chamber (red,
4 days), compared with standard background (black, 21 days). Chamber includes only
radiopure polyethylene material, which was recounted after the radon leak was sealed to
verify its low radioisotope content. Peaks from 222Rn daughter decays (214Pb and 214Bi,
respectively) at 352 keV and 609 keV are clearly visible. SOLO dataset ’inner poly’ is used
for the contaminated dataset.
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Figure 7.5: SOLO measured σ/µ energy resolution as a function of energy. The measured
points are characterized by the curve σ

2 = 0.0033E + 1.2.
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Figure 7.6: Simulated full-energy γ depositions in the SOLO detector per γ emitted, as a
function of γ energy. A point source emission geometry is used, located at the bottom of
the chamber, directly beneath the front face of the detector (17 cm from the bottom edge
of the detector). Curve is obtained from calibration Monte Carlo.
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Figure 7.7: SOLO rate upper limits, as a function of counting livetime, for several common
peaks. The DRU upper limit is calculated from measured background data.
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7.2.2 Counting Methodology

Positive signatures of radioactive isotopes are identified through two high-branching ratio

energy lines, when available. For measurement of the 238U chain, lines at 352 keV and

609 keV are used, corresponding to the decay of 214Pb and 214Bi respectively. The 232Th

chain is identified by lines at 511 keV and 583 keV from 208Tl decay. 60Co is detected

through peaks at 1173 keV and 1332 keV. 40K offers only a single γ line, at 1461 keV.

It has been noted that 238U decay chain secular equilibrium can be broken during certain

manufacturing processes due to the solubility of 226Ra in water (see Ch. 6). For this reason,

a more direct estimate of 238U concentration is made from measurement of the 1001 keV

line from 234mPa, several steps above 226Ra in the decay chain. The branching ratio for the

1001 keV line is a factor of ×1/62 that of the branching ratio for the 352 keV line, and thus

produces correspondingly weaker upper limits. It should be noted that there is no a priori

reason to assume a break in equilibrium, unless a positive identification of the 1001 keV

line is made. It should also be noted that the most relevant, high branching ratio γ rays are

generated in the lower part of the 238U chain, and this measurement is of the most relevance

for the estimation of electromagnetic backgrounds. A full discussion of γ emission in 238U

chain disequilibrium is given in Ch. 6.

Upper limit estimates are always given at 90% confidence level, the standard used during

LUX material counting. Quoted errors are statistical. Systematic errors are contributed pri-

marily by uncertainty in sample placement within the chamber and in sample self-shielding,

and are conservatively estimated to be at the level of ±20%.

Upper limits are calculated assuming a Poisson-distributed signal. The measured value

N, in counts, accumulated over a livetime L, is defined as N ≡ S + B, where S is the

number of γ signal counts, and B is the expected number of background counts for livetime

L, measured from separate background-only datasets. As S depends on the efficiency of γ

detection, it is defined as S ≡ εα, where α is the source radioactivity in units of mBq, and ε

is the detection efficiency obtained from Monte Carlo calibration in units of counts mBq−1.

For a given confidence level CL (equal to 0.9 for all SOLO results), the following integral is

numerically evaluated to determine the parameter α�:
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Gamma (Isotope/Chain) ε
−1 [mBq DRU-1]

352 (214Pb/238U) 1.93
511 (208Tl/232Th) 9.23
582 (208Tl/232Th) 4.86
609 (214Bi/238U) 2.98

1173 (60Co) 2.59
1332 (60Co) 3.00
1460 (40K) 25.9

Table 7.1: Detection efficiency ε for peaks used for identification of common radioisotopes,
for a batch of five R11410-20 PMTs in the SOLO chamber. ε is calculated from Geant4
Monte Carlo, as described in Sec. 7.2.1, and folds in gamma branching ratio, sample geom-
etry, material absorption, and finite detector size.

CL =

´ α�

0 p (N, εα+B) dα´∞
0 p (N, εα+B) dα

(7.1)

where p (N, εα+B) is the Poisson distribution function for measured value N and expec-

tation λ. The value of α� then represents the upper limit source activity at confidence level

CL. For radioisotopes with multiple characteristic peaks, the SOLO analysis conservatively

measures upper limits for each peak independently, and reports the weaker upper limit

constraint. The sensitivity can potentially be much greater if the joint likelihood for all

characteristic peaks is used in the integrals in Eq. 7.1.

As an example, counting data from the R11410-20 screening for LZ PMTs (Sec. 7.5) is

used here. (Dataset ’R11410 S12 PMT batch 1’, background dataset ’bg combined 2011’.)

The ε values for the dataset are listed in Table 7.1. The 352 keV peak is used for an

example of setting the upper limit. From Monte Carlo, the detection efficiency for the

peak is ε
−1 = 1.93 mBq DRU−1. The sample and background datasets are integrated in

the range 340–355 keV, yielding N = 83 counts for 10.5 livedays and B = 144 counts

for 17.9 livedays. Since N is found over fewer livedays, B is scaled by 10.5/17.9 to yield

84.8 expected background counts for the sample dataset. Using these inputs and numerically

evaluating Eq. 7.1, the resulting 90% CL upper limit is <2.6 mBq, or <0.5 mBq PMT−1

(there are five R11410-20 PMTs in the chamber for this dataset).
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7.3 Counting Results

7.3.1 Identified Radioisotopes and Predicted Cosmogenic Activation

Counting results for a given radioisotope in a given material are reported under two con-

ditions: when the radioisotope is anticipated to be present in the material based on its

composition, or when a peak is found at energies corresponding to that isotope. All materi-

als are screened for 238U and 232Th, as these isotopes contribute the highest background per

decay, and are common across many construction materials. Potassium-40 is also commonly

found in many construction materials. Upper limits are not always measured for 40K for all

samples, since it contributes ×1/20 the γ flux per decay of 238U and 232Th and is therefore

of secondary importance.

Steel samples are commonly found to contain the isotopes 60Co and 54Mn. Cobalt-

60 has a 5.3 year half-life, and is produced cosmogenically through muon capture on Ni.

Cobalt-60 is also manmade, and is commonly introduced in high concentrations into small

steel batches during manufacturing [165]. Subsequent recycling of the batches results in

a ubiquitous presence of 60Co in commercial steel. Manganese-54 is a 312 day half-life

cosmogenic isotope, generated by neutron spallation reactions with 56Fe. While several

other isotopes (primarily cosmogenic in origin) are commonly measured in steel, 60Co and

54Mn are the most important to characterize, due to their relatively long half-lives and

high-energy γ generation [158].

Cobalt-60 is also produced cosmogenically in Cu through neutron spallation reactions.

A review of cosmogenic activation studies was used as a reference point for projected LUX

Cu activity [166]. Calculations of 60Co production in Cu at sea level show a factor ×4

variation across all predictions [166, 167, 168, 169]. The mean and variance are taken from

all predictions as 62 ± 29 kg−1 day−1. The predicted production rate of 60Co in LUX

Cu during Run 2 at the LUX Surface Facility can be made naively, by scaling the sea level

production rate by the change in total neutron flux at the altitude of the Surface Lab relative

to sea level. This factor is found to be ×3.4 from a study by Gordon et al. [170]. The 60Co

production rate in LUX Cu is then 210 ± 100 kg−1 day−1. After an estimated 800 day
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exposure, the total estimated 60Co concentration is calculated to be 1.0 ± 0.5 mBq kg−1.

It is assumed that any change in neutron energy spectrum shape between the Surface Lab

and sea level has a subdominant effect on activation rates. The estimated amount of 60Co

produced in LUX Cu from Sec. 5.2.2 is 1.7 ± 1.0 mBq kg−1, in agreement with these

predictions.

Scandium-46 is a cosmogenic radioisotope with 84 day half-life, produced by 46Ti(n,p)46Sc,

muon capture, and neutron spallation. A study of 46Sc production in Ti was undertaken to

estimate the decay rates contributed from these channels [171]. The ACTIVIA simulation

program (v1.1) [172] was used to estimate the production rate of 46Sc from neutrons at sea

level. Assuming an unaltered neutron energy spectrum shape, scaling the spectrum by ×3.4

to account for altitude, multiplying by an additional factor ×2 to account for production by

muon capture, and factoring in uncertainty for the relative contributions of the listed acti-

vation channels, projected 46Sc rates were estimated to be in the range 2.7–4.8 mBq kg−1.

This estimate was found to be in agreement with directly measured activity of a Ti sample

activated at the Surface Lab, detailed in Sec. 7.3.3.

7.3.2 PMTs

A total of 20 R8778 PMTs were screened at SOLO in order to yield high-statistics mea-

surements of their radioactivity. Ten R8778 PMTs, purchased for initial testing at Brown

University, were screened in two separate batches of five. After the purchase of the 122 PMTs

for LUX, two additional batches of five LUX PMTs were counted. The screening spectrum

from one of the batches of five R8778 PMTs is shown in Fig. 7.3. Counting results for

238U/232Th/60Co varied between batches by less than 20%. 40K was reduced between the

advance PMT set and the LUX PMTs by 30% after iteration in material selection by Hama-

matsu. Results indicate the presence of benchmark isotopes 238U, 232Th, 40K and 60Co in

amounts of 9.5±0.6, 2.7±0.3, 66±6, and 2.6±0.2 mBq/PMT, respectively. The measured

values represent an overall γ ray emission rate per PMT that is a factor of 3 below the

conservative estimate originally used in the LUX proposal. The counting breakdown for all

PMT batches is shown in Table 7.3, and again in summary in Table 7.5.

It is interesting to note that the measured value of 60Co in the PMTs during the first
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Isotope Material Origin Half-Life
Characteristic
Gamma Lines
[keV] (I%)

238U* all primordial 4.5× 109 y
295 (19%)
352 (36%)
609 (47%)

232Th* all primordial 1.4× 1010 y

511 (23%)
583 (85%)
911 (26%)
960 (20%)
2614 (99%)

40K all primordial 1.2× 109 y 1460 (11%)

60Co steel, Cu
manmade, muon
capture, neutron

spallation
5.3 y

1173 (100%)
1332 (100%)

46Sc Ti
46Ti(n,p)46Sc,
muon capture

84 d
889 (100%)
1121 (100%)

54Mn steel neutron spallation 310 d 835 (100%)

Table 7.2: Commonly measured radioisotopes in detector materials, with their origins and
characteristic attributes. Starred isotopes have associated decay chains which contribute
to radiation emission. The relative γ contributions of the various decay chain isotopes are
discussed further in Ch. 6.

LUX science run may be a factor ×1/2 that reported from screening. The 5.3 year 60Co

half-life will have reduced the 60Co concentration in the PMTs to 1.3±0.1 mBq PMT−1.

60Co has been identified as being sourced from Kovar metal in further material screening

campaigns in support of the development of the R11410 PMTs. These PMTs will be used

in the LZ experiment, as discussed in Sec. 7.5.

7.3.3 Major Internals

All major internals (defined in Sec. 7.1.1) were screened before detector construction. The

list of major internals, along with their materials, construction mass, and counting sample

mass, is given in Table 7.4. Counting results are listed in Table 7.5.

The 238U column in Table 7.5 lists measurements that are performed on γ lines from

isotopes above 226Ra in the 238U decay chain. This segment of the 238U chain is referred

to as the “early” chain. Early chain γ lines provide the most direct measurement of 238U

content, but yield large errors and high upper limits due to the very low branching ratios
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Sample
Live Days Activity [mBq/PMT]
Counted 238U 232Th 40K 60Co

Brown R8778 #1 11 8.8±1.0 2.8±0.5 92±9 2.6±0.4
Brown R8778 #2 4.5 13±2 1.6±0.7 82±14 5.6±1
LUX R8778 #1 13 9.1±1.7 1.5±0.6 64±10 2.4±0.5
LUX R8778 #2 15 10±1 2.9±0.5 66±7 <2

Average 9.5±0.6 2.7±0.3 66±6 2.6±0.2

Table 7.3: LUX PMT batch counting results. All measurements were performed at SOLO.
Five PMTs were counted in each batch. Actual 40K concentrations in LUX PMTs are taken
to be equal to those measured for the LUX R8778 #1 and #2 samples, as Hamamatsu took
steps to control the 40K levels in the tubes after initial measurements were performed. The
Brown batch 40K results are not applicable to current LUX tubes.

of the characteristic γ rays. Measurements listed in the 226Ra column are performed on

γ lines from isotopes below 226Ra in the chain. This segment is referred to as the “late”

chain. Radium-226 measurements are typically used to infer 238U concentration, because

the corresponding γ rays have much larger branching ratios than γ rays from the early

chain, and yield correspondingly lower activity limits. Both measurements are included for

completeness (where available).

The early chain results are typically listed to show agreement between the early and

late segments of the 238U chain. If the 238U chain is out of equilibrium, measurement

of one chain segment alone can lead to a misrepresentation of the total 238U background

contribution in the detector. However, there is no a priori reason to assume a break in 238U

chain equilibrium unless conflicting measurements are explicitly listed, i.e. in the case of

the cryostats. More details on chain equilibrium and backgrounds therefrom are given in

Ch. 6.

The elevated 46Sc measurement in the Ti cryostat material, highlighted in Table 7.5

in red, was likely the result of delivery of the sample to the Oroville counting facility by

airplane. The predicted activation rate for LUX material is significantly lower than this

measurement, as described in Sec. 7.3.1. In order to directly measure the 46Sc activation

rate for LUX Ti, a 6.7 kg Ti sample was counted at SOLO, and transported by ground to

the Surface Lab. The sample was left at the Surface Lab for six months (2.2 half-lives), after

which it was ground-transported back to SOLO. A clear measurement of the 46Sc peaks was

made, yielding an estimate of 4.4±0.3 mBq kg−1, for a height of 1.4 km above sea level.
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Figure 7.8: Counting spectra for a 6.7 kg Ti sample, before (blue) and after (red) a six-
month activation period at the Sanford Surface Laboratory during the LUX surface run.
Comparison is shown with background (black). The sample was shipped by ground to and
from SOLO to avoid spurious cosmogenic activation. Peaks are clearly found at 889 and
1121 keV, corresponding to γ emission from 46Sc decay.

The measurement falls within the 2.7–4.8 mBq kg−1 estimated range based on ACTIVIA

simulations, assuming a naive linear scaling of production rates with total neutron flux and

ignoring changes in spectral shape (Sec. 7.3.1). The counting spectrum is shown in Fig. 7.8.

7.3.4 Small Internals

Over 150 different construction components were catalogued during the construction phase

of the experiment. A wide subset of these components, spanning all commonly-used con-

struction materials, were screened at SOLO over a two-year period. The large number

of small internal components made specific simulation modeling of individual components

impractical. To inform counting goals, a generic simulation was created which estimated

the background contributions from specific isotopes in 13 regions throughout the detec-

tor. Small components installed in a given region were assumed to yield WIMP search
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backgrounds corresponding to the background efficiency factor for that region. Results for

several selected materials are reported in Table 7.6.

7.3.5 Steel Pyramid

Several samples of steel were counted in an effort to identify material suitable for the con-

struction of the external γ shield pyramid (Fig. 2.7). Counting results from this steel

screening are listed in Table 7.7. Samples 1 and 2 were taken from separate steel batches,

which were produced concurrently. Sample 3 was taken from a steel batch produced two

years after those corresponding to samples 1 and 2. Sample 3 steel was used in the con-

struction of the pyramid. Counting results for sample 3 showed elevated 232Th rates, as

well as a positive signature of 40K. The measured activity rates were still acceptable for

construction of the pyramid, despite their increase over previous measurements.

7.3.6 Concrete and Rock

A sample of the concrete used in construction of the underground laboratory was counted

at SOLO for 3.0 livedays. The concrete was found to have activity levels which were quite

high compared to typical Homestake cavern rock. The high activity was deemed acceptable

due to the presence of the water shield, which reduces the γ and neutron flux from this

material to negligible levels (Sec. 2.2.7). A separate sample was counted at the LBNL LBF.

Results from both counting sessions are listed in Table 7.8. Variations in 238U, 232Th and

40K isotopes are seen within a factor ×2 between the samples.

Counting results from LBNL for typical rock found in the Davis cavern are reported

in Table 7.9 [173]. Results are for the average rock mass in the cavern (“bulk rock”), as

well as results from small rhyolite intrusions, and from the shotcrete which was applied

to the excavated cavern walls prior to laboratory construction. The steel pyramid, which

has a radioactivity ∼×1/500 that of typical cavern rock, displaces a significant rock mass

underneath the LUX water shield, and serves to further shield the detector from rock γ

activity.
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Sample
Livetime
[days]

Counting Results [mBq/kg]
238U 232Th 40K 60Co 54Mn

1 9.9 <1.6 <1.3 <0.66 2.7±0.5
2 5.0 <3 <1.6 <1 2.9±0.6
3 4.3 <5.3 3.6±0.7 33±7 <0.75 3.2±0.6

Table 7.7: Counting results for several samples of steel for potential use in the construction
of the external γ shield pyramid. All counting was performed at SOLO.

Sample
Counting Livetime Counting Results [Bq/kg]
Facility [days] 238U 226Ra 232Th 40K

1 SOLO 3.0 25±0.1 5.4±0.1 640±3
2 LBNL LBF 2.0 18.8±0.3 15.2±0.1 9.6±0.1 272±2

Table 7.8: Counting results for Sanford underground concrete, counted at both SOLO and
LBNL LBF.

Sample
Counting Results [Bq/kg]
238U 232Th 40K

Bulk rock 0.73–1.1 0.98–1.2 56–600
Rhyolite 54.6–134 35.6–46.3 775–2400
Shotcrete 20.0–32.2 8.09–15.9 110–400

Table 7.9: Counting results for typical cavern materials in the LUX Underground Lab.
Results are courtesy LBNL LBF [173].
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7.4 Comparison of Counting Goals with Results

The effectiveness of the LUX screening program can be gauged in part by how closely the

screening effort adhered to the counting goals set in Sec. 7.1. The goal for the combined

naive addition background measurements and upper limits from all major internals was

0.5 mDRUee. The estimated background contribution for all major internal materials from

screening is listed in Table 7.10. The overall counting goal was met for all major internals,

based on the naive addition of positive measurements and upper limits from screening

results.

An informal goal, used as a baseline for individual sample measurements, was to ensure

a background rate <0.05 mDRUee for each individual major internal material (with the

exception of the PMTs). This informal goal was met for Ti (cryostats), HDPE panels, HDPE

thermal insulation, and steel (grids). Goals were exceeded by PTFE (reflector panels) and

Cu, by factors of ×1.2 and ×2.7 respectively. In some cases, gains could be made by ensuring

that samples are placed optimally in the counting chamber, minimizing the distance between

sample and detector. In the case of Cu counting, a detector with higher sensitivity than

SOLO would be required to place a 90% CL upper limit of <0.05 mDRUee for 238U / 232Th.

This was deemed low priority, as the OFHC Cu material used in LUX construction has

been demonstrated to typically have very low 238U / 232Th concentrations [156, 167, 168].

Goal statistics have not been fully tabulated for small internals. However, measurements

of small internal material radioactivities were typically translated into fractional background

contribution relative to PMTs during evaluation of material suitability. For materials where

this statistic has been calculated, background rate contributions from these materials were

1 PMTs’ worth of activity, in line with the goal outined in Sec. 7.1.2. Final evaluation of

LUX data has confirmed an event rate consistent with a PMT-dominated background, as

discussed in Ch. 8.

The exercise of fitting the γ background measured in situ in LUX (Sec. 5.2.2) yielded

refined radioisotope concentration estimates for materials located generally in the top, bot-

tom, and sides of the active region. The best-fit results, along with the initial estimates

based on screening results for the PMTs and thermal insulation (HDPE + superinsulation),
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Material
Estimated Background

Rate [mDRUee]

PMTs 0.5
Ti <0.02

PTFE <0.06
HDPE <0.04 (panels) + 0.05 (thermal insulation)
Steel 0.02
Cu <0.13

Total <0.82

Table 7.10: Estimated low-energy ER background contribution in an optimized 100 kg
cylindrical fiducial volume from each major material, based on screening results only, using
LUXSim background simulations described in Ch. 5. The goal for all materials combined
was 1 mDRUee. Titanium projections assume sufficient time underground for the 46Sc
background contribution to decay below upper limits from 238U / 232Th. Upper limits for
individual materials are at 90% CL. The total upper limit is a naive addition of positive
measurements and upper limits from screening, and has >90% CL.

are listed in Table 5.1. The best-fit estimates of the radioisotope concentrations are in line

with the 1 mDRUee overall γ background goal for a 100 kg fiducial volume. The best-fit

results also include backgrounds from cosmogenic activation of detector materials, which

was not originally accounted for in the 1 mDRUee screening goal. The PMTs contribute

73% of the observed γ backgrounds in the detector from non-cosmogenic sources in the LUX

Run 3 fiducial volume (Table 5.2).

7.5 LZ PMTs

The LZ experiment is projected to have the lowest WIMP search fiducial background rate

of any experiment. A major part of the incredibly low projected backgrounds for the

experiment is the use of ultra-low background materials in the detector. A material screening

and control program was put in place between Brown University and Hamamatsu in order

to reduce the PMT background levels by over an order of magnitude per tube relative to

the LUX R8778 models, matching recent developments in low-background materials used

for other Hamamatsu PMTs [155, 174].

The development program has resulted in the creation of several large-area photocathode

PMTs, notably the 7.6 cm diameter R11065 and its low-background variant, the R11410-20

[175, 176]. The R11065 was tested at Brown University and was found to yield an identical
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Figure 7.9: The Hamamatsu R8778 PMT, used in LUX (left), and the R11410-20 PMT,
used in the upcoming LZ experiment (right). The R11410-20 features a 6.4 cm diameter
photocathode, offering twice the surface area of the 4.5 cm diameter R8778 photocathode.

response to Xe scintillation light as the R8778, with gains measured up to 107 at 1500 V

and a single photoelectron resolution of 32% while immersed in liquid Xe at 175 K. The

R11410-20 has been selected for use in the LZ detector. The R11410-20 and R8778 PMTs

are shown for comparison in Fig. 7.9.

7.5.1 Counting Results

An R11410-20 PMT mechanical sample was screened at SOLO for a period of 19 livedays.

This PMT was produced after a thorough material screening program by the manufacturer,

with strong reductions in benchmark isotopes expected. Placement of the R11410-20 was

optimized within the chamber, and the counting time was extended a factor ×2 beyond the

typical time for the R8778 batches, in order to maximize sensitivity for the single sample.

The R11410-20 showed a very significant reduction in 238U, 232Th and 40K content

compared to R8778 counting results, and the signal for these isotopes is consistent with

background. The only positive signal was found at 1173 and 1332 keV, consistent with the

presence of 60Co in amounts comparable to those measured in the R8778 PMTs. R11410-20
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PMT
Activity [mBq/PMT]

238U (234mPa) 238U (226Ra) 232Th (228Ra) 40K 60Co

R8778 <22 9.5±0.6 2.7±0.3 66±6 2.6±0.2
R11410-20 <6 <0.4 <0.3 <8.3 2.0±0.2

Table 7.11: R8778 and R11410-20 radioactivity screening results, obtained at SOLO.
R8778 PMT average counting results are taken from Table 7.3. The R11410-20 sample
was counted for 19 live days. Separate columns are provided for completeness for “early”
and “late” 238U chain measurements, allowing for potential equilibrium breakage primarily
due to 226Ra solubility in water; however, as discussed in Sec. 7.3.3 and Ch. 6, that there is
no a priori reason to assume an equilibrium breakage. Errors are statistical and quoted at
±1σ�. Upper limits are given at 90% confidence level. Results are normalized per PMT.

counting results are summarized alongside R8778 results in Table 7.11, and the screening

spectrum is overlaid with the R8778 spectrum and background in Fig. 7.3.

The number of PMTs used in an experiment is inversely proportional to the photo-

cathode area per PMT. Thus a proper comparison of PMT activity must also normalize

radioactivity by photocathode area. Screening results normalized per unit photocathode

area are listed for R8778 and R11410-20 PMTs, as well as for 17 batches of R8520 PMTs

counted at the University of Zurich and Laboratori Nazionali del Gran Sasso (LNGS) for the

XENON collaboration [155], in Table 7.12. The R11410-20 offers by far the lowest activity

per unit area, with upper limit activities a factor of ×0.3 / ×0.25 / ×0.1 that of the R8520

positive measurements in 238U / 232Th / 40K, respectively. Activity per unit area for 60Co

is measured to be a factor ×0.3 below that of the R8520.

Counting of LZ R11410-20 PMTs began in January 2013, after publication of [129].

Counting efforts thus far have yielded results for five batches of five R11410-20 PMTs

(25 total) to be used in LZ. Results are summarized in Table 7.13. The current R11410-

20 PMTs show upper limits on 238U (226Ra), consistent with results from the R11410-20

prototype in [129]. Levels 60Co are consistent with, or lower than by ×0.5, prototype results.

LZ PMT 40K positive measurements are higher than the prototype upper limit by a factor

×2. Two of five batches also show positive measurements for 232Th at levels a factor ×4

higher than that reported for the prototype. These numbers are used for projections of LZ

PMT backgrounds, discussed in Sec. 7.5.2.
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Batch ID
Activity [mBq/PMT]

238U (226Ra) 232Th (228Ra) 40K 60Co

1 <0.46 <1.3 18± 3 1.4± 0.2
2 <0.6 1.0± 0.4 17± 3 1.1± 0.2
3 <1.8 <2 18± 3 2± 0.4
4 <1.3 1.5± 0.6 33± 4 2.7± 0.4
5 <2.6 <2.7 18± 3 1.4± 0.3

Table 7.13: Recent batch counting results for LZ R11410-20 PMTs. Each batch is comprised
of five R11410-20 PMTs. All counting is performed at SOLO. Typical batch counting
livetime is 12 days.

7.5.2 Impact on Dark Matter Backgrounds

It is interesting to note that no further reduction in PMT radioactivity beyond the R11410-

20 is useful for the LZ experiment. In particular, LZ faces a background ‘‘floor’’ from

neutrino scattering, causing ER events as well as NR events from coherent neutrino scat-

tering [146]. The spectra for both ER and NR backgrounds are shown in Fig. 7.10. Further

discussion of neutrino backgrounds is given in Sec. 5.7.

ER backgrounds are predicted to be dominated by scattering of solar neutrinos from the

p-p chain, even with the use of PMTs equivalent to the LUX R8778 PMTs. With the use

of R11410-20 PMTs in the tonne-scale experiment, the PMT NR background contribution

can be reduced below the level of coherent neutrino scattering from atmospheric and diffuse

supernova background neutrinos above 5 keVnr. This will facilitate a direct measurement

of these scattering spectra.
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Figure 7.10: (a) LZ ER background spectra. Background spectra are shown from the
PMTs (gray), p-p solar neutrino scattering (cyan) [76], 7Be solar neutrino scattering (green)
[77], and 136Xe two-neutrino double β decay (magenta) [73]. The 136Xe spectrum uses a
2.1 × 1021 yr lifetime. The average (flat spectrum) projected PMT ER background is
overlaid from current LZ studies, assuming a conservative 3 238U / 3 232Th / 30 40K /
2.5 60Co mBq PMT−1 for the R11410-20 PMTs. No discrimination factor is applied. (b)
LZ NR WIMP and background spectra. WIMP spectra are shown in black for mχ =
100 GeV, assuming a spin-independent WIMP-nucleon cross-section of 10−47 (solid) and
10−48 (dashed) cm2. Neutrino coherent scattering backgrounds are adapted from [146].
Overlaid are neutron background spectra for both (α,n) and fission contributions from the
PMTs (gray). Neutrino coherent scattering backgrounds are shown from 8B decays (red),
proton-3He collisions (blue), cosmic ray interactions in the atmosphere (magenta), and the
diffuse supernova background (green). Further discussion of neutrino backgrounds is given
in Sec. 5.7. 100% NR acceptance is shown.



Chapter 8

LUX Run 3 Results

The third data run of the LUX detector has yielded the most stringent constraint on WIMP

dark matter parameters to date. The detector yielded an extremely systematic-free dataset,

allowing an analysis of the dark matter data to be published within six months of the be-

ginning of the run. The data yielded not only WIMP search information, but also extensive

information pertaining to generators of WIMP search backgrounds.

The LUX detector underwent three data runs from 2011–2013. The first two runs were

technical runs designed to test detector response, electronics and data processing systems.

The technical runs were performed at the LUX Surface Facility, as detailed in Sec. 2.3.2. The

first technical run, Run 1, was a gaseous Ar run which served primarily as a functionality

test for the electronics. Run 2 was a liquid Xe run, which provided valuable calibration

data for use in underground running. Run 2 technical results are published in [106].

Run 3 was the first underground science run of the experiment, conducted from Febru-

ary–August 2013. The run used an 85 liveday data acquisition to perform an unblinded

WIMP search run, proving the low-background detection capabilities of the detector. Re-

sults from Run 3 have been submitted to PRL [46]. The ultimate LUX results will come

from a blinded one year run (expected to be called “Run 4”), as set forward in the original

LUX proposal [110].

Results in this chapter focus on analysis of Run 3 data pertinent to the establishment

and confirmation of the LUX background model. The background model was used in the

190
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profile likelihood ratio analysis leading to the LUX Run 3 WIMP search result. The data

also solidifies projections of background rates for the ultimate one year LUX WIMP run.

8.1 S1-Only Data

The first underground liquid Xe data from LUX was taken during minimal tests of the data

acquisition system on Feb. 12. The electric field grids were grounded, creating a zero-field

environment in the liquid Xe. Without field, only S1 signals were generated. This data

was useful for initial characterizations of γ background rate, and allowed for identification

of intrinsic contamination. The spectrum of S1 signals is shown in Fig. 8.1.

The S1 rate above 100 phe is 6.3 Hz. The rate is dominated by γ interactions in the

detector, and by activated Xe isotope decays. The Xe isotopes were identified both by their

signal sizes and by their homogeneous distribution in the detector. The distribution of the

signals in S1 top vs S1 bottom space was used as a measure of the Z coordinate of the

event, in lieu of more precise characterization from S2 signals. The distribution in S1 top

vs bottom space is shown with comments in Fig. 8.2. A discussion of activated Xe isotopes

is given in Sec. 5.3.1.

The observed peaks in total S1 from activated Xe isotopes were fitted by a five-parameter

model. The model used the energy deposition spectra from 127Xe, 129mXe, 131mXe, and

133Xe, taken from LUXSim energy deposition studies. The model also featured an expo-

nential baseline. The best-fit results are shown in Fig. 8.3. The measured isotope de-

cay rates in the detector, taken from the best-fit model, are 2.7 ± 0.5 mBq kg−1 (127Xe),

3.6±0.7 mBq kg−1 (129mXe), 4.4±0.9 mBq kg−1 (131mXe), and 3.6±0.7 mBq kg−1 (133Xe)

on Feb. 12. Errors are estimated at 20%. The total decay rate of activated Xe isotopes was

3.9± 0.4 Hz. Assuming that γ backgrounds comprise the dominant background rate in the

detector other than early activated Xe isotopes, the inferred γ rate is 2.4 ± 0.4 Hz. This

value matches expectations based on a PMT-dominated γ emission model, as established

by screening results.
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Figure 8.1: Initial S1-only histogram from LUX underground running. Data was taken over
a period of 1.2 hours on Feb. 12. A correction factor is applied to the data, normalizing total
pulse area to detector midpoint. Clear peak features are visible, later matched to known
features from γ spectra of radioisotopes and decay energies of activated Xe radioisotopes.
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Figure 8.2: Data from Fig. 8.1, plotted in top PMT array vs bottom PMT array view.
The top/bottom ratio acts as a proxy for event height in the detector. The addition of top
and bottom signals acts as a proxy for energy. Gamma scattering continua are seen as the
southwest–northeast hotspots, clustered at the top and bottom of the active region, forming
the frame of the “ladder” feature. Activated Xe features are clearly visible as the ladder
“rungs,” as they are monoenergetic signals distributed uniformly in height throughout the
active region. S1 signals equally distributed in the top and bottom PMT arrays fall on the
dashed black line.
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Figure 8.3: Fit to the activated Xe peaks from Fig. 8.1 (Feb. 12), using simulated spectra
from Fig. 5.6. A resolution factor of 5% is applied to simulated spectra in order to match
measured data. A fixed exponential baseline is used, which connects the bins at 30 keVee and
450 keVee. Best-fit isotope decay rates are 2.7± 0.5 mBq kg−1 (127Xe), 3.6± 0.7 mBq kg−1

(129mXe), 4.4± 0.9 mBq kg−1 (131mXe), and 3.6± 0.7 mBq kg−1 (133Xe).



195

8.2 Light Collection

LUX light collection was measured using several monoenergetic ER sources. In early detec-

tor data, the activated Xe peak at 164 keVee from 131mXe was used to establish the detector

photon collection efficiency. The measurement was confirmed and measured periodically

during calibrations, using 83mKr 31 keVee and 9.4 keVee signals.

Light collection was measured in S1+S2 data through use of Eq. 2.1, relating the energy

deposition to the number of photons and electrons generated at the event site. Eq. 2.1 can

be rewritten as

E = W ·
�
S1

α
+

S2

β

�
, (8.1)

where α and β are the photon and electron efficiency factors for the detector, in units of

phe per photon or phe per electron respectively. W is 13.7 eV from Sec. 2.1.2. LUX S1

light collection can be inferred from a measurement of α, which is a multiplication of the

S1 photon geometric collection efficiency with PMT DE (see Sec. 3.2.2 for definitions).

α and β were estimated from direct measurements of the 164 keVee monoenergetic signal

in (S1,S2) space, as shown in Fig. 8.4. Eq. 8.1 can be rewritten as

E = A · (S1 · sin (θ) + S2 · cos (θ)) , (8.2)

where A is an arbitrary scaling factor and θ is an angle that can be directly measured

from data. From the 164 keVee peak, θ = 88.9◦ ± 0.1◦. From Eq. 8.1 and 8.2, α =

0.1392± 0.0003 phe per photon. A very small error in α is possible due to the insensitivity

of sin (θ) to error in θ, when θ is close to 90◦. A measurement of β is not practical from

this data, as cos (θ) is extremely sensitive to error in θ near 90◦. β was measured from

single electron measurements to be 25 ± 7 phe per electron. The value of α was tracked

with 83mKr over the course of Run 3, with <1% improvement observed.

The measurement of α can be related back to projections of LUX light collection and

LUX PTFE reflectivity from early Monte Carlo studies, detailed in Sec. 3.3. Assuming

the 33% average QE and 90% CE for the LUX R8778 PMTs [94], the photon geometric
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collection efficiency at the detector center is 47%. From Fig. 3.12, this corresponds to a

minimum of 95% LUX PTFE reflectivity, assuming electric field grids with 80% reflectivity

(well above the expected value). In the limit that the field grids are poorly reflective, LUX

PTFE reflectivity is close to 100%.

This result, while surprising in the sense that PTFE is not expected to reflect UV pho-

tons with such high efficiency [113], follows the trend from XENON10 and other liquid Xe

experiments which report light collection consistent with extremely high PTFE reflectivity.

The extensive use of PTFE in the LUX detector results in very high photon collection ef-

ficiency. In comparison to XENON10, LUX photon collection is actually limited by PMT

QE and not by absorption on detector materials. Because of this excellent light collection,

LUX is able to push its low-energy sensitivity lower than previous Xe dark matter experi-

ments, with strong implications for low-mass WIMP detection claims from other detectors

(Sec. 8.9).

8.3 Gamma Backgrounds

Gamma backgrounds in the detector were measured in detail using a combined S1+S2 esti-

mate of energy deposition. The measurement of the high-energy portion of the γ spectrum

was used to constrain the radioisotope decay rates in the top, bottom and sides of the de-

tector. Both single scatters (SS) and multiple scatters (MS) were reconstructed from data,

maximizing the observed peak sizes and minimizing potential systematics from comparison

with Monte Carlo. Details of the Monte Carlo modeling work are given in Sec. 5.2. The

details of the analysis technique are recorded below.

8.3.1 Data Quality Cuts

8.3.1.1 Gamma Selection Cuts

Cuts are placed on the S1 top/bottom distribution in order to remove gas events from

consideration. A high-S1 cut also eliminates α events. This cut is drawn by eye around the

main γ population in the detector, and is shown in Fig. 8.5.

Very little deviation in S2/S1 is seen for the γ population. The S2/S1 distribution is
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Figure 8.4: (S1,S2) space for early LUX data, showing the monoenergetic 164, 236, and
375 keVee signals from the 131mXe, 129mXe and 127Xe respectively. S1 and S2 are corrected
in Z relative to signals at the detector midpoint. The angle in S2 vs S1 space yields a
measurement of the detection efficiencies for photons and electrons in the detector.
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(a) (b)

Figure 8.5: (a) S1 top vs bottom for all background data considered in this study. The large
island is the main γ population, with energies extending to 3 MeV. The small island in the
upper right corresponds to α events, excluded from this study. The island in the upper left
corresponds to gas event S1s, also excluded from this study. (b) S1 top vs bottom, showing
the S1 selection cut used for events in this study. The cut has negligible impact on energies
>500 keVee, which is the region of primary interest for γ background fitting.

plotted as a function of energy in Fig. 8.6. A small anomalous population is seen in S2/S1

with very low S2 ratio, concentrated at energies below those used for background fitting.

The population comprises 1–10% of the event rate per energy bin at low energies, and does

not significantly influence background fitting.

8.3.1.2 Single Scatter Cuts

The data processing pulse finding algorithms used in this analysis were tuned to low-energy

events. For very large pulses, systematics such as high S2 tails can prevent the breakdown

of multiple S2s into individual pulses. An example is shown in Fig. 8.7, where the pulse is

reconstructed with total energy 2.6 MeV.

To tag events such as those shown in Fig. 8.7 as MS events, an S2 width cut is imposed.

S2 width is shown as a function of drift time in Fig. 8.8. The width cut requires that the S2

width for a SS event is <1 �s larger than the mean width at that event’s depth. Given the

variation in single-scatter cut representation between simulation and real data, and given

the success of the energy reconstruction for MS events, a SS cut is not ultimately used



199

(a) (b)

Figure 8.6: S2/S1 ratio vs energy for γ events in the active region. Event selection criteria
using the S1 cut shown in Fig. 8.5 is used. Data is shown for (a) SS and (b) MS events,
where MS cut criteria are described in Sec. 8.3.1.2.

during simulation comparisons.

8.3.2 Energy Reconstruction

8.3.2.1 Single-Scatter Calibration

Energy calibration is performed for all SS events, where S1 and S2 correction factors can

be applied. Calibration is performed by combining S1 top+bottom and S2 bottom signals.

The signals are added following Eq. 8.1, where α is the S1 photon collection efficiency

normalized to the middle of the drift region (160 �s), in units of phe photon−1, and β is

the S2 collection efficiency, assuming an electron lifetime correction normalized to zero drift

time, in units of phe electron−1. β is a combination of the measured single electron signal

size in the bottom PMT array (11 phe (extracted electron)−1, measured from background

data used in this work), and the estimated extraction efficiency for liquid electrons (70% at

LUX extraction fields).

No pulse saturation cut is used. Events where peak shapes and sizes are distorted by

PMT anode saturation or capacitor depletion are accepted into the background dataset.

Fortunately, peaks above this limit are still easily resolvable.

MS events with vertices within cm in Z of one another can potentially leak into the

single-scatter population. This is because large S2s close in time are difficult to separate
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Figure 8.7: Example of a MS event with unseparated S2s. X axis is time, in units of 10 ns
samples (LUX PMT data is digitized at 100 MHz). Y axis is normalized to phe sample−1.
The event is reconstructed with energy 2.6 MeV, with Z positions ranging from 2 cm to
6 cm below the liquid surface.
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Figure 8.8: S2 width vs drift time, measured from fits to background data. Black points
indicate peak centers (error bars shown, tiny). Red dashed lines indicate measured ±1σ� on
width distribution (NOT measurement error). An S2 width cut using this trend is used to
distinguish MS events. The cut is shown as the blue dashed line. Events with width above
the line are tagged as MS.
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in data processing. The pulse width cut described in Sec. 8.3.1 eliminates many of these

events. However, SS-style energy reconstruction is still performed for events which do not

pass this width cut. This is done in order to provide some energy estimate for these events.

The MS energy calibration outlined in Sec. 8.3.2.2 cannot be used in these events, as timing

and relative S2 size information is not available from RQs. It is assumed that the closeness

of the S2 pulses in Z leads to only a small skew in position-reconstructed S1 and S2 sizes.

8.3.2.2 Multiple-Scatter Calibration

MS energy calibration cannot be determined in a straightforward manner as is done with

SS events. The time overlap of the S1 signals from multiple event sites impedes S1 position

correction. A guess must be made as to the fraction of the total S1 signal generated from

each event site. The guess uses NEST to estimate the energy deposited at each vertex,

based on the S2 size. The relative S1 contributions from each vertex are then estimated

from the energy. S1 from the top tubes only and S2 from the bottom tubes only are used for

this calibration, reducing errors from PMT anode saturation or capacitor depletion. These

systematics are described in detail in [94].

The total measured S1 signal for scattering vertex i is:

S1i = Ei (S2i)× Y (Ei (S2i))× α (�xi) , (8.3)

where S1i is the measured S1 contribution from vertex i; Ei is the total ER energy deposited

at vertex i; Y (E) is the energy-dependent photon yield per ER energy deposition; and α (�xi)

is the photon detection efficiency at position �xi. Y (E) is taken from [90]. The value of Ei

at each vertex is found from the S2 size at each vertex, based on NEST curves.

The S1i values are individually position-corrected and summed into a corrected S1

signal. Energy reconstruction then proceeds for each vertex individually with the summed,

position-corrected S1 and S2 signals using Eq. 8.1. The total event energy is then calculated

as the sum of the vertex energies. XYZ positions for each event are calculated as the

energy-weighted mean positions of each hit vertex. This is the same definition as used by

the simulation for MS event positions.
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8.3.2.3 Energy Nonlinearity

Energy nonlinearity was measured in the reconstructed position of the 40K 1461 keVee peak

as a function of Z in the detector. The position of the peak after application of the energy

reconstruction formulae in Eq. 8.1 and 8.3 was measured for several Z slices in the detector.

The peak position was fit with a linear curve defined by Ec = E0
�
1.72× 10−4 · dt+ 0.98

�−1
,

where Ec is the reconstructed energy, E0 is the initial reconstructed energy, and dt is the

event drift time in �s.

The energy nonlinearity is likely due to S2 signal nonlinearity in the bottom PMT

array. The reconstructed energy falls with higher Z, due to finite electron drift length. The

reconstructed energy is also nonlinear with energy, since a larger fraction of the S2 signal

is lost for larger S2s. The nonlinearity in the peak position is obvious for high Z slices, as

shown in Fig. 8.14, where the 2.6 MeV peak drifts by 100 keV between the bottom and top

of the active region. This drift does not significantly impact the final results of the fitting,

and explains the skewed position of the 2.6 MeV peak in the data/simulation comparison.

8.3.3 Comparison with Calibration

Calibration at high energies is confirmed from 228Th calibration data. Thorium-228 is a

parent of 208Tl. Thallium-208 generates a 2.6 MeV γ which is easily visible in data. This

is the same γ used to tag 232Th, which is a parent of 208Tl (and 228Th). The comparison

between data and background is shown in Fig. 8.9. Note that this comparison uses data from

a 228Th calibration set where a high-energy veto is not used. Later calibrations employed a

high-energy veto, cutting off the 2.6 MeV peak. The 2.6 MeV peak, averaged over all Z slices

in the detector, is reconstructed at 2510± 30 MeV, showing the nonlinearity mentioned in

Sec. 8.3.2.3.

8.3.4 Peak Identification

The energy spectrum for the full drift region is shown in Fig. 8.10. Modest radius and

drift time cuts are applied to remove β and gamma-X events near the grids and PTFE.

Background data are measured from June 1–15, with a cumulative 11 livedays.
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Figure 8.9: Calibration taken with a 228Th source (black), compared with standard back-
ground data (red). Spectra are shown for (a) all events and (b) SS events. Energy recon-
struction is performed as described in Sec. 8.3.2. The 2614 keVee peak from 208Tl is recreated
at 2510±30 keVee. A position cut is used, requiring R < 19 cm and 50 µs < dt < 250 µs.
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Figure 8.10: LUX γ energy spectrum, with drift time cut applied requiring 20 < dt < 300
(3 cm removed from top and bottom of the drift region) and R < 21 cm (3 cm removed
from outer radius). The total Xe mass is 170 kg. The dashed line indicates the approximate
low-energy threshold from the γ S1 cut (Sec. 8.3.1.1). Energy is reconstructed from S1+S2
for both SS and MS events as described in Sec. 8.3.2.
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8.3.5 Simulation Comparison

8.3.5.1 Simulation Datasets

The background search in this work does not have the sensitivity required to perform a

background match on small scales, e.g. to find variations in PMT radioactivity, or differences

between PMT and Cu 60Co content. In order to simplify the search and minimize free

parameters, simulations are included from three regions only: the top PMT array, the

bottom PMT array, and the lateral sides of the active region. These simulation sets cover

the major areas where radioactivity can produce significantly differing energy spectra as a

function of position within the detector. The simulations are discussed further in Sec. 5.2.

The simulation datasets use radioisotope decays for a realistic generation of γ energy

spectra and coincidences. In the case of 238U and 232Th decays, the entire decay chain is

simulated, assuming secular equilibrium. The simulation ends with γ energy deposition in

the active region. Photon and ionization electron generation is not incorporated into these

simulations. Event energy depositions are simply tallied from the total energy deposited

at each event vertex. Positions are calculated as the energy-weighted mean position of the

event vertices, matching the treatment of data in Sec. 8.3.2.2.

Four major isotopes were identified during counting of LUX internals: 238U, 232Th, 40K,

and 60Co. All four isotopes were identified during PMT screening, and are known to be

present in both top and bottom arrays. 238U, 232Th and 40K were found in significant

concentrations in the plastic insulation and/or superinsulation around the inner cryostat,

and are therefore known to be present in the lateral radioactive load. 60Co is not identified

from screening data in lateral construction materials. However, a simulation of this isotopes

is included in the lateral component, since it could be introduced from Cu cosmogenic

activation or from steel plumbing components near the active region.

An energy spectrum corresponding to 222Rn decays in the active region is also included,

with a fixed activity measured by α counting (Sec. 8.5). The 85Kr energy spectrum is also

included, assuming a 3.5 ppt natKr/Xe concentration. These spectra minimally influence the

predicted energy spectrum shape, as the ER rate from gammas is much higher than the ER

rate from internal sources in all energy bins above 500 keVee. Note that the energy spectrum



205

500 1000 1500 2000 2500 3000 3500
100

101

102

103

Energy deposited [keVee]

ct
s

(a)

0 500 1000 1500 2000 2500 3000
0.03

0.04

0.05

0.06

0.07

0.08

Energy deposited [keVee]

En
er

gy
 re

so
lu

tio
n 

(σ
/µ

)

(b)

Figure 8.11: (a) Peak fits for γ lines at 403 keV, 609 keV, 1172 keV, 1461 keV, 1764 keV, and
2614 keV. The gray dashed line shows the Compton baseline, estimated by continuum activ-
ity around all visible peaks. The blue dashed line denotes the approximate energy cutoff due
to the cutoff in S1 acceptance. Data is taken for SS+MS events, with 145 �s < dt < 175 �s,
and R < 21 cm (b) Measured resolution vs energy, from peak fits shown in Fig. (a). Reso-

lution is fit with the curve 0.59 · (E)−1/2 + 0.03.

from 127Xe cuts off at 410 keVee, and therefore has no influence on energy spectrum shape

above 500 keVee.

8.3.5.2 Energy Resolution

Energy resolution is measured from peaks found in Fig. 8.10. The Compton baseline is

estimated from the activity around each peak. Results are shown in Fig. 8.11. Systematics

in the energy resolution measurement are estimated to be ±0.005 from uncertainties in the

baseline shape.

8.3.5.3 Single-Scatter Cut Efficiencies

SS cut efficiencies are compared between data and Monte Carlo as a function of energy in

Fig. 8.12. The comparison is made in the region 50 µs < dt < 250 µs, R < 20 cm. This

region is chosen to avoid β events near the grid wires and PTFE surfaces. Simulation and

data show agreement within 10% for energies above 100 keVee. A SS cut was not ultimately

used during fitting of simulation spectra to data, due to the success of the MS energy

calibration and the added complexity of matching SS cut parameters between simulation

and data.
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Figure 8.12: SS cut efficiency as a function of energy, shown for data (black) and simulation
(red). Shown for comparison is the ratio of photoelectric cross-section to photoelectric
+ Compton + pair production cross-section (blue dashed), which represents the SS cut
expected in a detector with perfect position resolution for MS events. A fiducial cut with
R < 20 cm and 50 µs < dt < 250 µs is used.
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8.3.5.4 Comparison of Drift Region Spectra and Best-Fit Results

Comparisons of measured energy spectra in the drift region are shown with LUXSim Monte

Carlo projected energy spectra, the details of which are covered in Sec. 5.2. The energy

spectrum for the full drift region is compared to Monte Carlo in Fig. 8.13, with the simulation

scaling factors based on positive measurements from SOLO shown in gray. This includes

measurements of activity from the top and bottom PMT arrays, superinsulation, and plastic

thermal insulation. There is no radial cut on this data, and a modest 2 cm Z cut is used

to remove events close to the cathode and gate grids. Close agreement with the simulation

predictions are seen for peaks corresponding to 238U, 232Th and 40K. A factor ×2.5 deficit

is seen in the 2.4–2.6 MeV range. This is due to a deficit of 60Co from unaccounted-for

cosmogenic activation of Cu. The peak also has a contribution from 232Th, which could

be sourced from uncounted steel plumbing components in the active region. The data /

simulation comparison is broken down by Z slices in Fig. 8.14, using no radial cut as was

done for Fig. 8.13. The deficit in the 2.4–2.6 MeV range is largest at the detector center,

suggesting that the additional activity comes primarily from lateral components.

The radioactive loads were allowed to float to find a best-fit combination of simulation

spectra. Fitting used combined SS and MS data, matching the energy spectrum above

500 keVee. The 500 keVee limit was chosen to avoid influence from activated Xe isotopes,

which have a maximum peak energy of 410 keVee. Initial fitting attempts using χ
2 mini-

mization failed, due to imperfect energy reconstruction at higher energies. Fitting was suc-

cessfully performed using least-squares minimization on the log of the energy spectra. This

maximizes sensitivity to both the high- and low-energy spectral features, greatly improving

fits over those found by χ
2 minimization. The error on the best-fit values is estimated to be

25%, based on the variation observed from changing parameters. These parameters include

the exact dimensions of the drift region in the simulation, and the energy scale correction

factor for the data.

Best-fit results are shown for the entire drift region average in Fig. 8.13, and per Z slice

in Fig. 8.14, as the red dashed curve. The 2.4–2.6 MeV peak is well fit by an increase in

the lateral 232Th and 60Co components, as expected from uncounted steel components and
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Cu cosmogenic activation. An excess of ×1.5–2 in the Compton tail below 1000 keV is seen

for Z slices in the upper half of the detector, which potentially indicates an overestimate of

232Th by this factor in the lateral components. The best-fit parameters are compared to

the parameters based on screening results in Table 5.1.

Differences between best-fit and screening expectation concentrations are found for the

top and bottom regions in the range from −1.6σ�–+1.7σ�. Of note is a measurement of 238U

in the lateral components which is 5σ� below expectation, and a measurement of lateral

232Th which is 3σ� higher than expectations. It should also be noted that 232Th and 60Co

are partially degenerate due to their contributions to the peak in the 2.4–2.6 MeV range,

which is poorly resolved due to saturation effects. The final best-fit simulation spectra are

shown in comparison with 222Rn and 85Kr spectra in Fig. 5.4.

The total predicted detector event rate from the best-fit quantities above 500 keVee

(including S1-only events, below the cathode grid) is 1.3 Hz. The total predicted rate above

500 keVee based on screening results is 1.1 Hz. The observed S1 rate in LUX above 2500 phe

(corresponding to ∼500 keVee) during the June 1–15 period is 1.3±0.1 Hz, with uncertainty

stemming from the S1 cutoff corresponding to 500 keVee. The best-fit overall event rate is

in good agreement with the observed total S1 rate in the detector.

8.4 Activated Xenon Measurements

Activated Xe radioisotope signatures were clearly visible through the duration of Run 3.

A discussion of these isotopes, and their contributions to WIMP search backgrounds, is

given in Sec. 5.3.1. Inital rate estimates for Xe radioisotopes were made based on peak

measurements shown in Fig. 8.3. A much stronger constraint on the activated Xe decay

rates was placed by tracking the evolution of each characteristic peak rate over time, as

shown in Fig. 8.15. The 131mXe decay rate is 46 ± 9 mBq kg−1 as of April 22. The 127Xe

decay rate on the same date is 0.46± 0.09 mBq kg−1.

No clear estimate of the 129mXe decay rate was made after initial measurements. The

129mXe peak overlaps the 238 keVee peak from 127Xe (comprised of the 203 keVee γ plus a

35 keVee x-ray). The 129mXe decay rate was quickly suppressed relative to that of 127Xe,
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Figure 8.13: Drift region measured energy spectrum, compared with simulation best-fit
scaling factors (red) and simulation projections based on positive screening results only
(gray), giving the expected lower limit for γ activity. Scaling factors correspond to the
“Best Fit” and “Screening” columns in Table 5.1, respectively. The lower bound used for
fitting was 500 keVee. The low-energy cutoff for the dataset is estimated at 200 keVee

due to S1 selection cuts. Data includes both SS and MS events, with energy and position
reconstruction explained in Sec. 8.3.2. A Z cut is used to remove 2 cm from the top and
bottom of the drift region. No radial cut is used. The 127Xe spectrum is added in to show
the continued agreement between model and data at energies below 500 keVee.
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Figure 8.14: Drift region best-fit simulation energy spectra for 3.4 cm slices in Z, compared
with data. All curves are shown as detailed in Fig. 8.13. The 127Xe spectrum is not included
in the Z slice histograms.



211

0 10 20 30 40
0

0.5

1

1.5

2

2.5

3

Time [days]

co
un

ts
 / 

kg
 / 

da
y

(a)

0 10 20 30 40
6

8

10

12

14

16

Time [days]

co
un

ts
 / 

kg
 / 

da
y

(b)

Figure 8.15: Measurement of peak rates at (a) 164 keVee from 131mXe and (b) 410 keVee from
127Xe, over the duration of the Run 3 WIMP search. Peak rates were measured in the energy
range 150–175 keVee for the 164 keVee peak, and 350–450 keVee for the 410 keVee peak.
The peak rates are fit with exponential functions with decay constants τ131m = 17.1 days
and τ127 = 52.5 days for 131mXe and 127Xe, respectively. t0 corresponds to May 1.

due to the difference in half-lives (8.9 days and 36 days respectively). The 127Xe decay rate

dominated the 236 keVee region for the duration of the WIMP search run. The 133Xe decay

signature was quickly suppressed relative to the Compton continuum before WIMP search

running began, due to its 5.2 day half-life.

8.5 Radon

As discussed in Sec. 5.3.2, 222Rn chain decays in the detector must be well-modeled to

understand low-energy event contributions. The isotope of primary concern is 214Pb, which

undergoes naked β decay with 11% probability. Several bounds were placed on the 214Pb

decay rate in LUX, as outlined in the following subsections.

8.5.1 214Pb Activity Bounds from 222Rn Daughters

The most direct bound on 214Pb activity comes from measurement of 222Rn chain α decays

within the active region. The 222Rn chain is shown in Fig. 5.10. If the 222Rn chain is assumed

to be in a state of dynamic equilibrium, where daughter isotopes are removed with some

characteristic time constant, then it can be assumed that the 214Pb decay rate is bounded

between the decay rate of its immediate parent (218Po) and its immediate daughter (214Bi).
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Isotope Measured Decay Rate in
Drift Region [mBq]

Geometric Series
Estimate in Drift
Region [mBq]

222Rn 17.9± 0.2stat ± 1.3sys (α) 17.9
218Po 14.4± 0.2stat ± 1.1sys (α) 17.0
214Pb 3.5–14.4 (α); <8.3 (γ, 90% CL) 7.4
214Bi 3.5 (inferred from 214Po) 3.5
214Po 3.5± 0.1stat ± 0.3sys (α) 3.5
210Po 14.3 (PTFE); 7.2 (cathode) –

Table 8.1: Alpha decay rate measurements for all 222Rn chain radioisotopes, as well as the
measured α rate from 210Po (from the 210Pb chain). Data is taken from [138]. Measured
decay rates are compared with rate predictions based on a geometric series, using 222Rn
and 214Po measurements to fix the endpoints of the series.

Direct detection of the 218Po decay rate is accomplished through direct measurement of

the α peak at 6.1 MeV. Decays from 214Bi cannot be directly measured with confidence, as

214Bi undergoes β decay and thus yields no obvious peak signature. However, the immediate

daughter of 214Bi, 214Po, decays with 160 �s half-life, making the 214Po decay rate identical

to that of 214Bi under any isotope removal model. This decay rate can be efficiently tagged

from its characteristic 7.8 MeV α. A full analysis of LUX α rates is given in [138].

The measured α decay rates for all 222Rn species are given in Table 8.1. The quoted

values for 218Po and 214Po decay rates are 14.4 ± 0.2stat ± 1.1sys and 3.5 ± 0.1stat ± 0.3sys,

respectively. Taking the 90% upper (lower) limit for the 218Po (214Po) measurements, the

214Pb rate is bounded in the range 3.2–15 mBq. This is a factor ×5 uncertainty in the

214Pb low-energy background contribution. The uncertainty must be narrowed to gain a

meaningful insight into the 214Pb low-energy event contribution.

8.5.2 Upper Bound from High-Energy Data

A constraint has been placed on the amount of 214Pb in the active region by examining

the energy spectrum in the range between the 127Xe peaks at 238 keV and 410 keV, with a

30 kg fiducial cut (R < 13 cm, 100 �s < dt < 220 �s). It is conservatively assumed that the

dominant contribution to the spectrum in the range around the 127Xe peaks comes from

214Pb, as the γ contribution is significantly reduced by the fiducial cut. A SS cut is used

(one S1, one S2 only) to further reduce γ background contributions. Data and best-fit 214Pb
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spectra are shown in Fig. 8.16.

The shape of the 214Pb energy spectrum is taken from Monte Carlo, shown in Fig. 5.11.

The 127Xe peaks are very well fit by Monte Carlo predictions for both SS and MS events,

giving confidence that the estimate of SS cut efficiency for the Monte Carlo 127Xe is close to

that in measured data. Resolution is determined empirically from the best fit, and the same

resolution is applied to the 214Pb spectrum. The efficiency of the SS cut for 127Xe agrees with

simple estimates based on the ratio of de-excitation by internal conversion electron to de-

excitation by γ. As 214Pb exhibits a similar decay scheme to 127Xe, generating comparable

γ energies to 127Xe, it can reasonably be assumed that the 214Pb SS cut efficiency is also

well-modeled by simulation, and thus is well matched to data. The 214Pb decay rate in the

30 kg fiducial is expected to have a 50% reduction from the SS cut, based on the internal

conversion to γ ratio and the γ mean free path. The observed number passing the SS cut

is 40%; this is within range of expectations due to the naive model of the SS topology.

A 90% CL upper limit taken between the tails of the 127Xe peaks in the range 310–340 keVee

is measured at 32 mBq kg−1, or 8.3 mBq for the entire drift region. This limit is a factor

×1.8 lower than the limit set from α counting alone. The estimated background rate from

32 mBq kg−1 214Pb is 0.23 mDRUee.

8.5.3 Geometric Series Activity Estimate

The most likely 214Pb activity rate in the detector can be predicted by a simple model

where the 222Rn chain isotope decay rates progress through a geometric series, where the

steps in the series are set by the isotope half-lives. The measured 222Rn and 214Po rates are

used to fix the series endpoints. The interpolated 218Po, 214Pb and 214Bi rates are shown in

Table 8.1. The calculated 214Pb decay rate is 7.4 mBq for the entire active region, consistent

with <8.3 mBq (90% CL) calculated in Sec. 8.5.2.

8.6 Xenon Flow Imaging with 222Rn Decays

Xenon circulation in the active region was imaged using fast decays between 222Rn and

its immediate daughter, 218Po. The goal of this observation was to determine if there was
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Figure 8.16: Best-fit 214Pb spectrum (red) for a 30 kg fiducial (R < 13 cm,
100 �s < dt < 220 �s), constrained in the range 310–340 keVee. Measured data is shown in
black. A simple SS cut is used, requiring one S1 and one S2. No γ continuum contribution
is assumed. Xenon-127 peak models are overlaid with measured data (green). Data and
127Xe normalization is shown from June 20–August 8.

a clear bias in the drift direction of 222Rn decay daughters due to electrostatic attraction

to the grids. Attraction is assumed due to the emission of the α particle by 222Rn decay,

leaving the 218Po daughter with a charge of −2, assuming no disruption of the electron cloud

during the decay. The attraction of the 222Rn decay daughters toward the grids would have

implications for the assumed distribution of 214Pb in the active region, and influence the

choice of fiducial volume used.

222Rn and 218Po decays were selected by their S1 signals. The analysis made use of 218Po

decays which occurred within 10 sec of a 222Rn decay, assuming that the decaying 218Po was

the daughter of the observed 222Rn decay. The analysis used 30 livedays of WIMP search

data. Only the Xe in the range 20 �s > dt > 160 �s was investigated, as the α peaks used

for 222Rn and 218Po identification suffered significant degradation due to PMT saturation

below this range.

The Xe flow pattern in the upper half of the active region is shown in Fig. 8.17. The flow

pattern shows a clear bias from −X to +X across the center of the detector. A counterflow

can be seen at the active region edges. The Xe is in a clear upward flow pattern on the −X

side of the detector, falling downward towards the +X side.
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The observed flow speeds are on the order of cm s−1. The predicted speed of the 218Po

ion from electrostatic attraction is much lower than this, on the order of 0.1 cm s−1 [156].

It is believed that convection cells play the dominant role in ion transport throughout the

active region. Given the long half-life of 214Pb compared to the time required to circulate

across the active region, the 214Pb concentration is assumed to be homogeneous across the

detector.

8.7 Neutron Multiple Scatter Analysis

Neutron events in the LUX detector are very rare, and pose a challenge in terms of setting

background limits. Neutron emission and interaction rates in the LUX detector are well

below the emission and interaction rates of EM backgrounds. EM background rates in

particular are dominated by radioactivity in detector internals, yielding a ∼3 Hz detector

event rate. By contrast, the rate of neutron events in the detector is predicted to be

5 �Hz. The rate of neutron SS events, a direct WIMP background against which there is

no discrimination, is projected to be another three orders of magnitude lower than this.

Fortunately and unfortunately, no direct measurement of the neutron SS rate can be made,

given the WIMP search data in hand.

Neutron events can be distinguished from EM background by their relative abundance of

low-energy (<120 phe) MS events. A low-energy MS EM event is a rare occurrence relative

to the rate of low-energy EM SS events. By contrast, an MeV-scale neutron deposits its

maximum scattering energy with an S1 yield on the order of 100 phe. The relatively low

yield of scintillation photons and ionization electrons from NR energy depositions enables

one to perform a neutron search by looking for MS events �100 phe.

In this work, a prediction of neutron SS rates is made through identification of NR

MS events. The expected ratio of MS to SS events is taken from LUXSim Monte Carlo

neutron energy deposition studies, performed as part of the background modeling program

(Sec. 5.10). NEST Monte Carlo (v0.99β, for this study) is analytically folded in to the

existing energy deposition studies in order to gain an understanding of the expected S1 and

S2 distributions from ER and NR MS events.
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Figure 8.17: Xenon flow patterns in the upper half of the active region (20 �s > dt > 160 �s).
Flows are imaged by coincident 222Rn-218Po decays, occurring within 10 s of one another.
Drift speeds are ascertained by the spatial and timing separation of the paired decay events.
(a) XY velocity distribution, with Z velocity shown in color. Arrow length corresponds to
XY speed, with the longest arrows corresponding to 3 cm s−1. (b) XZ velocity distribution.
Arrow length corresponds to XZ speed. The Y velocity component is not represented.



217

8.7.1 Simulation Studies

8.7.1.1 Neutron Studies

LUX neutron background studies are detailed in Sec. 5.5. The studies focused on neutrons

generated from (α,n) and 238U fission processes in the PMT arrays. The relative rates of

these sources, both in terms of absolute emission and the relative interaction rates of neu-

trons from each source, are summarized in Table 8.2. The table also reports the calculated

ratio of MS events (within a 180 kg search fiducial) to SS events (within the standard 100 kg

or 118 kg fiducial volumes). Different fiducial volumes are used to maximize the expected

number of MS events, giving the greatest leverage over the SS rate. The 180 kg fiducial

is defined as R < 21 cm, 7 cm < Z < 52 cm. The rate estimates fold in an EM veto cut,

which rejects NR events which contain an accompanying EM component >30 keVee. (Note

that there is no difference between a 30 keVee threshold and a 0 keVee threshold, as all

of the EM veto power comes from detection of gammas from inelastic scatter events with

minimum energy 40 keVee.)

Also reported in Table 8.2 is the maximum expected S1 yield for each neutron dataset,

along with the rate-weighted mean. The rate is reported at the 95% upper S1 value of the

spectrum. A MS search using this S1 cutoff then has >95% detection efficiency with respect

to S1.

8.7.1.2 NEST S1/S2 Studies

It is crucial to the identification of NR MS events to understand their distribution in S2/S1

vs S1 space, in order to distinguish them from ER MS events. The location and width of

the ER and NR bands for MS events is not expected to be the same as for SS events. MS

events combine two (or more) events linearly in corrected S1, and the corresponding S2 is

the sum of the corrected S2s. The resulting event is, on average, higher in S2/S1 than a SS

with the same S1 signal, since the linear combination of the S2 signals is dominated by the

S2 signal above the band mean (recall that the band is constructed in log-space). It is also

important to fold in the expected underlying energy distribution of the ER and NR events

comprising the S2/S1 distribution, as this can significantly influence the position and shape
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of the bands.

Results from NEST MC studies were folded in atop LUXSim energy deposition studies

to estimate the expected S1 and S2 distributions for MS NR events. The S1 and S2 distri-

butions were calculated as a function of NR energy following the description in Sec. 5.10,

and the resulting distributions were linearly summed for NR MS events. The predicted

S2/S1 vs S1 distribution for the LUXSim neutron MS events are shown in Fig. 8.18a. The

mean of the S2/S1 vs S1 band for NR SS events is shown for comparison. Note that the

band mean for MS events is higher than that for SS events, as predicted.

NEST was also used to predict the band corresponding to MS ER events, which, though

rare, form a background for the NR search. The S1 and S2 distributions for MS ER events

were created through the random addition of two single ER events, assuming a flat single

ER energy distribution. This best represents the distribution from a MS γ event, which

should be dominated by two-scatter topologies. Gammas are the dominant contributor of

MS ER events <150 phe; intrinsic events which yield multiple S2s generate energies that

fall above this S1 threshold. The resulting S2/S1 vs S1 distribution is shown in Fig. 8.18b.

The ER SS band mean is shown for comparison.

The bands also highlight the expected distribution of the events in S1. The ER MS

band shows a profile which increases with S1 as a power law with slope 0.65. In contrast,

the NR MS band is well characterized by a falling exponential function with two distinct

time constants. The S1 distributions for both ER MS and NR MS are shown in Fig. 8.19.

8.7.2 Event Reconstruction

8.7.2.1 S1 and S2 Reconstruction

MS events are corrected in S1 as discussed in Sec. 8.3.2. It should be noted that the NEST

ansatz uses the ER photon and electron yield model. It is well understood that the relative

photon and electron yields differ for ER and NR events (Fig. 2.2a). A future iteration of

this analysis should use both ER and NR models, to create two“alternate realities” in which

the MS events were actually ER or NR in nature. This can be accompanied by some score

which gauges the ER-ness and NR-ness from each reconstruction, allowing some measure
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(a)

(b)

Figure 8.18: S2/S1 vs S1 distributions for MS events, coupled in post-processing with
NEST scintillation and ionization yields. The measured band mean and 90% contours
(5%–95%, corresponding to 1.64σ) are drawn in cyan solid and dashed, respectively. Shown
for reference is the mean of the S2/S1 vs S1 band for SS events in black. (a) NR distribution
using the MS energy distribution from LUXSim neutron background studies. (b) ER MS
distribution, using the random addition of two ER events which have an initial flat energy
distribution.
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Figure 8.19: S1 distributions using LUXSim / NEST data from Fig. 8.18. (a) ER distri-
bution. S1 is characterized by a power law. (b) NR distribution. S1 is characterized by a
double falling exponential.

of ER rejection.

8.7.2.2 Position

The event position for a MS event is calculated as the energy-weighted mean position of all

vertices. The energy at each vertex is calculated by the summed S1 and S2 signals. This

definition matches that used in the LUXSim energy deposition Monte Carlo work, where

true energy depositions were recorded for each vertex and used to calculate MS positions.

This position definition is used to select events inside the search fiducial.

8.7.3 Cuts

8.7.3.1 MS Selection

MS selection is performed simply by selecting events where the pulse finder/classifier data

processing module (PFC) has designated >1 pulse in an event as an S2. An additional

criterion is imposed, requiring the S2 to be >200 phe. This is done to remove large shadow

event populations, and is identical to the cut used on Run 3 WIMP search data [98].

The primary concern for MS identification is the possibility of missing one or more S2s

in the event, removing the event from the MS pool. An S2 could be missed in two ways. An

S2 could be missed by misclassification by the pulse classifier. An S2 could also be missed
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by the order of operations used in LUX pulse identification. In the latter case, the first S2

would be identified, and nine other pulses would be found earlier than that S2, filling up

the allotted pulse register (10 max).

The efficiency of tagging low-energy MS events should be very high, and should not

significantly change the overall efficiency of the MS search. Any event in which the second

S2 was missed will have a large amount of trash in the event. These events tend to be parts

of electron trains, and are excluded from the analysis with no significant impact to livetime,

as shown in the WIMP search analysis. This analysis therefore relies on the PFC pulse

classification to identify >1 S2 within an event, in order to characterize the event as a MS.

8.7.3.2 S1 Range

An S1 range of 0–120 phe is used for the MS search. An upper bound of 120 phe is

conservatively chosen based on Table 8.2, allowing >95% efficiency in catching all NR MS

from the predicted neutron energy spectra. The efficiency of this cut is then taken as 95%.

There is no significant efficiency loss from S1 detection threshold, as the MS spectrum has

>98% of all events with 3+ phe S1 signals where detection efficiency is 100% [46].

8.7.3.3 Fiducial

The fiducial volume is chosen based on the maximum radius in which position reconstruction

is thought to be reliable. The volume is defined as R < 21 cm, 7 cm < Z < 52 cm. The Z

cut excludes 2 cm of Xe around the cathode and gate grids. It is necessary to remove the

Xe layers near surfaces in order to ensure that the MS population is not contaminated by

coincident β-γ events.

8.7.3.4 S2/S1 Discrimination

The ER and NR predicted bands for MS events in LUX are shown in Fig. 8.18. The

accuracy of the NEST band centroids, in terms of reconstruction of the observed SS ER

and NR distributions in the detector, gives good confidence that the same NEST model can

accurately predict the shape of the MS bands, assuming the underlying energy distributions

are understood. However, it is known that the ER band width is not precisely reproduced
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with the current NEST model, as demonstrated by 3H data. NR MS events are therefore

selected by including only events that fall below the predicted NR MS band centroid. This

gives a 50% selection efficiency. The selection does not rely on correctly predicting the width

of the bands, and provides a strong measure of ER rejection. Note that this is conservative;

if the ER width is actually much wider than expected (likely not the case, extrapolating

from SS 3H results), then some fraction of ER background will leak into the NR search

region, raising the upper limit set on true NR background events.

8.7.3.5 Bad Area

The MS S2/S1 vs S1 distribution contains shadow events, stemming from the same sources

as those seen in SS WIMP search data [98]. It is therefore reasonable to apply a similar

cut to remove these events. The bad area cut from the WIMP search analysis is used, with

a slight modification to better fit the observed bad vs good area spectrum. The corner at

which a 10% slope is implemented is moved from 1000 phe good area (SS) to 1700 phe

good area (MS). This more aggressively removes shadow events from higher populations in

MS data, while still retaining >99% efficiency for detection of true MS events. This was

confirmed by sampling event traces by eye from both sides of the bad area cut. The cut

and data are shown in Fig. 8.20.

8.7.4 Results

8.7.4.1 Multiple Scatters in LUX Data

The reconstructed MS S2/S1 vs S1 distribution is shown in Fig. 8.21. The predicted ER and

NR bands for MS events are overlaid. After application of the bad area cut, 35 events remain

with S1 < 120 phe in the 180 kg fiducial, which are not consistent with the raincloud above

the ER band. The events are also spaced relatively uniformly across the entire 120 phe

range, which is inconsistent with expectations for NR MS (see Fig. 8.19). The overall

distribution is therefore consistent with ER MS. None of the events fall below the NR band

centroid.

There is a significant “raincloud” of events above log10(S2/S1) = 2.5. The raincloud



224

102 103 10410−2

10−1

100

101

102

103

104

105

106

Good area [phe]

Ba
d 

ar
ea

 [p
he

]

Multiple Scatters
S1c < 200 phe

 

 

All
180 kg
118 kg
Bad Area Cut

Figure 8.20: Bad vs good area for MS events with corrected S1 < 120 phe. Points are
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Fiducial
Volume

Observed
Events

UL
(90% CL)

Search
Effi-

ciency

Ratio MS
(180 kg) /

SS
(WIMP)

Livetime
Ratio

NR SS
UL (90%

CL)

118 kg 0 <2.3 48% 13 1 (85 d) <0.37
100 kg 0 <2.3 48% 23 3.4 (300 d) <0.71

Table 8.3: NR SS upper limits from observed LUX data. The 118 kg fiducial is the standard
WIMP search fiducial used in Run 3 (R < 18 cm, 7 cm < Z < 47 cm). The 100 kg fiducial
is defined as R < 17 cm, 9 cm < Z < 47 cm, and is used for NR background projections
for Run 4. Search efficiency is combined from all cuts listed in Sec. 8.7.3. MS / SS ratio is
taken from LUXSim background studies, listed in Table 8.2. Upper limits are listed at 90%
CL.

events seen in Fig. 8.21 appear to be the tail of a much larger distribution with ratio in the

range 3.5–7. These events are a mixture of noisy events, SS events with long S2 tails, and

other anomalies inconsistent with neutron MS events in the 180 kg fiducial volume.

8.7.4.2 Single Scatter UL for Run 3 and Run 4

No scatters are observed in the search region 0–120 phe below the calculated NR band

centroid. This corresponds to an upper limit of 2.3 MS events at 90% CL. The cumulative

search efficiency from Sec. 8.7.3 is 48% (50% S2/S1, 95% S1 range). The resulting 90%

upper limits on NR SS, using results from LUXSim background studies, is <0.37 for Run 3

and <0.71 for Run 4. The Run 4 figure is adjusted for a smaller fiducial, and 300 livedays

exposure. The figures are summarized in Table 8.3. The predicted rate of NR events in

118 kg (100 kg) is nominally 0.1 (0.06) WIMP-like events per year, assuming a dominant

contribution from the PMTs at 1.2 n PMT−1 yr−1. Even with the enlarged 180 kg fiducial,

statistics are insufficient for a positive measurement of neutron MS events.

8.8 Low-Energy ER Backgrounds

8.8.1 Observed Event Rates

The low-energy ER background contributions from all measured sources in the range 2–30 phe

(0.9–5.3 keVee) are listed in Table 8.4. The values for background predictions are taken from

Table 5.6. The measured data use all WIMP search analysis cuts, discussed briefly in [46]
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Figure 8.21: log10(S2/S1) vs S1 for MS events. S1 and S2 correction and position definition
are given in Sec. 8.7.2. Events are shown (a) before and (b) after application of the bad area
cut defined in Sec. 8.7.3.5. Overlaid are the ER (blue) and NR (red) MS bands determined
from LUXSim and NEST Monte Carlo studies. The band centroids are shown as the solid
lines, and band widths are shown at 1.28σ� (1.65σ�) with dashed (dotted) lines. The NR band
centroid sets the upper bound of the neutron MS search window.
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Source Background Rate 0.9–5.3 keVee [mDRUee]
118 kg 100 kg 50 kg

γ 1.8± 0.2stat ± 0.3sys 0.9± 0.1stat ± 0.1sys 0.47± 0.1
127Xe 0.5± 0.02stat ± 0.1sys 0.32± 0.02stat ± 0.07sys 0.2± 0.1
222Rn 0.11–0.22 (0.2 expected) 0.2 0.2
85Kr 0.17± 0.10sys 0.17± 0.10sys 0.17± 0.10sys

Total Predicted 2.6± 0.2stat ± 0.4sys 1.6± 0.1stat ± 0.2sys 1.0± 0.2
Total Obs. (Mean) 3.6± 0.3 2.4± 0.2 2.2± 0.3
Total Obs. (Early) 4.7± 0.3 3.0± 0.3 2.9± 0.5
Total Obs. (Late) 2.8± 0.4 1.7± 0.3 1.4± 0.3

Table 8.4: Low-energy ER background rate contributions from all sources measured in Run 3
data. Measurements and projections are averaged over the energy range 0.9–5.3 keVee.
Rates are calculated for three fiducial volumes: 118 kg (as used in the Run 3 WIMP search
result); 100 kg (projected to be used for the Run 4 one year WIMP search run); and a 50 kg
inner fiducial. Data is measured from April 22–August 8 in the “mean” row. The total
observed early and late rows correspond to measurements in the date range April 22–June 13
and June 14–August 8, respectively.

and detailed in [98]. Rates are given for three fiducial volumes: the 118 kg fiducial de-

fined for Run 3; the 100 kg fiducial volume projected for use during the one year WIMP

search run; and a reference inner 50 kg fiducial volume. Observed rates are reported for the

first half (“early”) and second half (“late”) of the WIMP search run. Time variation of the

backgrounds is discussed further in Sec. 8.8.3.

8.8.2 Background Distributions

The distribution of low-energy backgrounds observed in the Run 3 118 kg fiducial volume

is shown in Fig. 8.22, along with predictions from the four-component background model in

Table 8.4. Measured and projected backgrounds are compared in radius, height, and S1 in

Fig. 8.23. The S1 distribution is calculated using NEST photon and electron distributions

as a function of energy, combined with binomial and Gaussian fluctuations using measured

LUX detection efficiencies. Calculation of the S1 spectrum is discussed in Sec. 5.10. The

detection efficiencies used are given in Table 5.7.

The height and S1 distributions are in strong agreement with measured data. The p val-

ues calculated by KS test are 26% and 94% respectively. The projected radial distribution

slope is greater than that observed in data, resulting in a p value of 0.004% for that dis-
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(a) (b)

Figure 8.22: Low-energy background distributions in RZ, from (a) measured data and (b)
model predictions. Rates are taken in the range 0.9–5.3 keVee (2–30 S1 phe). Rates are
shown in units of log10 (DRUee). The 118 kg fiducial volume used in the 85 dayWIMP search
run is shown in dashed black. The model includes low-energy background contributions from
γ Compton, 127Xe, 214Pb, and 85Kr sources. The measured data at large radii includes a
significant contribution from low-energy 210Pb decays at the detector walls. These decays
are not included in the background model in Fig. (b).

tribution. The difference between the measured and projected radial distributions can be

compensated in radial bins below 15 cm by an additional flat background component. How-

ever, the disagreement in radial distribution above 15 cm is not addressed by this addition.

The observed radial distribution is brought into strong agreement with simulation if a radi-

ally varying position reconstruction systematic is assumed, where events are reconstructed

towards the center with a bias varying from 0–1 cm between 0 cm < R < 15 cm. This

scenario is unlikely in reality, as the position reconstruction systematic is well constrained

from measurements of homogeneous calibration sources in the active region [98].

8.8.3 Time Variation of Low-Energy Backgrounds

The total measured background rates in the WIMP search region drop by 40% between the

first and second halves of Run 3. This drop is a factor ×2.7 larger than that predicted due

to 127Xe alone. Given the independent constraints on the amount of 127Xe in the detector,

it is likely that another transient background was the source of the enhanced event rate at

the beginning of the WIMP search run. The observed background rates during the latter
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Figure 8.23: Low-energy background distributions in (a) radius, (b) height, and (c) S1,
within the LUX 118 kg fiducial volume, measured over the full 85 liveday WIMP search
run. Measured data are indicated by the black histogram with error bars. Simulation data
are shown in red. Simulated distributions are reconstructed from high-energy background
studies, and are not a fit to measured low energy data. The simulated S1 distribution
folds in NEST (v0.99β) estimates of total photon yields and measured LUX light collection
efficiency, detailed in Sec. 5.10.
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Figure 8.24: S1 distribution observed in the first half (red) and second half (blue) of the
WIMP search run. Data is shown in the 118 kg fiducial volume, with WIMP search cuts
applied. The first half of the run spans from April 22–June 13, and the second half spans
from June 14–August 8.

half of the run are in statistical agreement with predictions based the background model

presented in Ch. 5. The measured background rates during the first and second halves of

the run are listed in Table 8.4. The measured early and late S1 spectra are compared in

Fig. 8.24.

8.8.4 Parameterization of Low-Energy Background Model

Simulation predictions for the low-energy spatial and energy distributions were parame-

terized for use in the Run 3 WIMP search profile likelihood ratio (PLR) analysis. The

simulation results are reported in terms of energy deposition (DRUee). No model of S1

and S2 generation was folded in for the background models for the PLR. The PLR uses a

separate treatment of S1 and S2 generation.

The functional forms of the background parameterized models are motivated by the

physics of each background signal. The physical models of backgrounds from all sources are

described in detail in Ch. 5. The analytic functions for the background sources are given

in Table 8.5, with best-fit parameters in Table 8.6. The differences between simulation

and analytic model RZ distributions are shown graphically in Fig. 8.25. The rates are

in statistical agreement with the predictions from simulation results. It should be noted
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γ + 214Pb + 85Kr A1 · exp
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A1 · exp

�
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λR
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�
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λZ

��

Table 8.5: Analytic model functions for all major low-energy ER background sources. Best-
fit parameters are listed in Table 8.6. The functions are used in the WIMP search PLR
analysis.

Background A1 A2 λR λZ Z0

Source [DRUee] [DRUee] [cm] [cm] [cm]

γ + 214Pb + 85Kr 1.11× 10−4 4× 10−4 11.3 11.7 26.9
127Xe 2× 10−6 3× 10−7 2.56 2.56 26.9

Table 8.6: Best-fit analytic model function parameters. Parameters correspond to models
listed in Table 8.5. For the 127Xe model, τ127Xe = 52.5 days and t = 0 on May 1.

that the fit to time-independent backgrounds was optimized jointly on the intrinsic and γ

sources; as such, the constant offset term in the analytic model does not strictly represent

the predicted contribution from 214Pb and 85Kr.

8.9 WIMP Search Results

The WIMP search run was conducted with 85.3 livedays of data, using a non-blind analysis.

The non-blind analysis allowed for the development of a minimal set of data quality cuts,

as well as a full understanding of the detector background model. LUX observed a low-

energy signal consistent with the projected ER background outlined in this chapter and in

Ch. 5. No discovery is claimed, and a 90% exclusion curve is produced in (mχ, σχ) space

as discussed in Sec. 1.4.3. The final WIMP search data is shown in (S1,S2/S1) space in

Fig. 8.26.

The exclusion limit is calculated using a PLR test statistic. The test statistic uses the

analytic model of the distribution of backgrounds in radius and height in Sec. 8.8.4, as well as

measured and projected distributions in S1 and S2/S1 space for ER and NR signatures. The

normalizations on the γ Compton, 127Xe, and flat-energy background models input to the

PLR are allowed to float with 30% error, to optimize the match between the background
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(a)

(b)

Figure 8.25: Percent variation per bin between simulated low-energy ER background event
rates and analytic best-fit models for (a) time-independent (γ Compton + 214Pb + 85Kr)
and (b) time-dependent (127Xe) models. White bins have 0 simulation counts. Analytic
functions are listed in Table 8.5.
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model and the observed low-energy data. The resulting WIMP search limit is shown in

Fig. 8.27. Greater detail on the PLR analysis and WIMP search data treatment will be

covered in upcoming LUX publications, as well as [98].

LUX provides a very strong constraint on the low-mass end of the WIMP parameter

space, in clear tension with potential signals reported by some dark matter experiments.

LUX is not the first experiment to rule out these signal claims with 90% confidence; however,

LUX is able to make such claims using very conservative signal models. In particular, it is

assumed that the light yield from any dark matter signals below the 3.4 keVnr threshold is

zero, ensuring that LUX does not take advantage of assumptions of up-fluctuations from

the low-energy portion of the WIMP scatter spectrum. For this reason, in addition to the

overall cleanliness of the data, simplicity of the data quality cuts used, and the extremely low

background, LUX has delivered an exclusion curve for WIMP interaction which is extremely

robust. The LUX exclusion curve is expected to provide the most stringent constraint of

any experiment on WIMP dark matter properties, until the curve is superceded by the

results of the one year LUX WIMP search run in 2015.
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Figure 8.26: WIMP search data from the LUX Run 3 85 liveday run. 160 events are found
after data quality, SS and fiducial cuts in the range 2–30 phe. Overlaid are the measured
ER band from 3H calibration (blue), and the projected NR band from LUXSim / NEST
(red), confirmed using external AmBe / 252Cf calibration. Constant-energy contours are
overlaid in gray, giving keVee energies above the ER band and keVnr energies below the NR
band. Plot taken from [46].
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Figure 8.27: WIMP search 90% exclusion limit set by the LUX Run 3 85 liveday run,
in comparison with previous experimental exclusion limits and allowed regions [46]. The
LUX limit is shown as the dark blue curve. The ±1σ light blue band denotes the ex-
pected region for the actual curve, based on repeated trials of the PLR analysis using
the parameterized background and signal models. 90% exclusion curves are also shown for
XENON100 100 day [54] (orange) and 225 day [49] (red) results, ZEPLIN-III [55] (magenta),
CDMS II [56] (green), and Edelweiss II [57] (yellow). The inset shows allowed contours from
DAMA/LIBRA [58, 59] (gray), CRESST II [60] (yellow), CDMS II Si detectors [61] (green,
centroid denoted by the x), and CoGeNT annual modulation signals [62] (red). Plot taken
from [46].
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