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ABSTRACT

A Search for Dark Matter with the Large Underground Xenon Detector

The Weakly Interacting Massive Particles (WIMP) has been postulated as a candidate that

constitutes dark matter, which dominates the matter density in the universe. The Large

Underground Xenon (LUX) detector is a 370 kg (112 kg fiducial) dual-phase xenon time

projection chamber operating 4,850 feet underground at the Sanford Underground Research

Facility in Lead, South Dakota with the goal of detecting WIMPs. A refined understanding

of detector response is required in order to make such searches more sophisticated. The

LUX simulation includes a new physics model, the Noble Element Simulation Technique,

which accurately predicts the scintillation and ionization yields as well as the prompt and

electroluminescence pulse shapes in xenon. These models, combined with a new technique

for in-situ, low-energy neutron calibration, allow for the extension of the WIMP detection

regime into a lower-energy region. A novel analysis technique for the removal of spurious,

high-rate background events facilitates the reduction of conservative analysis thresholds.

Both of these improvements, which lead to an increased sensitivity of LUX to low-mass

WIMPs, are described in this thesis. While no discovery is reported, this work establishes

the most stringent 90% confidence level upper limit on the WIMP-nucleon cross-section of

7.43× 10−46 cm2 for a WIMP with mass 33 GeV/c2.

-xi-
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Chapter 1

Dark Matter

Preamble

I began working on a dark matter search experiment as an undergraduate at Case Western

Reserve University. In fact, I still remember the look of joy on the face of my advisor when

he entered the laboratory and announced that the project known as the Large Underground

Xenon detector had been funded. Of course, at that time I knew very little about the physics,

but I became enamored with the detector technology and how it all worked. I knew that

this was a project I wanted to continue working on.

And continue working on it I did. I entered graduate school to continue my education.

As I learned more of the physics of dark matter, I became even more captivated. I also was

able to contribute heavily to the design and construction of the detector, a very exciting

experience for me. During my graduate-school tenure, results from various experiments

began to come out claiming discovery of low-mass dark-matter particles. I became very

interested in this idea, and I wanted to pursue it as my thesis topic.

Below I will present my own investigation into the existence of these particles, using a

large xenon detector deployed in the Black Hills of South Dakota. The experience has not

always been easy, but it has certainly been rewarding. I am excited to close this chapter of

my life, and I am excited for what the next has in store.

1



1.1 Evidence for the Existence of Dark Matter

Throughout the course of history, scientists have looked to the stars to learn about the prop-

erties of the universe in which we reside. Upon careful study, evidence began to emerge that

some of the mass in the universe was not visible by detection of electromagnetic radiation.

This matter, which does not emit light is referred to as dark matter, and it must exist in some

form to explain these observations.

1.1.1 Early Indications

An interesting astronomical parameter is the existence of a well defined relationship be-

tween the brightness of an object and the mass of that object. In fact, using the mass of

the sun as a standard, measuring the luminosity of a distant object can provide an excellent

estimation of the mass contained within. This has been the technique astronomers have

used to determine the mass of distant galaxies and clusters of galaxies, and it was not until

the early 1930s that any issues with this technique were discovered.

Fritz Zwicky was one of the first to make such an observation. He noted that because the

mass-to-light ratio depended on the type of star being observed, the technique was useful

for measuring the mass of a single star or a small number of stars, but it became increas-

ingly inaccurate when one is studying galaxies or clusters of galaxies. In these cases, an

estimation of the population density of each class of star must be made. While studying the

Coma cluster of galaxies, Zwicky utilized a different technique for measuring the mass of

the cluster. He measured the doppler shifts of the galactic spectra to determine vs, the veloc-

ity component along the line-of-sight, for each of the galaxies. For a spherically symmetric

velocity distribution, however, the magnitude of the total velocity, v, can be estimated as

v2 = 3v2
s [1]. Assuming basic Newtonian gravity, Zwicky used the virial theorem to equate

the measured velocity dispersion of the member galaxies with the mass of the cluster. He

discovered that the luminosity method indicated a mass which was approximately 10% of

that measured from velocity dispersion. He concluded that the majority of the mass con-

tained within a galaxy must be non-luminous [1].
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1.1.2 Galactic Rotation Curves

Some 40 years later, Vera Rubin and her colleagues continued to investigate the non-luminous

matter by studying the velocity dispersions of components within a single galaxy. Newto-

nian dynamics states that the gravitational force is directly proportional to the mass of the

object and inversely proportional to r2, its distance from the gravitational center:

Fg =
GmM(r)

r2
. (1.1)

Here, m is the gravitational mass of the object and M(r) is the mass contained within some

radius r. Assuming a circular orbit and spherical symmetry, the centripetal force can be

equated with the gravitational force to derive a relationship between rotational velocity,

contained mass, and radius as

v =

√

√GM(r)
r

(1.2)

As shown in Figure 1.1 for galaxy NGC 5603 [2], rotational velocity initially increases with

radius as more and more mass is included within its orbit. However, as radius increases

beyond the edge of visible matter, the rotational velocity should decrease in a simple rela-

tionship given by v∝ 1/
p

r, following the Luminous plus Gas curves in Figure 1.1.

Rubin sought to demonstrate this [3] by studying 60 isolated galaxies that were aligned

such that stars on one side of the galactic center were moving away from the observer while

stars on the other side were moving toward the observer. The stars themselves proved too

faint to measure accurately, so spectral lines from clouds of hydrogen gas near stars were

measured to obtain the rotational velocities, again from the doppler shifts. The observed

rotational velocities deviated from what was expected from (1.2). Rather than decrease with

increasing radius, the velocities of objects continued to increase and eventually reached an

asymptote at large radii. A similar observation, from [2], is shown in Figure 1.1 as the data

points. Her data allowed Rubin to conclude that the luminous distribution of a galaxy is not

a guide to the mass distribution of the galaxy, and that an additional, non-luminous matter

distribution with behavior shown in Figure 1.1 as the Dark matter curve must be present in

order explain the behavior.
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Figure 1.1. An example of the expected and measured rotational velocity curves as mea-
sured by Begeman, Broels and Sanders [2]. The Luminous plus Gas curves show the ex-
pected behavior of the galactic objects, assuming the luminous matter is the source of the
dominant gravitational effect. The data points show the observed behavior. Data similar
to this led Rubin to postulate that the luminous distribution of a galaxy is not a guide to the
mass distribution of the galaxy, and that an additional, non-luminous matter distribution
with behavior shown as the Dark matter curve must be present [3].
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1.1.3 Colliding Galaxies

The previously presented evidence supporting the existence of non-luminous matter as-

sumes that Newtonian dynamics applies on galactic scales. It is well measured that gravity

behaves in this way on scales similar to the size of the solar system, but the galactic evidence

of Zwicky and Rubin can be explained by modifying Newtonian gravity for larger scales [4].

The collision between two clusters of galaxies provides an opportunity to test the idea of a

modified dynamics as opposed to dark matter.

A cluster of galaxies contains both galaxies and a large amount of intergalactic gas, with

the majority of the luminous matter existing as intergalactic gas. Within a galaxy cluster, the

constituent components acquire similar, centrally symmetric spatial distributions according

to the gravitational potential. When two such clusters collide, the individual galaxies do

not interact with each other, but the intergalactic particles experience high pressures from

the collisions which cause atomic excitations and subsequent de-excitations, emitting ob-

servable X-rays. The collisions experienced by the intergalactic particles cause the galaxies

within each of the clusters to decouple from the intergalactic gas. An example system is

1E 0657558, where such a collision is clear [5].

The gravitational potential of a galactic system can be measured using a weak lensing

technique. It involves measuring the distortions of images of galaxies located farther from

the observer than a large gravitational potential. The amount of distortion is proportional

to the mass contained within the gravitational potential [6], which is referred to as the

gravitational lens. This technique was used to build a gravitational profile for the collision

in 1E 0657558. The Chandra X-ray observatory measures the X-ray emissions from the

atomic de-excitations of colliding intergalactic particles. The results, shown in Figure 1.2,

are striking. In this figure, the green contours show two clearly separated gravitational

centers while the color profiles show the X-ray spectra from the intergalactic particles [5].

The gravitational centers have clearly decoupled from their respective intergalactic particles.

A modification of Newtonian dynamics cannot explain this effect because the amount of

mass required to create the observed gravitational profile is larger than the intergalactic

particles, which represent the dominant source of luminous matter in the mass of clusters.
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Figure 1.2. The gravitational potential and X-ray emission from colliding galaxy clusters
1E 0657558. The green contours, derived from weak lensing, show two clear gravitational
potentials from this collision while the colors show the X-ray emission from the interac-
tion of the intergalactic gas atoms. The intergalactic gases are the largest component of the
baryonic mass contained within the clusters, and they are clearly decoupled from the grav-
itational centers. This necessitates the existence of some additional form of mass providing
gravitational effects in the clusters. Figure from [5].

This leads to the conclusion that the gravitational potential and luminous, baryonic matter

have been physically decoupled, necessitating the existence non-luminous matter consisting

of something other than baryons, referred to hereafter as “non-baryonic”.

From the pioneering work of Zwicky to the highly advanced cosmological studies that

are carried out today, the evidence continues to amass suggesting that non-luminous matter

is prevalent in the galaxies and structure of the universe. This dark matter must exist as an

explanation for the missing mass and the otherwise unexplained gravitational effects that

are measured in galaxies and clusters of galaxies.

1.1.4 ΛCDM Model of the Universe

The Hot Big Bang model of the universe [7] postulates that the universe began as a singu-

larity of energy, and the scale size proceeded to expand exponentially through the epoch of

inflation. After this time, the universe continued to expand linearly with rate H, the Hubble
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constant. The early universe was a plasma of ionized atoms and photons and electrons exist-

ing in thermal equilibrium. During the period before the epoch of recombination, electrons

and photons interacted mainly by Thomson scattering,

γ+ e−→ γ+ e−, (1.3)

which happened readily, causing the universe to be opaque. As the universe continued to

expand the average temperature decreased and the photons became less energetic, causing

the interaction rate Γ of the Thomson scattering to decreased. When Γ decreased below

H, the photons were no longer in thermal equilibrium with the electrons, and the universe

became transparent. These thermally decoupled photons, relics of the Big Bang, were first

measured in 1965 as the Cosmic Microwave Background (CMB) radiation by Penzias and

Wilson at Bell Labs [8].

Precision measurements of the CMB yielded interesting results [7]. First, in any given

direction in the sky, the CMB energy spectrum is that of an ideal blackbody. Second, a dipole

distribution emerged, indicating the universe is not perfectly homogenous today. In fact, the

dipole indicates the solar system is moving at ∼ 330 km/s with respect to the rest frame of

the CMB. If the dipole effect is accounted for, a third property emerges. Small temperature

fluctuations were discovered, indicating the non-homogeneity of the universe at the time of

CMB decoupling. The mean temperature and fluctuations of the CMB are

〈T 〉= 2.725K (1.4)

〈
δT
T
〉= 1.1× 10−5 (1.5)

Since the average CMB temperature varies by 30 µK , it is nearly isotropic.

The small anisotropies in the CMB, shown in Figure 1.3, provide additional information

about the composition of the universe. These fluctuations indicate certain CMB photons

have been additionally red or blue shifted from the mean temperature in (1.5). To explain

these small deviations, consider a relic photon that exists in a gravitational potential well

at the epoch of decoupling. That photon will lose energy upon climbing out of the well and

gain an additional red shift. Conversely, a CMB photon at a gravitational potential “hill”
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Figure 1.3. The Cosmic Microwave Background radiation after the background subtrac-
tion of the galactic plane and the solar system dipole. The average photon temperature
is 2.725 K with fluctuations of 30 µK. The anisotropies indicate clumps of dark matter
since CMB photons in those regions experience additional red or blue shifts resulting from
gravitational interactions. The dark matter component of the universe is much larger than
the baryonic component, so these clumps lead to large scale structure formation. Fig-
ure from [9].

will gain energy as it falls and gain an additional blue shift Since the gravitational potential

is always negative, a potential “hill” means the potential has fluctuated above the average

value. The small anisotropies observed in the CMB exist because the gravitational potential

was not isotropic at the epoch of photon decoupling [7].

The ΛCDM model of the universe [10] where Λ is the cosmological constant and CDM

stands for Cold Dark Matter, is currently considered the standard model of cosmology. It

is derived from cosmological observations, and it includes six main parameters to fully de-

scribe the behavior of the universe. The parameters and descriptions are listed in Table 1.1.

Based on cosmological measurements [9], it is known that baryonic matter accounts for

∼5% of the energy density of the universe, while dark matter is ∼23% of the energy den-

sity. Because dark matter is a much larger component of the energy density of the universe

compared to the baryonic matter, the CMB anisotropies indicate that dark matter exists in

"clumps." This produces local gravitational fields that attract the baryonic matter leading to

8



Description Planck+W P + highL + BAO

Ωbh2 Baryon Density Today 0.02214± 0.00024

Ωch
2 Dark Matter Density Today 0.1187± 0.0017

100θMC 100 × approximation to r∗/DA(CosmoMC) 1.04147± 0.00056

τ Thomson optical depth - reionization 0.092± 0.013

ns Scalar spectrum power-law index 0.9608± 0.0054

ΩΛ Dark Energy Density Today 0.692± 0.010

Table 1.1. Select cosmological parameters for the ΛCDM model of the universe. Repro-
duced from [9].

the formation of large scale structure in the universe [7]. In fact, it has now been shown

via large scale computer simulations that galaxy formation does not proceed as observed in

the absence of dark matter [11].

1.2 Dark Matter Candidates

There is compelling evidence for the existence of dark matter on large scales in the universe.

The nature and composition of the dark matter, however, is not well understood. In the

ensuing sections, various candidates for dark matter are discussed.

1.2.1 Baryonic Dark Matter

The simplest explanation for the nature and composition of dark matter is to assume it is

non-luminous baryonic matter. [6]. Big Bang Nucleosynthesis (BBN) is an important com-

ponent of the standard cosmological model that deals with the formation of light baryons.

This theory predicts the abundances of the light element isotopes of D, 3He, 4He, and 7Li.

This process occurs at temperatures of order 1 MeV, corresponding to the first few minutes

immediately following the big bang. 4He is primarily produced, comprising approximately

25% of the baryonic mass, followed by about 10−5 of D and 3He and about 10−10 of 7Li [12].

Comparison between prediction and measured abundances of these light isotopes constrains

the baryonic component of the energy density of the universe to ∼2.3% [9]. As noted in Ta-

ble 1.1, the dark matter density is larger than the BBN constraints on the amount of baryonic
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matter, necessitating the existence of a non-baryonic form of dark matter.

1.2.2 Massive Compact Halo Objects

It is possible that a large amount of baryonic mass may reside in objects known as Massive

Compact Halo Objects, or MACHOs [6]. MACHOs would be composed of normal baryonic

matter, emit almost no radiation, and drift through interstellar space unassociated with a

planetary system. Examples of MACHOs would be black holes, neutron stars, brown dwarfs,

or unassociated planetary bodies. These objects are difficult to detect because they must be

detected gravitationally. Weak lensing studies of stars in satellite galaxies such as the Large

Magellanic Cloud are conducted to search for a gravitational effect from such objects. The

surveys measured the fraction of the galactic halo mass from MACHOs to be no larger than

20%, making them an unlikely source of the dark matter in the universe. This fraction was

expected to be 70%-80% [6].

1.2.3 Neutrinos

Another intriguing dark matter candidate is the neutrino [7]. Since it has been shown that

the neutrino has a small, but non-zero, mass, it could account for the dark matter. A relic

population of neutrinos, similar to the CMB, could have decoupled from the early universe

and exist as a cosmic neutrino background. The number density of these relic neutrinos has

been calculated to be

nν = 3.36× 108m−3. (1.6)

This corresponds to twenty million cosmic neutrinos passing through a human body at any

moment. If neutrinos were to account for the dark matter in the universe they would each

need to have a mass around 4 eV, which is unlikely given current measurements [9].

There are other astronomical issues with neutrinos as the dark matter in the universe.

Cosmic neutrinos have a Fermi-Dirac distribution, so they have a maximum space den-

sity [13]. Certain types of galaxies, such as dwarf irregular galaxies, have very high dark

matter densities. Given the maximum space density, neutrinos cannot be the dark matter in

these types of galaxies [14, 15]. Further, neutrinos would have relativistic velocities, hence

they would be considered hot (or, warm) dark matter. Because they are moving with such a
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high velocity, they would smooth CMB fluctuations on smaller scales. Neutrinos as the dark

matter could lead to the formation of superstructures like galaxy clusters, but it is difficult

to model relativistic neutrinos leading to the formation of smaller structures such as indi-

vidual galaxies. In fact, all types of hot dark matter would have similar problems [13]. This

becomes less problematic if it is discovered that one type of neutrino is substantially more

massive than the others, though this seems unlikely given mass difference measurements

between flavor masses [7].

The discovery that neutrinos have non-zero mass implies the likely existence of addi-

tional SU(3)×SU(2)×U(1) singlet fermions, which can be very light, in which case they are

referred to as sterile neutrinos. These additional particles can make up the dark matter.

Because of the small Yukawa couplings, the keV sterile neutrinos are out of equilibrium at

high temperatures, so they are not produced in the freeze-out from equilibrium [16], like

other candidates are as discussed below. One possible method of production is from neu-

trino oscillations [17], whereby active neutrinos oscillate into sterile neutrinos which are

not in thermal equilibrium. Constraints imposed by X-ray observations force the mass of a

sterile neutrino to be as low as 1-3 keV [18]. If sterile neutrinos are generated via a different

mechanism, the corresponding mass range can be relaxed by more than a factor of 3 [19].

1.2.4 Axions

Another proposed form of dark matter is the axion [6]. The combined action of charge

conjugation (C), parity (P), and time reversal (T) is symmetric. CP, however, is not an exact

symmetry, and certain weak interactions involving quarks violate CP, as has been experi-

mentally demonstrated [20, 21]. Quantum Chromodynamics (QCD) predicts that strong

interactions should have a much larger CP violation. This would lead to a non-zero elec-

tric dipole moment of the neutron, however, lack of experimental evidence has limited the

CP-limiting parameter in QCD. If an additional global symmetry, U(1), is introduced and

spontaneously broken, the CP-violating phase becomes dynamical and allowed. The boson

resulting from this symmetry breaking is the axion, a particle with a non-zero mass, which

could account for the dark matter in the universe. The phenomenology of the axion is mod-

eled by the scale of the symmetry breaking. The mass of the axion has been constrained
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by laboratory searches, stellar cooling, and supernova dynamics to be very light, with mass

ma < 0.01 eV [22]. It couples so weakly with other matter that it was never in thermal

equilibrium with early universe and hence, could be the cold dark matter observed today.

There are several experiments underway actively searching for axions [23, 24], though the

parameter space for the axion to be a viable dark matter candidate is getting smaller.

1.2.5 Weakly Interacting Massive Particle

An attractive candidate dark matter particle is the Weakly Interacting Massive Particle (WIMP)

[6]. WIMPs are stable particles that arise from extensions of the standard model of elec-

troweak interactions. The most common forms to be discussed are heavy fourth-generation

Dirac and Majorana neutrinos, discussed above, and the neutralino and sneutrino that can

arise in certain supersymmetric models. Typical WIMP masses are in the range 10 GeV to

a few TeV, and they are proposed to interact with ordinary matter through some weak-like

process. The remainder of this thesis discusses other WIMP properties and a direct search

for WIMPs in the universe.

1.3 WIMPs

Imagine a particle created with the big bang that fell out of thermal equilibrium with the

early universe similar to the decoupling of CMB photons discussed above. Such a particle

could have a relic abundance in the universe today, and could be the cold dark matter in

the universe. This hypothesized particle is referred to as the Weakly Interacting Massive

Particle, or WIMP.

1.3.1 Unit Convention

Before discussing WIMPs in great detail, note the unit conventions that will be employed

throughout this work. First, a “natural” unit scale will be assumed such that ħh = c = 1.

Therefore, mass will be reported in units of energy. The areas of detected pulses, described in

subsequent chapters, will be in units of photoelectrons (phe). One unit of phe is equivalent

to the area of the waveform generated as the response of the detector to a single detected

photon. Pulse areas denoted with the subscript “c” indicated those pulses that have been

corrected, and those denoted with the subscript “b” indicate pulse areas as measured by the
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bottom PMT array only. Finally, pulse widths are denoted in units of samples. One sample

is equivalent to 10 ns.

1.3.2 WIMP Miracle

If a new, stable particle existed, it could have a significant abundance today [7]. Similar to

the formation of CMB photons, such a particle, χ, might have existed in thermal equilibrium

and in high number in the early universe. As long as the temperature of the universe exceeds

the mass of the χ particle, mχ , the particle will continue to be in thermal equilibrium and

the universe will be opaque to χ. The equilibrium abundance is maintained by annihilation

of χ into standard model particles l, and the reverse interaction:

χχ → l l (1.7)

l l → χχ (1.8)

As the universe expands and cools, the process (1.8) becomes increasingly disfavored kine-

matically, and the density of χ decreases. When the universe expands to cool below mχ ,

the remaining χ particles freeze out and form a relic cosmological abundance which exists

as dark matter in the universe.

Now consider the details of the mechanism leading to this relic abundance. In thermal

equilibrium, the number density neq
χ

is proportional to the number of internal degrees of

freedom of χ and is related to either the Fermi-Dirac or Bose-Einstein distribution, depend-

ing on the particle. At high temperatures, there are roughly as many χ particles as photons,

but as temperature decreases, nχ is Boltzmann suppressed by [25]

nχ∝ (mχ/T )
3/2e−mχ/T . (1.9)

If the expansion of the universe was slow enough to maintain constant thermal equilibrium,

the WIMP density would still be Boltzmann suppressed and there would be no WIMPs. The

universe is, however, not static.

When the temperature, T � mχ , χ has a high number density and (1.7) occurs rapidly.

As T falls below mχ , nχ falls exponentially and the annihilation rate Γ = 〈σav〉nχ where
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〈σav〉 is the thermally averaged total cross section times velocity, v, for self annihilation of

χ into lighter particles. When Γ falls below H, the reaction from (1.8) ceases and a relic

abundance of χ remains.

This can be modeled simply by the Boltzmann equation:

dnχ
d t
+ 3Hnχ = −〈σav〉

�

(nχ)
2 − (neq

χ
)2
�

. (1.10)

In this equation, H is the Hubble parameter, (nχ)2 accounts for the depletion of WIMPs due

to self annihilation, and (neq
χ
)2 accounts for the creation of WIMPs from lighter particles.

In thermal equilibrium, the right side of the equation is zero and the number density of

WIMPs is inversely proportional to the volume of the universe. A numerical solution of

(1.10) yields the behavior observed in Figure 1.4. As time increases, the number density

decreases exponentially, denoted by the solid curve, until the epoch of WIMP freeze out,

leaving behind a relic density of WIMPs, denoted by the dotted lines. If such a particle

exists, its present mass density is

Ωχh2 ∼ 3× 10−27cm3s−1/〈σav〉. (1.11)

It is noteworthy that this result is independent of the WIMP mass and depends only on

the self annihilation cross section. Now assume that this new particle has weak-scale in-

teractions. In this case, the annihilation cross section is 〈σav〉 ∼10−25 cm3s−1. By simply

assuming that dark matter interacts at the weak scale , the correct order of magnitude for

dark matter abundance from ΛCDM is predicted. This remarkable coincidence is known as

the “WIMP miracle” [26].

1.3.3 Standard Halo Model

The detection signature of WIMPs will depend on the density of dark matter in the Milky

Way, specifically in the neighborhood of the Earth. Therefore, it is important to have some

understanding of, and develop a basic model for, how WIMPs might be distributed locally.

The simplest assumption is to assume the Copernican principle that the Milky Way galaxy

is similar to other spiral galaxies, which can be studied from the outside. Since cold dark

matter should clump where galaxies exist, it is reasonable to assume there is a clump sur-
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Figure 1.4. The number density of WIMPs plotted against time. As the universe expands
and cools, WIMPs remain in thermal equilibrium and the abundance is Boltzmann sup-
pressed. When the expansion rate of the universe drops below the annihilation rate of the
WIMPs, a relic abundance freezes out and remains as the dark matter, similar to the de-
coupling and freeze out of photons leading to the formation of the CMB. Figure from [26]
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Parameter Description Value

ρχ local WIMP density 0.3 GeV/cm3

vo circular velocity of the sun in galactic frame 220 km/s

vesc galaxy escape velocity 544 km/s

vear th earth velocity 245 km/s

vW I M P mean WIMP velocity 232 km/s

Table 1.2. The Standard Halo Model is the simplest model of the dark matter distribution.
It assumes an isotropic, isothermal sphere of dark matter. Some important parameters of
the model are listed.

rounding the local galaxy. A typical spiral galaxy is theorized to be immersed in a spherical

dark halo, so it is natural to assume the same of the distribution within the Milky Way [26].

The simplest model of the local dark matter distribution is called the standard halo

model (SHM) which assumes an isotropic, isothermal sphere of dark matter that envelopes

the galaxy. A commonly used model has been developed by Navarro, Frenk and White [27],

which incorporates a Maxwell-Boltzmann WIMP velocity distribution in the galactic frame,

truncated at the galaxy escape velocity vesc. Other important parameters of the SHM, such

as WIMP density ρo, are summarized in Table 1.2 [28]. The remainder of this work assumes

the SHM.

This assumption will present a bias on the results because changing the model parame-

ters will change the expected WIMP interaction rate. However, these parameters must vary

by a factor of ∼10 for the effect to be larger than 10%.

1.3.4 Detection of WIMPs

If WIMPs exist, they should be detectable on the earth by searching using one of three meth-

ods. First, direct detection of dark matter requires dark matter to scatter elastically off a

target, depositing energy and producing a detectable signal. WIMP scattering off nuclei and

the detection of axions through the interaction with photons in a magnetic field provide two

such examples. Second, indirect detection of dark matter involves searching for the high

energy particles produced when two WIMPs annihilate. Several experiments, for example,
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Figure 1.5. Dark matter may have interactions with one or more of four categories of
particles: 1.) Nuclear matter detectable; 2.) Leptons; 3.) Photons and other bosons; and
4) Astrophysical probes. These interactions can be detected directly, indirectly, at particle
colliders, or some combination of three. Astrophysical probes are generally studies of the
gravitational effects of missing mass. Figure from [29]

are searching for high energy gamma rays originating from the galactic center as the highest

concentration of WIMPs should exist there. Another example of indirect dark matter detec-

tion is observing the gravitational effects caused by WIMPs on the surrounding astronomical

bodies. Lensing effects used to determine dark matter densities are indirect measurements.

Finally, particle accelerators such as the Large Hadron Collider (LHC) can collide two stan-

dard model particles and create two WIMPs which would be detected as missing energy

with a different signature than neutrino missing energy. These search strategies are shown

in Figure 1.5 [29].

Because the nature of dark matter is complex, multiple methods and searches are used.

To date, no conclusive evidence of WIMP interaction has been observed, so a limit on WIMP

cross section plotted versus WIMP mass is the normal figure of merit to describe sensitivity

and rule out parameter space. An example, discussed in detail below, is shown in Figure 1.6

A subset of these search methods will be described.
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1.3.4.1 Indirect Dark Matter Searches

Indirect dark matter searches do not aim to detect dark matter particles themselves. Instead,

they search for the standard model particles that are produced in the annihilation of two

WIMPs. Signals include photons, neutrinos, or positrons. The Alpha Magnetic Spectrometer

(AMS) experiment [30] is an example of an indirect dark matter search experiment. It

is located on the International Space Station. It is searching for evidence of e+/e− pairs

resulting from WIMP annihilation in the center of the galaxy using a magnet spectrometer.

IceCube [31] is an example of a terrestrial indirect WIMP search. It is a large Cherenkov

detector searching for neutrinos that could come from WIMP scatters. This type of search

is becoming relevant in sensitivity. For example, the Fermi Gamma-Ray Space Telescope

observations of Milky Way satellite galaxies have excluded some thermal WIMP models [29].

1.3.4.2 Particle Colliders

Collider experiments can search for dark matter production in the form of missing energy

following a collision. At the LHC, protons (quarks and gluons) collide at high energies, and

many different particles are produced with various rates. Missing energy coupled with the

correct combination of output particles could be an indication of WIMP pair production. For

example, both ATLAS and CMS at the LHC searched for events containing one photon and

large missing energy [32]. Collider searches can readily create lighter particles, so they are

poised to search for light WIMPs while the direct and indirect searches are more sensitive to

higher mass WIMPs. Also, collider searches are less susceptible to the spin-independent and

spin-dependent challenges that plague direct dark-matter searches, as evident in Figure 1.6.

The left pane shows the spin-independent cross-section limits as a function of WIMP mass.

The current best direct searches (brown, pink) are compared with the collider mono-photon

search. The right pane shows the spin-dependent cross-section limits. Direct searches are

shown in pink, cyan, and black. Note that in both cases, the collider searches have higher

sensitivities at lower masses. This is due to the fact that colliders can readily produce light

particles while direct searches are limited by the detector thresholds. In the spin-dependent

case the collider searches are more sensitive than the direct searches [32].
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Figure 1.6. The current best limits on cross-section and WIMP mass given no conclusive
evidence of WIMP detection from mono-photon collider measurements and direct dark-
matter searches. The left pane shows the spin dependent limits. SuperCDMS and LUX are
currently the most sensitive spin-independent direct dark matter searches. Those searches
lose sensitivity at low WIMP mass due to threshold effects. Collider searches are most sensi-
tive at low WIMP mass because of the machine’s readiness to produce low mass particles.
The right pane shows the spin-dependent limits. Direct dark matter searches PICASSO,
IceCube, and Xenon100 are less sensitive than the mono-photon collider search. A direct
search has limited sensitivity to spin-dependent interactions because all that matters is the
net spin of the nucleus, not the overall number of nucleons. For example, all major iso-
topes of Argon have even number of protons and neutrons, so no net spin for either, thus
direct searches employing Argon have no sensitivity to spin-dependent WIMP interations.
Figure from [32]
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1.3.4.3 Direct Dark Matter Searches

Direct searches for dark matter involve the elastic scattering of WIMPs off a target nucleus.

The detectors all behave in a similar fashion in that they detect nearly any particle that

interacts regardless of the particle type. Thus, they are highly sensitive to backgrounds,

so care must be made for background minimization. Since a WIMP is expected to have

net charge of zero, neutron interactions in a direct dark matter search will be identical to

a WIMP interaction. Charged particle interactions tend to have a different signature, so

discrimination between charged background signals (electron recoils, or ER) and neutral

WIMP interactions (nuclear recoils, or NR) is possible.

Several experimental techniques are used to detect WIMPs directly, and a subset will

be discussed here. The first subset are cryogenic detectors [33]. These detectors contain

semi-conductors such as Germanium or Silicon cooled to sub-kelvin temperatures. Both ger-

manium and silicon have isotopes that are sensitive to spin-dependent interactions, though

the spin expectation values are quite low, making these detectors better suited for measuring

spin-independent interactions. When a WIMP interacts with the target, it deposits a small

amount of energy in the form of heat. A superconductor held at a temperature near its tran-

sition temperature absorbs this heat and goes normal. During the initial energy deposition,

cooper-pairs in the target are freed and swept by an electric field to a charge collector. ER

events have different heat-to-charge ratios than do NR events, allowing for the discrimina-

tion between WIMPs and charged backgrounds. One advantage of this type of detector is

that they have a very low detection threshold to NR interactions, thus giving them a higher

sensitivity to low mass WIMPs. SuperCDMS is one such example of this type of detector.

In terms of direct dark matter searches, SuperCDMS currently has the highest sensitivity to

low mass WIMPs for spin-independent interactions [34], shown in brown in the left pane of

Figure 1.6.

Next, consider dual-phase liquid/gas noble-element detectors. Example targets include

argon and xenon. Argon has no sensitivity to spin-dependent interactions and xenon has

limited sensitivity, so these detectors are also best suited to measure spin-independent inter-

actions. A dual-phase xenon detector is the basis for the work presented here, so detailed
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discussions of this type of detector are in the following chapters. A brief introduction is

presented here. When a particle scatters off the target, in the liquid phase, it excites atomic

electrons, moving them to higher orbital levels. The subsequent de-excitation results in a

prompt scintillation signal. The energy deposition also produces ionization electrons which

are drifted in an electric field and collected. The charge-to-light ratio is different between

ER and NR events, allowing for discrimination between WIMPs and backgrounds [33]. This

type of detector is more sensitive to higher WIMP masses. The Large Underground Xenon

(LUX) detector is currently the most sensitive dual-phase noble-element detector [35], em-

ploying xenon as its target. In the left pane of Figure 1.6, the LUX 2013 result is shown in

magenta. It is more sensitive that SuperCDMS and the collider searches at WIMP masses

above ∼6 GeV.

Finally, consider threshold detectors. In this type of detector, a superheated liquid is used

as the target. By carefully tuning the temperature and pressure, it can be made insensitive

to charged particle energy depositions, a very powerful background rejection technique. A

dense energy deposition, like that from an NR interaction, will provide the necessary en-

ergy for nucleation, creating a bubble. Acoustic sensors detect these bubbles to provide the

incident particle information. A drawback to this type of detector is its sensitivity to alpha

interactions which form a problematic background. Acoustic differences between neutral

interactions and alpha interactions provide rejection. By careful choice of the target fluid,

this type of detector can be well-suited to measure spin-dependent WIMP interactions [36].

PICASSO is one example of a threshold detector [37]. It is poised as a sensitive direct search

for spin-dependent WIMP interactions, shown in Figure 1.6, right pane, magenta. As these

detectors become larger, the sensitivity will increase to be more competitive with collider

searches.

As noted, Figure 1.6 shows the collider search results alongside the best limits from direct

detection searches for both spin-independent and spin-dependent interactions. Of course

this is not the complete picture. Certain experiments ([38–42]) have claimed discovery,

though the observed signal has yet to be corroborated by a different detector technology.
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1.3.5 WIMP Elastic Scattering

Now, consider the direct detection method of searching for WIMPs. The following is a de-

scription of the calculation of the expected WIMP scattering rate in a detector. Assuming

the SHM, a charge-neutral WIMP can scatter elastically off a target nucleus. As indicated

in Table 1.2, WIMPs are non-relativistic and hence, the expected kinetic energy of a nuclear

recoil from a WIMP-nucleus interaction is not expected to exceed ∼100 keV. The measured

WIMP-nucleus interaction rate in such a detector will therefore depend highly on the energy

threshold for detection [43].

In the simplest case where the detector is stationary in the galaxy, the differential scatter-

ing rate, in units of (counts/kg/keV/day), is nominally expected to be smoothly decreasing

with the form [44]

dR
dER

=
Ro

Eor
e−ER/Eo r (1.12)

where ER is the recoil energy, Eo is the incident kinetic energy of a WIMP with mass Mχ , r

is a kinematic factor r = 4MχMT/(Mχ +MT )2 for target nucleus of mass MT , R is the event

rate per unit mass, and Ro is the total event rate. An experiment measures the differential

rate, or left side of (1.12), and the relation allows for a corresponding limit placed on Ro,

for each assumed Mχ . A limit on Ro can be converted to a limit on cross section by assuming

the SHM.

Of course, in reality it is not that simple. The right hand side of (1.12) is not perfectly fea-

tureless but instead depends on several factors. The detector is not stationary in the galaxy

but is actually located on the earth, orbiting around the sun, moving with the solar system

through the galaxy. The detection efficiency of nuclear recoils is different from that of the

background electron recoils, resulting in a relative efficiency factor. The target may consist

of more than one element or isotope. The resulting sensitivity will be different for spin-

dependent (axial) and spin-independent (scalar/vector) interactions. Spin-independent in-

teractions occur when the WIMP scatters coherently off the nucleus, and the scattering rate

∝ A2. For spin-dependent interactions, the scattering amplitude changes sign with spin

direction so that, although the interaction with a nucleus is coherent, when the nucleon

scattering amplitudes are summed, paired nucleons effectively cancel each other out. Only

22



residual nucleons contribute, so a target with an odd number of protons or neutrons is re-

quired to detect axial interactions. And finally, there will be nuclear form-factor corrections

due to the finite size of the nucleus. All of these factors have been treated in great detail

in [44].

In the calculations that follow, the formalism presented in [28] is followed. Because

spin-dependent interactions are out of the scope of this work, concentration will be placed

on coherent spin-independent interactions. Taking into account the corrections listed above,

(1.12) can be recast as

dR
dER

= NT

ρχ

Mχ

∫ ∞

vmin

v f (v)
dσ
dER

d3v (1.13)

where f (v) is the local dark-matter velocity distribution in the detector rest frame, vmin is

the minimum speed the WIMP must have for a nucleus to recoil with energy ER, and the

differential cross section dσ/dER is

dσ
dER

=
1

2v2

MNσn

µ2
ne

( fpZ + fn(A− Z))2

f 2
n

F2(ER) (1.14)

In (1.14), σn is the WIMP-nucleon interaction cross section, µne is the WIMP-nucleon re-

duced mass, and fn and fp parameterize the dark matter couplings to neutrons and protons,

respectively. For simplicity, assume fn = fp, though in specific models this may not be the

case.

The nuclear form factor, F(ER), is modeled as the Helm form factor from [44]:

F2(ER) =
�

3[sin(qR)− qRcos(qR)]
(qR)3

�2

e−q2s2
(1.15)

where q =
p

2MN ER, R =
q

c2 + 7
3π

2a2 − 5s2, c = 1.23A1/3 − 0.60 fm, s = 0.9 fm, and a =

0.52 fm. This model agrees to within a few per cent with more complex parameterizations

available. The dark matter velocity distribution is parameterized as

f (v) =
1
N
(e−v2/v2

o − e−v2
esc/v

2
o ); v < vesc (1.16)

where N is a normalization constant and vo is the circular speed of the sun about the center of

the galaxy. When v > vesc, f (v) = 0. Combining all of these factors together, and assuming
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Figure 1.7. The differential event rate of WIMP elastic scattering off various nuclei, assum-
ing spin-independent interactions. To calculate these rates, the following assumptions are
made: the SHM (Table 1.2) parameter values, Mχ = 100 GeV, and σn = 10−45 cm2. At the
lowest recoil energies, xenon is the most sensitive target, but its sensitivity falls off due to
form factor considerations.

the SHM, the differential scattering rate for various target materials can be compared, shown

in Figure 1.7. These interaction rates, expressed in counts/kg/keV/day, are quite low. For

example, assuming Mχ = 100 GeV, and σn = 10−45 cm2, a 100 kg xenon detector would

expect to observe about 1 event in an entire year. This information clearly shows the large

effect the spin-independent coherence term has on the expected rate: xenon has the largest

nucleus so it is the most sensitive. The decline in rate is more dramatic in xenon than the

other targets due to suppressions from the nuclear form factor. The expected rate, highly

dependent on the model, is used to understand the mass and cross section of the incident

WIMP to quantify its properties.
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Chapter 2

The Large Underground Xenon Detector

The Large Underground Xenon (LUX) detector is used in a direct search for cold dark mat-

ter. It operates as a fixed target of liquid xenon at a depth of nearly a mile underground at

the Sanford Underground Research Facility in South Dakota. In late 2012, the LUX detec-

tor commenced operations, making it the world’s most sensitive direct dark matter search

experiment.

LUX is a dual-phase noble-element time projection chamber using xenon as the target.

Similar types of detectors make use of other noble elements in place of xenon, but they all

work based on the same principles. In this chapter, the principles governing the operation

of a noble element detector will be discussed. The choice of xenon as a detector medium in-

stead of other noble-elements will be motivated. Finally, the LUX detector will be described

in detail.

2.1 Noble-Gas Detectors

A time projection chamber (TPC) employing a noble gas as a detection medium operates

following a basic principle in dual phase operation, and these types of detectors have been in

operation since the 1960s [45–48]. The pressure and temperature are carefully controlled

such that the bulk of the medium is in the liquid phase while a small gas region is maintained.

A particle enters the liquid region (referred to as the target) and scatters elastically off either

a nucleus or an electron. This causes an energy deposition as the target particle recoils,

producing scintillation light and ionization electrons. A uniform electric field surrounding
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the target region causes the ionization electrons to drift through the liquid region toward

the interface between the liquid phase and gas phase. Upon their arrival, another, typically

higher, electric field is employed to extract the drifted electrons from the liquid into the gas

region where they are accelerated, producing electroluminescence light. The set of signals

produced by prompt scintillation and delayed charge collection provides information about

the nature and amount of the original energy deposition.

Additionally, because the ionization electrons drift at a constant speed, the length of the

drift time from the interaction site to the gas region allows for the calculation of the drift

distance. This, together with the information obtained about the location of the collected

charge in the XY plane allows for full three dimensional position reconstruction of events.

With this information, a central, fiducial volume can be considered within the target to

reduce the background signals which occur near the edges of the detector.

2.1.1 The Choice of Xenon

A dual-phase noble gas TPC is a very useful technology for use in the search for WIMP dark

matter. Several detectors utilizing the argon, xenon, and neon are in operation or under

development [36, 49]. These detectors share several common features that make them

ideal for rare-event searches. Because drifting ionization electrons quickly reach terminal

velocity, the length of the drift indicates the depth of the event within the liquid volume.

This information, coupled with the XY location of the collected charge allows for three

dimensional position reconstruction. The scalability is straight forward: in principle, to

have a more sensitive detector all that is needed is a larger container of the target. For these

reasons, this type of detector is an attractive one to build.

There are, of course, many reasons to choose one type of target over another. For exam-

ple, in the scintillation process described in detail in the following sections, Argon detectors

allow for better discrimination between charged and neutral interactions leading to better

background rejection based on a greater separation in the singlet and triplet decay channels

[43]. Argon is also less expensive to procure; however, argon extracted from the atmosphere

contains the 39Ar isotope, which is radioactive with a half-life of 269 years [50]. Given its

trace isotopic abundance, this results in an activity of ∼1 Bq/kg, emitting 565 keV naked
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betas and presenting an internal background to a potential argon detector. To mitigate this,

argon could instead be mined from the earth (where most of the 39Ar has decayed), but this

nullifies the cost savings of choosing argon.

Xenon, in contrast, has benefits that far outweigh its drawbacks, making it a better choice

as a detector medium. Since a WIMP signal is a nuclear recoil with deposited energy in the

few keV range, detection can depend dramatically on the detector threshold. As shown in

Figure 1.7, xenon is the most sensitive material to the lowest energy recoils. This is due to

xenon having a larger nucleus than the other noble gasses, thus a higher spin-independent

coherence term. Xenon has no long-lived radioactive isotopes, so there is no xenon internal

background to overcome. It has a high Z and high density which gives rise to excellent

shielding against external gamma-rays. This allows for the design of smaller detectors with

competitive effective target masses, with very low background rates. Finally, xenon has

isotopes with odd numbers of neutrons, giving it some sensitivity to spin-dependent inter-

actions [43]. Further, as for all noble elements, xenon does not absorb its own scintillation

light, thus enabling the construction of large transparent detectors. It also has very low

electronegativity, which makes it feasible to drift electrons over large distances, provided

that other impurities are minimized. Finally, because of its inert nature, it allows for the de-

ployment of chemical bettering techniques for purification. For these reasons, LUX utilizes

xenon as a target, and xenon will be the focus of this work moving forward.

2.1.2 Xenon Energy Partitioning

A xenon detector is sensitive to any particle that enters its target volume whether the in-

cident particle is charged or uncharged. An interaction involving an electron or gamma

happens via the coulomb force, and was earlier defined as an electron recoil (ER). A neutral

particle interaction, such as that from a neutron or WIMP, occurs via elastic scattering off the

nucleus, defined earlier as a nuclear recoil (NR). ER interactions have different signatures

than NR interactions allowing for the separation of signal (NR) from background (ER). Fig-

ure 2.1 shows the process of energy deposition in xenon, which can occur via one of three

channels discussed below.

First, some energy will be lost to “heat” in the form of kinetic energy imparted to sec-
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Figure 2.1. The response of xenon to an energy deposition. An incident particle can trans-
fer energy as undetectable heat, directly excite xenon leading to scintillation light, or ion-
ize the xenon, producing free electrons. Those free electrons can either combine with the
xenon ions and add to the initial scintillation or escape the interaction site and drift in an
electric field to a charge collector.

ondary nuclear recoils or sub-excitation electrons [51, 52], both of which do not produce

any detectable signal. Due to a difference in track length, for the same recoil energy, the

amount of energy loss from heat differs between ER and NR interactions. This leads to the

definition of two energy scales, keVee and keVnr used to describe the observed energy from

ER and NR events, respectively. Because these energy scales refer to the observed energy,

an ER and NR event of the same incident energy will be observed to have different amounts

of deposited energies. Thus careful calibrations are necessary.

Second, consider the excitation path. When an incident particle causes a recoil, it causes

some amount of direct excitation of atomic xenon, Xe∗. This Xe∗ combines with a ground

state atom Xe to form an excited dimer Xe∗2. The excited dimer is what de-excites and pro-

duces two 7 eV (177 nm) photons as scintillation light. Because an excited dimer produces

the scintillation, the liquid xenon atoms are practically transparent to the photons produced

by the molecular component. These photons will propagate far enough for detection [52].

Finally, the initial energy deposition can ionize the xenon, producing free electrons.
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These electrons have some probability to recombine with the positively charged xenon ions

that are created. Following the chain in Figure 2.1, recombination will lead to additional

scintillation light produced at the interaction site [52]. Light produced at the interaction site

by direct excitation or by excitation following the recombination of an ionization electron is

referred to as the primary scintillation, or S1 signal. The scintillation yield from this process

depends on the presence of an electric field, and its strength.

The ionization electrons that are liberated in the initial recoil have some probability to

escape, even when no electric field is present. In order to collect and measure them, a xenon

TPC has an electric field applied across the target volume. The applied electric field liberates

ionization electrons from the interaction site and drifts them to a charge collector. As one

might expect, the recombination probability decreases as the drift electric field increases.

Mathematically, the partitioning of energy is modeled with a Platzman equation [52] as

Edep = NexWex L−1 + NiWi L
−1 (2.1)

= Ni L
−1(αWex +Wi) (2.2)

α≡ Nex/Ni. (2.3)

In (2.1), Edep is the amount of energy deposited in a single interaction, Nex is the number

of excitons created, Ni the corresponding number of ions, L is the Lindhard factor and Wex

(Wi) the work function, or energy required, for the creation of of excitons (ions). The ratio

of excitons to ions, α, has a theoretical value of 0.06 for liquid xenon [53, 54]. From (2.1),

the number of excitons and ions can be calculated, and from that the actual number of

photons and electrons can also be calculated

Ni =
Edep L

αWex +Wi
(2.4)

Nex = αNi (2.5)

Nγ = Nex + rNi (2.6)

Ne = Ni(1− r) (2.7)
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where r is the same recombination probability mentioned above [55]. Because NR events

deposit smaller amounts of detectable energy, the resulting recoiling xenon atoms tend to

have shorter tracks than those produced by ER interactions. Thus, the recombination prob-

ability for ER and NR events will be different, leading to a difference in the charge-to-light

ratio between ER and NR interactions. This allows for discrimination between backgrounds

(ER) and signals (NR).

Because NR events, as discussed above, involve interactions between heavy, uncharged

particles, they tend to have very short tracks in the target. Because of this, NR events tend

to deposit the majority of their energy in the “heat” channel, thus rendering this energy

undetectable to a dual phased xenon detector. The Lindhard factor, L, is a measure of the

amount of energy lost to heat, in an attempt to reconcile NR energy depositions with the ER

ones. A larger value of L corresponds to a smaller amount of energy deposited as heat. For

ER events, tracks in the target tend to be longer and L is assumed to be 1. For NR events

in this type of detector, and in the recoil energy scales of interest, L ranges between 0.1

and 0.2. As defined above, this leads to the energy scales keVee and keVnr for ER and NR

respectively [55]. Lindhard theory is more appropriate to solid crystal scintillators, and in

order for it to apply to xenon the Hitachi correction is employed [51].

Instead of using the Lindhard factor, many experiments use instead the “effective Lind-

hard Factor,” Le f f , also known as the relative scintillation efficiency, defined as the ratio of

zero-field light yields of ER and NR events as

Le f f =
Nγnr

Nγer

Eer

Enr
. (2.8)

In this relation, the “er” subscript indicates a reference ER, typically chosen to be a 122 keV

gamma. If, for example, the recombination were complete at zero field, one would see

L = Le f f , but neither ER nor NR events undergo complete recombination at zero field [56].

An event schematic in a dual-phase xenon detector is shown in Figure 2.2. All of the

features are apparent: an initial energy deposition leads to primary scintillation (S1) and

ionization. The ionization electrons either recombine and add to the S1 signal, or escape

the interaction site and drift to a charge collector. In this schematic, the collected charge

leads to an electroluminescence signal (S2), also detected as photons. The charge-to-light
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Figure 2.2. An event schematic in a dual phase xenon detector. An incident particle en-
ters the target volume, in this case liquid xenon, and deposits energy. This causes direct
excitation and ionization of atomic xenon. The ionization electrons can recombine at the
interaction site and excite additional atoms. These collective excimers leads to the S1, or
primary scintillation, signal. The ionization electrons that do not recombine will drift in
an electric field to the gas region where they are extracted and accelerated, producing an
S2 or electroluminescence signal.

ratio depends on the incident particle type and energy. Further properties of S1 and S2

signals are discussed in the following sections.

2.1.3 Primary Scintillation

The primary scintillation signal in xenon is generated via two processes. When an incoming

particle enters the target medium, it deposits energy through either direct atomic excitation,

leading to the creation of a dimer in the excited state, or ionization, which produces free

electrons. The free electrons can either escape the interaction site or recombine within a

characteristic timescale O (10 ns), producing excited dimers, similar to those created by
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Singlet lifetime 3.1 ± 0.7 ns

Triplet lifetime 24 ± 1 ns

Recombination Time O (10) ns

Singlet/Triplet - ER from direct excitation (γ induced) 0.17± 0.05

Singlet/Triplet - ER from recombination (γ induced) 0.8± 0.2

Singlet/Triplet - ER from both processes (α induced) 2.3± 0.51

Singlet/Triplet - NR (neutron induced) 7.8± 1.5

Table 2.1. Parameters that affect the shape of the S1 pulse in liquid xenon detectors. The
lifetimes for the singlet and triplet dimer states are listed. The ratios of the number of
excitations in the singlet state to those in the triplet state are also listed for various cases.
ER events corresponding to direct excitation or recombination have different ratios for γ
induced recoils. ER ratios for α interactions and NR ratios are single valued.

direct excitation. These excited dimers exist in either a triplet state or singlet state. The

de-excitation of all dimers produces the total primary scintillation signal, known as S1 [57],

and it can be characterized by three fundamental time constants: the singlet lifetime, the

triplet lifetime, and the recombination time, as well as the ratio of singlet states to triplet

states. These properties for liquid xenon are summarized in Table 2.1. The ratio of the

number of singlet states to triplet states is different for direct excitation and recombination

processes for electron recoils based on experimental data [57] The de-excitation lifetime of

the dimer depends on whether it is in the singlet or the triplet state, given by the decays
1Σ+exci ted →

1Σ+ground and 3Σ+exci ted →
1Σ+ground . The ratio of the number of excitations in

the singlet state to those in the triplet state is dependent on the target medium, recoil type,

electric field, and dE/d x . The S1 pulse is also determined by the recombination time, which

is inversely proportional to the ionization density [57]. The denser a charge distribution,

the easier (and faster) it is for an ionization electron to recombine.

The recombination time constant is the dominant component of the S1 pulse shape when

no electric field is applied, but the presence of an electric field exponentially quenches re-

combination. As the field gets stronger, electrons are more easily stripped away and are less

likely to recombine. Therefore, as the applied electric field goes to infinity the number of
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ionization electrons that recombine goes to zero [58], and the triplet decay time constant

dominates the time structure of S1 pulse shape.

The case of nuclear recoils is different because the high density of ionization results in

rapid recombination, so the recombination time is essentially zero. Thus, the only parameter

necessary to describe the time evolution of the pulse is the ratio of production of singlet and

triplet states.

The ability to discriminate between NR and ER interactions is what makes a xenon de-

tector powerful. Given the differences in the Singlet/Triplet lifetimes for each process as

outlined in Table 2.1, one could imagine performing a liquid-only experiment with no ap-

plied drift field and measuring the falling edge of the S1 pulse shape. Since the singlet

and triplet lifetimes are different, the pulse shape produced by an ER and an NR interaction

would be slightly different; however, in practice, these lifetimes are too similar to adequately

discriminate, so a dual phase detector with non-zero field is used instead.

2.1.4 Electroluminescence from Drifted Charge

The initial energy deposition produces prompt scintillation and ionization electrons. If these

electrons can be collected and measured, discrimination between ER and NR events is pos-

sible. To achieve this, an electric field is applied across the target to drift these ionization

electrons to a charge collector. Rather than collecting the charge with some anode and

charge amplifier, it is simpler to use the properties of xenon to convert the ionization elec-

trons into a proportional amount of delayed scintillation light.

The delayed scintillation, or S2 signal, is produced in a TPC by electrons that have es-

caped recombination, are drifted through the detector volume, and are extracted to a higher

electric field region, where they produce light via electroluminescence. The shape of the S2

pulse, for events originating not near the liquid-gas interface, is roughly Gaussian with char-

acteristic width determined by several parameters: a) the mean free path for electrons to

produce photons in xenon gas, b) the drift velocities in the detector volume drift region and

the electroluminescence region, c) the singlet and triplet state lifetimes, and d) the electron

diffusion in the drift region and the electroluminescence region.

The number of photons produced by electrons in the electroluminescence region is a
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linear function of electric field per unit density, also known as the reduced field, according

to [59]

nph

x
=
�

0.140
Ee

N
× 1017 − 0.474

�

× N × 10−17. (2.9)

In (2.9), nph is the number of photons produced per ionization electron, x is the distance

traveled by the electron in cm, Ee is the electric field given in V/cm and N is the number

density of the gas in atoms/cm3. The distance traveled by the electron, x , is understood

to be the mean free path of the electron to produce one photon in the electroluminescence

region.

The ionization electrons in the drift region propagate along the direction of the electric

field, and quickly reach terminal velocity (vdri f t) due to collisions with xenon atoms [60–62].

Upon extraction into the electroluminescence region, the electric field typically increases.

They collide with xenon atoms, deposit energy, and are re-accelerated. In the case of liquid

xenon as the DR, there are two established empirical models for drift speed [60, 61].

In a manner similar to the S1 process, the S2 pulse is generated via the direct excitation

and subsequent de-excitation of the xenon. The de-excitation contains a singlet and a triplet

component, with characteristic time constants. The average singlet decay time constant is

5.88 ± 5.5 ns and the triplet decay time constant is 100.1 ± 7.9 ns [63–72]. The triplet

lifetime and singlet lifetime in gas are different than in liquid. There is no large consistency

between these measurements except for the 100 ns triplet lifetime.

Ionization electrons that drift in a TPC will experience diffusion in three dimensions:

the longitudinal (parallel to the direction of drift) and the transverse (perpendicular to the

direction of drift) diffusions. The transverse diffusion is rotationally-symmetric about the

longitudinal axis. The resulting electron cloud is an ellipsoid with minor axis along the

direction of drift. The diffusion can be described as [73]

σL =
p

2DL∆t (2.10)

σT =
p

2DT∆t (2.11)

∆t =∆z/vdri f t (2.12)
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where, σL and DL (σT and DT ) are the longitudinal (transverse) diffusion width and con-

stant respectively, ∆t is the drift time, and∆z is the longitudinal drift distance. Transversal

diffusion in the drift region has no first-order effect on the shape of the S2 pulse, which is

mostly determined by the temporal (hence longitudinal) distribution of electrons. In fact,

the transverse diffusion is smaller than the position resolution of a typical TPC [74–76]. The

longitudinal diffusion in liquid xenon is an order of magnitude smaller than transverse, but

it has a critical effect on the S2 shape because it dictates when the electrons are extracted

from the liquid into the gas. Both longitudinal and transverse diffusion in gas have a neg-

ligible effect on the S2 pulse shape as long as the ∆z of the event is large. The following

reasons describe why: a) the atomic density is much lower, b) the electric field in the gas

region is much higher leading to a smaller value of ∆t in (2.10), c) the drift distance in the

gas is smaller than in the liquid, and it is identical for each event.

The S1 and S2 pulses are the result of complicated physics. To assist in the understanding

and to accurately simulate the physical detector, a software model to simulate these pulse

shapes incorporating the features described above was developed. This model is described

in more detail in subsequent chapters.

2.2 The LUX Detector

LUX is a dual phase xenon time projection chamber with 370 kg of liquid in the active vol-

ume. The detector was assembled completely on the surface, with construction completed in

summer 2011. After a proof-of-concept operational run on the surface, LUX was transported

underground, in a hermetically sealed fashion, in July 2012. Underground deployment and

detector commissioning began in earnest and continued through spring 2013. The first

science run was completed in summer 2013, and a first result was published in early 2014.

LUX operates in a fashion similar to that described in the sections above, with the ability

to discriminate between ER and NR events. It is a counting experiment sensitive to nearly

any particle interaction but searching for a rare process. The standard way to discover new

physics with this type of detector is to minimize and completely understand all interactions

of known processes. In principle, the design goal is one where zero signal (NR) events from
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backgrounds are observed during the rare event search. Therefore, any signal observed

should be the result of some new phenomenon, for example elastic scattering of WIMPs off

nuclei. For this reason, the background signals in LUX must be minimized.

2.2.1 LUX Design Goal

The goal of LUX is to be sensitive to WIMPs with spin-independent cross-sections of 2 ×

10−46 cm2 in the ∼100 kg fiducial volume of the detector. This corresponds to an expected

WIMP rate of 0.5 events/100kg/month. This requires that over the 90 day WIMP search

period, zero WIMP candidate events can be due to a background interaction. Primary

sources of backgrounds are ER events from γs that leak into the WIMP search band and

NR interactions from neutrons. Based on past experiments’s successes [77, 78], LUX is de-

signed to reject 99.3 - 99.9 % of ER events assuming a 50% acceptance of NR events. This

powerful rejections leads to a goal for γ and β rates in the fiducial volume of < 8 × 10−4

events/kg/keV/day. An overview of LUX deployed in the underground laboratory is shown

in Figure 2.3

2.2.2 Background Mitigation

To achieve the desired sensitivity of LUX, ER and NR background interactions must be min-

imized. If LUX was operated on the surface of the earth, it would be perpetually saturated

due to interactions with cosmic ray muons. To mitigate these interactions, the detector is

operated deep underground at the Sanford Underground Research Facility in Lead, SD. The

underground facility shields LUX with 4850 ft, or 4300 m.w.e. (meters of water equivalent),

of rock overburden. This stops all but the highest energy muons from reaching the detec-

tor. The simulated flux of muons that could interact with the active volume is 4.4 × 10−9

cm−2s−1 [79]. These particular high-energy muons can interact directly in LUX, adding to

the ER background, or interact with the rock in the underground cavern producing spalla-

tion neutrons which could produce additional NR backgrounds.

Spallation neutrons are not the only source of background from the cavern rock. The

measured 238U (232Th) levels in the surrounding rock is 0.16 (0.20) ppm or 2 (0.8) Bq/kg.

Potential ER and NR backgrounds from these sources are mitigated by deploying the LUX
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Water tank

Cryostat

Source tubes

Breakout cart
Thermosyphon

Figure 2.3. A drawing of the LUX detector as deployed in the underground laboratory.
The active volume of the detector, contained within the cryostat, sits within a 76,000 gal-
lon (300 tonne) water tank which shields it from ER and NR backgrounds from natural
radioactivity in the surrounding rock and spallation neutrons produced by cosmic ray neu-
trons. The thermosyphon provides the cooling power to liquify the xenon, thus producing
the target. The breakout cart provides a dry connection between the front end electronics
and the detector, located 16 feet below in the water tank.
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detector within a 76,000 gallon water tank, shown as part of Figure 2.3. The LUX shield is

7.6 m in diameter and 6.1 m tall. The water shield reduces the external backgrounds such

that the dominant background source is associated with intrinsic radioactivity of internal

detector components.

Furthermore, the water shield is an active muon veto. Only the highest energy cosmic

ray muons will penetrate to the depth of the underground laboratory. Per simulations, these

muons have an average energy of 321 GeV and are traveling nearly radially inward [79].

Therefore, if such a muon were to enter the LUX water tank, it would produce approximately

200 Cherenkov photoelectrons in the 20 ten inch photomultiplier tubes (PMTs) deployed

within the water tank. The interior of the tank is also lined with tyvek sheet material, as it is

highly reflective of the Cherenkov radiation. The combination of the PMT coverage and the

reflectivity of the tyvek leads to > 90% efficiency in tagging and rejecting events that result

from cosmic ray muons. A photograph of the Cherenkov water shield under construction is

shown in Figure 2.4.

The final type of background to mitigate results from intrinsic radioactivity of internal

detector components. Every material has some intrinsic amount of U/Th/K, and a material

screening program to measure these internal contaminations is used to carefully select the

most radio-pure materials. Highly sensitive gamma-ray-spectrometers are used to measure

the rates of long-lived radioactive impurities within the detector materials. These levels are

cataloged and included in the LUX simulation to ensure that the background goals outlined

above are achieved. A further discussion of the material screening program and subsequent

background model is found in detail in Chapter 4.

2.2.3 Detector Internals

The design of the LUX detector is conceptually simple. It is essentially a large, cylindrical

container filled with liquid xenon. Of course, it is technically much more complicated, and

these aspects are described.

2.2.3.1 Cryogenics

As a dual phase detector, LUX must operate at a temperature and pressure that allows for

xenon to be present in both the liquid and gas states. Furthermore, according to (2.9), the
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Figure 2.4. The interior of the LUX water shield. Tyvek panels are being applied to the
sides and top of the tank as this material is highly reflective of the Cherenkov photons
that are produced when a high energy muon enters the water. 20 ten inch photomultiplier
tubes complete the veto system.
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Density Tensile Strength 235U 232Th 40K

(g/cc) (MPa) (ppb) (ppb) (ppm)

Titanium (CP1) 4.5 434 < 0.2 <0.4 < 0.2

Stainless Steel 8.03 860 0.17 0.57 3

Copper 8.94 220 < 0.035 < 0.063 < 0.12

Table 2.2. Properties of three common materials used to build rare-event search experi-
ments, such as LUX. Titanium is an attractive metal given that it is less dense than both
stainless steel and copper, and it is a stronger metal than copper. It also contains lower
levels of intrinsic radioactivity. All measurements quoted are from direct gamma ray spec-
troscopy using a Germanium detector. Data from [80, 81].

number of scintillation photons produced is directly proportional to the number density of

the medium. Thus, as the pressure increases, the number density increases, and the denser

medium leads to more scintillation light. To maximize the scintillation light, LUX xenon

pressure was 2 atm, corresponding to a temperature of ∼165 K.

This temperature and pressure are maintained using a cryostat, which consists of two

nested vessels built from radio-pure materials. Standard practice in the field has been to

construct the vessels from a combination of copper and stainless steel. Copper stock can be

obtained that has very low levels of intrinsic radioactivity, but it is very malleable. Stainless

steel, on the other hand, tends to contain higher levels of radioactivity, but it is stronger. LUX

was the first such experiment to use titanium to construct the cryostat vessels. Titanium is

less dense than both steel and copper, and it is stronger than copper. LUX was able to obtain

enough titanium stock (∼325 kg) with low levels of intrinsic radioactivity with which to

build the vessels. Select material properties of titanium, copper, and stainless steel are

listed in Table 2.2. Following conventional design, the cryostat vessels are separated by a

vacuum space to ensure no thermal conductivity between the inner vessel and the outer

vessel. This allows for the careful control of the temperature. The nested cryostats, along

with other features, are shown in Figure 2.5. The inner vessel serves as the xenon space. It

is a 39.75 inch tall, 24.25 inch cylinder with a dome welded to the bottom and a 27.75 inch

flange welded to the top. The only thermal contact between the inner vessel and the outer
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Top thermosyphon Feedthroughs

Anode and electron
extraction grids

Xenon recirculation
and heat exchanger

300 kg active liquid xenon

Cathode grid

Photomultiplier tubes

Titanium cryostats

PTFE reflector panels

Bottom thermosyphon

Figure 2.5. The main features of the LUX cryogenics system with some additional infor-
mation about the internal detector components. Stable temperature control is allowed
because of the titanium cryostats. The thermo-syphon system (top and bottom shown)
provides the cooling power necessary to maintain the liquid xenon temperature. The tar-
get liquid is contained within the inner titanium vessel and is surrounded by teflon panels
used to reflect the ultraviolet scintillation light to the PMT arrays. The anode and cathode
grids provide the electric field that drifts the ionization electrons to the top of the active
volume where the electroluminescence occurs.

vessel occurs at three feedthroughs which allow for instrumentation cables to penetrate the

active volume.

The boiling point of xenon is higher than that of nitrogen. Hence, liquid nitrogen is used

in conjunction with thermal impedances to maintain the temperature of the liquid xenon.

A thermo-syphon system is used to deliver the liquid nitrogen cooling power to the xenon.

A thermo-syphon consists of a sealed tube with some amount of nitrogen gas. At the top,
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the tube is immersed in a liquid nitrogen bath. This condenses the gas inside, making it

heavier. Gravity pulls the condensed gas to the bottom of the tube which is attached to

the detector. The warm detector transfers some heat to the thermo-syphon, causing the

condensed nitrogen gas to evaporate and rise back to the top where the process repeats. In

this way, heat is effectively wicked from the detector. Each LUX thermo-syphon is capable

of delivering ∼500 W of cooling power, and four thermo-syphons are attached: One each

at the top and the bottom, and two along the sides.

2.2.3.2 Time Projection Chamber

The LUX TPC is a dodecagonal plastic structure contained within the inner titanium vessel

enclosing the target volume. The internal structure of the TPC, shown in Figure 2.6, is fully

supported by hanging from the upper titanium dome that mates with the inner titanium

vessel. Because of radio purity concerns (see Table 2.2), the main structural material used

in the construction of the TPC is copper, as is evident in Figure 2.6,. The copper used is

C101 oxygen free high thermal conductivity (OFHC) grade material. This ultra-pure copper

contains low levels of intrinsic impurities making it an ideal material to use near the target.

There are four main pieces of copper. Working from the top, the uppermost piece is

mounted directly to the inside of the titanium dome. It is a 55 cm diameter disk that is 5 cm

thick. It connects to the top thermo-syphon to provide cooling power directly to the xenon.

Since copper is a high-density material, it also serves as a shield from gammas. Finally, all

other components hang directly from this piece of copper via six titanium straps.

Next, 15 cm below the top gamma shield is the top PMT array. This copper piece con-

tains 61 holes arranged in a honeycomb patters to support the 61 PMTs in the top array. The

exposed copper surface facing the target, in the space between PMTs, is covered in polyte-

trafluoroethylene (PTFE) material to aid in the reflection of scintillation light to the PMTs.

The bottom PMT array, located at the lower end of the active region, is a mirror image of

the top array.

The bottom piece of copper acts as a gamma shield as well. It has a rounded bottom

designed to fit into the domed structure at the bottom of the titanium vessel, which also

serves as a xenon excluder by filling up most of the available volume. Otherwise, this space
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Figure 2.6. The internal structure of the LUX TPC. The gamma shield connects directly
to the top thermo-syphon, and the remainder of the internal structures hang from it. The
top and bottom PMT arrays contain 61 PMTs in copper support structures. The PTFE
reflectors provide > 90% reflectivity to the ultraviolet scintillation light. From bottom to
top, the grids are: 1.) Bottom PMT shield; 2.) Cathode; 3.) Gate; 4.) Anode; 5.) Top PMT
shield.

would be filled with inactive liquid xenon, which would have been a waste of this expensive

material and may also have been a source of spurious scintillation signals. The bottom

gamma shield also acts as a thermal sink as it is connected directly to the bottom thermo-

syphon.

Between the top and bottom PMT shields is open space. This is the active region of the

detector and is filled mostly with liquid xenon. The active region is surrounded by twelve

PTFE panels, giving the interior its dodecagon shape. PTFE is chosen because it is highly

reflective to ultraviolet xenon scintillation light. The PTFE also acts to support the field

shaping rings, discussed below.

In order for the active volume to be a TPC, an electric field must be applied. This is

accomplished via voltages applied to five grids of thin wires spaced throughout the volume.
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First, the top and bottom most grids, referred to as the top grid and bottom grid, contain

206 µm wire spaced 1 cm apart. These grids are placed 2 cm from the top and bottom PMT

arrays to shield the photocathodes from the high voltages that are applied to the other grids.

Optically, these grids are 98% transparent and thus allow for efficient light collection.

Located 4 cm above the bottom grid is the cathode. It contains the same 206 µm wire

spaced 5 mm apart, giving it 96% transparency. The cathode and bottom grid are mechani-

cally designed such that 100 kV could be applied to the cathode (with bottom grid at ground)

and neither grid would experience any mechanical issues. During the initial science run of

LUX, various issues limited the applied cathode voltage to be −10 kV.

The liquid surface, maintained by the weir, is nominally 49.5 cm above the cathode.

Mounted 5 mm below the liquid surface is the gate grid. This grid uses 50 µm wires spaced

5 mm apart, giving it a transparency of 99%. Its purpose is to allow the drift field in the

liquid to be different than the electron extraction field in the gas. It operated at -1 kV, so

the drift field was 181 V/cm. Based on this drift field drift distance, the drift speed of an

ionization electron is 1.5 mm/µs and the maximum drift time is 330 µs.

To ensure straight field lines pointing from the gate grid to the cathode, copper field

shaping rings spaced 1 cm apart were placed from the cathode to the gate behind the PTFE.

A resistor chain between the cathode and gate fixed the voltage of each field ring, with

adjacent rings having a 1 GΩ resistor between them.

The distance between the gate and anode is 1 cm. The anode is mounted 4 cm below

the top PMT shield in the gaseous xenon. It is constructed as a mesh of 30 µm wires spaced

0.5 mm apart, giving it a transparency of 88%. The voltage applied to the anode was 3.5 kV,

so the field that extracted the electrons from the liquid into the gas was 6 kV/cm. The 1 cm

spacing between these two grids defines the electroluminescence region.

See Chapter 5 for a detailed discussion of the ER and NR discrimination capabilities from

calibration sources.

2.2.3.3 Gas Handling

The LUX gas handling system is designed for the continuos circulation of xenon for the

removal of electronegative and molecular impurities which decrease the charge and light
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collection efficiencies of the detector. The main purification is achieved in the following

way: 1.) Liquid xenon at the liquid-gas interface flows into a weir. From the weir the liquid

travels through a series of heat exchangers, emerging through the detector as a gas. The

gas flows through a commercially available SAES MonoTorr heated getter, which removes

the impurities. The gas re-enters the detector, passing through the heat exchangers, which

liquify it. The purified liquid then enters the detector at the bottom. Gas flow of 50 SLPM

(420 kg/day) is achieved via a diaphragm pump.

The fluid path through the heat exchangers is shown in Figure 2.7. At the top of the active

region, the liquid spills over the weir into the reservoir, fixing the liquid level. The reservoir

is designed to allow for temperature and circulation rate variations that otherwise would

affect the liquid level. Upon leaving the reservoir, the liquid flows into the evaporator side

of a dual-phase heat exchanger and evaporates. This gas then flows through a single phase

(gas) concentric tube heat exchanger and leaves the detector at nearly room temperature. At

the same time, room temperature gas is flowing in the opposite direction through the single

phase concentric tubes and is transferring heat with the outgoing gas, beginning the cooling

process. Next, this cool gas enters the condenser side of the dual-phase heat exchanger and

condenses. This system has been demonstrated to work at greater than 94% efficiency [82],

considerably reducing the required cooling power.

The gas handling system also allows for the injection of several calibration sources into

the active region of the detector. 83mKr and methane with a small amount of 3H added are

introduced in small quantities as warm gasses into the circulation path after purification.

The amount of calibration gas that mixes with the xenon gas of course defines the final

activity of the source in the active volume. The calibration gas is carried by the xenon

through the heat exchangers to enter the active volume with the liquid xenon. It quickly

diffuses through the entire liquid volume, providing an internal calibration source. See

Chapter 5 for a more detailed discussion of these sources.

2.2.3.4 Electronics and Data Acquisition

LUX uses two arrays, each consisting of 61 PMTs, to detect the scintillation light. The PMTs

are housed in the copper holders described above and arranged in a honeycomb pattern.
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Figure 2.7. The internal circulation system in LUX. The liquid spills over the weir into the
reservoir. This allows the liquid level to remain constant if fluctuations in circulation rate
and temperature occur. Upon exiting the reservoir, liquid flows into the evaporator side of
the dual-phase heat exchanger. It transfers heat with gas entering the condenser side and
leaves the detector as a gas. The gas is purified and returned, where it is condensed in the
condenser side of the dual-phased heat exchanger and re-enters the active region at the
bottom.

This PMT, the 2 inch Hamamatsu 12-stage R8778, was developed specifically for operation

in liquid xenon. It has a photocathode that is sensitive to the 175 nm scintillation light

and has a relevant quantum efficiency of ∼33%. Operating at ∼ −1400 V, the gain of the

PMTs is 3.3×106, with∼34% pulse-to-pulse variation in that gain. The PMTs are cabled with

coaxial cable designed for operation in cryogenic systems and are heat-sunk to prevent liquid

disturbances (bubbles). Each cable is 10 m long, ensuring all signals have the approximately

the same level of attenuation and equal transit time.

The signals from the PMTs are then read out by the LUX electronics chain. The design

goal of the LUX electronics was to resolve > 95% of the single photoelectrons in any PMT

from a fluctuation in the baseline noise. The analog chain provides two stages of amplifica-

tion before digitization.

The first, the preamplifier, is located as close to the detector as possible (10 m of cable
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between PMT and amplifier). It contains a single integrated circuit design that provides a

gain element between the xenon space and the lab. The nominal voltage gain of ×5 can

be reduced by a factor of 10 using a selectable voltage divider at the input. The operating

voltage is provided by the postamplifier.

The output of the preamplifier is sent through 42 feet of 50Ω coaxial cable to the postam-

plifier. The postamplifier, assuming the nominal PMT gain above, fixes the single photoelec-

tron pulse height at 4 mV [83]. The pulses are shaped by a 4-pole Bessel filter with cut off

frequency of 60 MHz. The postamplifier splits the input signal into two, sending one to the

digitizer and one to the trigger.

The signals are digitized by 16 Struck 8-channel Fast ADC modules at 100 MHz with 14

bit resolution. Each has 2 × 128 k sample dual memory banks that allow for acquisition

on one bank while the other is transferring data to storage. The boards are connected to

a VME bus capable of transferring data at 80 MB/s. The firmware was developed by LUX

to operate in Pulse Only Digitization (POD) Mode, such that only pulses that go above a

predetermined threshold are digitized, drastically reducing the data storage required [83].

Individual PMT channels produce PODS, and the entire time window of interest, summed

together, is a referred to as a SumPOD.

The trigger uses the pulse shape information of the PMT signals to select potential dark

matter events and reject background events. It can differentiate between narrow (S1-like)

and wide (S2-like) pulses. Decisions can be made by looking for narrow pulses, wide pulses,

or a combination of both types of pulses within a time region. The system uses two 14-

bit, 64 MHz, 8-channel digital signal processors. Data are shared between these signal

processors and the trigger builder where the decision is made. If the trigger decides an

event is interesting, it sets a flag in the Struck digitizer; however, all data, regardless of

trigger flag, are digitized and written to disk.

An event is defined as a 1 ms window in the time stream where an S2-like pulse was

detected by the trigger. After acquiring an 8-hour dataset, the trigger information is used to

group the PODs and SumPODs into these event windows. By definition, the event window

contains 350 µs of time before the S2-like pulse (the maximum electron drift time from the
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S1) and 650 µs of time after the S2-like pulse (to ensure all multiple scatters are accounted

for).

The detector and data acquisition systems were designed to work as described above.

The actual operation and performance is described in detail in Chapter 6.

2.2.4 LUX Construction

The LUX detector was designed to be fully constructed on the surface and transported un-

derground as a completed unit. The surface construction of the xenon space occurred dur-

ing a nine month time period that ended in summer 2011. This assembly took place in

a clean room to keep as much contamination (dust) out of the xenon space as possible.

Dust contamination would act to reduce the charge and light collection efficiencies. After a

proof-of-concept operation period on the surface to fully test the detector systems and their

respective operation within a water tank, the xenon was removed and the inner vessel was

evacuated and the transportation procedure was begun.

2.2.4.1 Detector Transport

LUX was intended to operate within a water shield. This makes instrumenting the detector

difficult because electronics and readout systems must remain dry. The solution is to connect

the detector to the electronics systems via three 16 feet long 4 inch diameter stainless steel

umbilicals. These umbilicals acted as extensions to the xenon space, thus extending inactive

gaseous xenon all the way out of the tank. The complete assembly of the detector, including

electronics connections through the umbilicals was completed on the surface.

The detector, loaded onto a transport cart and connected to the instrumentation break-

out, was moved as a hermetically sealed unit from the surface assembly location to the

underground laboratory. To protect the exterior surfaces and keep them clean, the trans-

port unit was packaged in plastic and foam. Figure 2.8 shows the unit ready for transport

in the surface facility. The left is the detector loaded onto the cart and the right is the in-

strumentation breakout. The connecting umbilicals are visible. To move the unit from the

surface facility to the elevator taking it underground, it was carefully transported approxi-

mately 1000 feet outside and up a slight incline on a fork lift. A photograph of this is shown

in Figure 2.9. The fork lift ensured the acceleration of the detector never exceeded gravity
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Figure 2.8. The LUX detector is packaged and ready to leave the surface facility. On the
left is the detector on its transport cart, and on the right is the instrumentation breakout.
The three umbilicals are visible. Everything is packaged in plastic and foam to keep dust
off. Photograph by Jeremy Mock.

(no extra force was applied) and the tilt was never more than one degree from horizontal.

Thus the thousand feet took approximately two hours to traverse.

Once in the elevator building, the detector was loaded onto "air skates." When highly

pressurized air is applied, the unit essentially hovers and can easily be pushed. This allows

for high maneuverability which was required to negotiate some of the tight tunnels under-

ground. The unit, floated on air, was pushed onto the elevator and began its decent down.

A trip that normally takes ten minutes was slowed down to take almost two hours. Upon

reaching the underground level, it was pushed on the air skates all the way to the under-

ground laboratory where it was unpackaged. Figure 2.10 shows the detector being pushed

with the air skates. The yellow hose carries highly compressed air from a compressor to the

control panel, visible on the right of the photograph. The red hoses carry the compressed

air from the control panel to the individual air skate units. The metal sheets on the ground

were necessary to ensure a flat, continuous surface to hover on.
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Figure 2.9. The LUX detector and instrumentation system, attached as a unit, are being
transported from the surface assembly facility to the building where they will be loaded
into an elevator to go underground. During this 1000 foot trip, the unit never experienced
any external forces (except gravity) and was never tilted more than one degree from the
horizontal. Photograh by Matt Kapust.

2.2.4.2 Underground Installation

As soon as LUX arrived underground, work began to install and commission it for WIMP

search. The detector, which weighs ∼2750 pounds, needs to be lowered into the center of

the water tank so the systems can be commissioned. Due to inadequate overhead clearance,

the detector needed to be lowered in stages with additional infrastructure built above it with

each stage. Three such stages were required. The first such stage is shown in Figure 2.11.

Here, the support ring is being installed. The support ring allows LUX to be suspended

one meter below any other infrastructure material, keeping as much radioactivity away as

possible. Above the support ring, a tower was contracted in two stages. The cryogenic

systems were installed on this tower as it was constructed, as only the xenon systems were

built and sealed on the surface. The tower needed to support the weight of the detector

until it was in its final assembled position when the weight was transferred to the stand,

mounted inside the water tank. The final assembled system is shown in Figure 2.12. Once
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Figure 2.10. The LUX Detector arriving underground and being pushed on the air skate
system. Compressed air, carried in the yellow tube to the control panel, visible on the right
of the photograph, pushed down from seven "air skates" that LUX rested on. This caused the
transport unit to hover, and it could be pushed, providing the maneuverability necessary to
negotiate the tight underground tunnels. The sheet metal visible on the ground provided
a smooth, continuous surface for the air to push against. Photograh by Matt Kapust.

the assembly was complete, all the systems were integrated together over a period of several

months. The commissioning was completed in early 2013. After cooling the detector and

condensing the target xenon, the science run began in spring 2013.
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Figure 2.11. Due to overhead clearance constraints, the detector needed to be lowered
into the tank in three stages. After each stage, additional infrastructure was built above.
Here, the support ring is being installed. The detector hangs one meter below the support
ring, and all other infrastructure is mounted above it. This minimizes the material close to
the detector. Photograh by Jeremy Mock.
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Figure 2.12. The LUX detector installed in the water shield. The weight is fully supported
by the detector stand, the large structure mounted to the floor of the tank. The detector
hangs from the support ring. Above the support ring is the infrastructure that delivers
cryogenics and circulation systems. The tube in the background guides calibration neu-
trons into the active volume (discussed in later chapter). The scientist in the photo is the
author, Jeremy Mock. Photograh by Matt Kapust.
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Chapter 3

Modeling and Simulating LUX

The LUX detector is a complex amalgamation of systems designed to search for a rare pro-

cess. To fully understand the integration of these systems, a full and accurate simulation is

useful and necessary. The two main goals of a simulation of LUX are: 1) to model the pro-

cesses underlying the response of the detector to the passage of particles and 2) understand

the properties and efficiencies of the detector, which lead to the formation of measurable

quantities and recorded data. To achieve these goals, two software packages were devel-

oped. The latter goal is addressed by the LUXSim package, which builds an accurate model

of the detector in software, and the former is handled by the Noble Element Simulation

Technique (NEST) package, which accurately simulates the complex scintillation physics in

a noble element such as xenon. Both of these are discussed below.

3.1 LUXSim

The standard high energy physics simulation package, developed at CERN, is called Geant4,

a toolkit for the simulation of the passage of particles through matter [84, 85]. Geant4 has

been expanded to include low energy nuclear processes, thus making it useful for rare event

searches like LUX. In the typical Geant4 framework, the primary particles are generated

separately from the active detector components, providing a clear distinction between the

beam and the hardware used to measure the beam. Because LUX is searching for a very

rare process, recording simulated data only from active detector components is not enough

as passive components can have effects on the low energy depositions as well. The LUXSim
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package [86] was developed to allow all detector components to actively engage in the

energy deposition and subsequent photon propagation processes.

To accurately simulate LUX, a complete and accurate model of the detector geometry

and an inventory of physical processes is necessary in code. Geant4 allows one to import

schematic drawings of systems to build a geometry file, but this is not the approach used

in LUXSim. Rather, each component is built from a library of materials. This means each

component can have an arbitrary number of radioactive sources attached to it, a necessity

given that large sources of background are the detector materials themselves. It also allows

for components to be shaped in as-built configurations, which can differ from the designs.

A LUXSim rendering of the detector geometry is shown in Figure 2.6. This design should

be compared to Figure 2.5, the design concept. Nearly all features are included, such as

the PMTs, reflectors, teflon walls, copper shields, field shaping rings, internal circulation

components, titanium cryostats, wire grids external detector stand, water tank components,

water, and cavern rock. The grids wires are each individually built because the transmission

of light changes with the photon angle of incidence, and individual wires prove to be a more

accurate model than a semi-transparent membrane.

In addition to the radioactivity levels, each material also has many other properties de-

fined by the simulation. For example, optical properties must be defined for each material,

since both the light and charge signals are measured via scintillation (S1 and S2). Since

individual energy depositions can be quite small, LUXSim must be able to handle light

propagation and collection down to the single photon level. Optical properties of liquid

xenon have been studied [88], and these have been included in the simulation. Some opti-

cal parameters, such as the absorption length, must be carefully estimated. Because xenon

is transparent to its own scintillation light, loss mechanisms are dominated by interactions

with impurities within the xenon. The levels of impurity are not necessarily constant as the

getter is continuously removing them, so a conservative estimate of 100 m is used [86] for

the photon absorption length.

As described in the previous chapter, LUX uses two banks of PMTs to measure the scin-

tillation light. The PTFE reflectors that line the active volume serve to channel scintillation
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Figure 3.1. A rendering from LUXSim of the LUX detector. Note the major components of
LUX are included in the simulation. Compare to Figure 2.5. Figure from [87]

light to the PMTs. The reflectivity of PTFE must be included in LUXSim to accurately sim-

ulate photon propagation through the volume. Measurements from [89] suggest that the

reflectivity of PTFE is 100% diffuse at normal incidence, but has a specular component

which increases with the angle of incidence.

In order to simulate the background rate, LUXSim uses and extends built-in Geant4

methods for placing radioactivity within the active volume or within detector components.

Individual isotope decay information is imported from the Evaluated Nuclear Structure Data

Files (ENDF) [50]. Decay generators that are included in the LUXSim package include

AmBe, 252Cf, 83mKr, lithium neutron generator, muon and spallation neutrons, 210Pb, 226Ra,
222Rn, a WIMP generator, activated 129mXe and 131mXe, and the uranium and thorium decay

chains. These specially modified generators are used to model the background spectrum.

For calibration purposes, a user can put any isotope anywhere in the detector and the ap-

propriate ENDF decay information is used.
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Geant4 provides an excellent framework for building the LUX detector and handling

energy deposition and scintillation photon propagation, as well as record keeping. It does

not, however, offer a built-in method for handling dual phase xenon detectors. The physics

of xenon scintillation is not included in any physics list, and the charge yield is highly de-

pendent upon the applied drift electric field, a property that Geant4 does not take into

account. To handle this more advanced physics, the Noble Element Simulation Technique

(NEST) [55] software package was developed as an additional library for Geant4.

3.2 Noble Element Simulation Technique

The Noble Element Simulation Technique (NEST) software package [55] was developed as

a set of additional libraries for use with Geant4 to simulate the scintillation, recombination,

and electroluminescence properties that occur when a particle interacts in xenon. NEST

uses energy-dependent and electric field-dependent models to determine the scintillation

and ionization yields for both electron and nuclear recoil events, as well as a recombination

model vetted against all known available experimental data. In this section, the models

used in NEST are described.

3.2.1 Scintillation and Charge Yield

When a particle deposits energy in liquid xenon, it produces scintillation and ionization

electrons, which are detectable, and thermal radiation which is undetectable. The number

of scintillation photons produced, Nγ, is given by (2.6), and the number of electrons, Ne, by

(2.7). Because any energy that is deposited as heat is modeled by the Lindhard factor, it is

generally assumed that Nγ and Ne are perfectly anti-correlated. The relationship between

the two is completely dependent upon r, the recombination probability. The recombination

probability is known to be a function of the energy loss per unit length (dE/d x) and the

applied electric field [90].

Doke et al. [91] derived a scintillation yield model for liquid xenon from Birks’ Law.

NEST uses a similar approach but models the recombination probability instead. This sep-

arates the scintillation yield into two constituent parts: the light from direct excitation and

that from recombination. It is useful to express the recombination model in a piecewise
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way dependent upon the track length of the incident particle. “Long” tracks are defined to

be those that are longer than the mean ionization electron-ion thermalization distance of

4.6 µm [92]. For long particle tracks, typically resulting from higher energy depositions,

a modified Birks’ Law is used to model the recombination probability. In this formalism,

electron-ion pairs are arranged in a long cylindrical pattern. The NEST recombination model

for long tracks is

r =
AdE

d x

1+ B dE
d x

+ C (3.1)

C = 1− A/B. (3.2)

A, B, and C are the model parameters that are tuned to fit the available data. The first term in

(3.1) represents recombination that occurs when an ionization electron is captured by an ion

other than its parent, known as volume recombination. The second term represents Onsager

recombination, or those ionization electrons that recombine with their parent ions [91, 93].

A final constraint on the model is that as dE/d x approaches infinity, r goes to one.

For “short” particle tracks, the Thomas-Imel box model is used to model the recombina-

tion probability [51]. Here, electron-ion pairs are arranged in a box geometry [90, 93]. The

recombination probability model for short tracks is

r = 1−
ln(1+ ξ)

ξ
(3.3)

ξ=
Nie

2

4aεkT
. (3.4)

In this formalism, e is the electron charge, ε is the dielectric constant (ε = 1.96), k is

Boltzmann’s constant, and T is the temperature of the liquid (T = 165 K).

NEST determines the recombination by tracking the recoil energies from Geant4 and

applying the mathematical framework described. By tracking individual recoils, the macro-

scopic physics is maintained while remaining stochastic. For simplicity, NEST uses a mean

work function: W = Edep/(Nex+Ni) = 13.7 eV [55]. It is expected that recombination would

be enhanced at high dE/dx due to higher ionization density, but experimental results show

that the recombination actually becomes independent of ionization density [51, 90, 93].
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data considerations best fit parameters

low energy points only ξ/Ni = 0.19

high energy points only A = 0.18; B = 0.42; C = 0.57

Table 3.1. The parameters of the NEST model that best fit the data. A degeneracy between
A, B, and C could not be broken and is under further investigation.

This is handled in NEST because these interactions are strictly in the Thomas-Imel regime

where the recombination depends on the energy (via Ni) and not dE/d x [55].

The scintillation yield model as described above applies when no drift field is applied. A,

B, and C from (3.1) and ξ/Ni in (3.4) were treated as free parameters in order to fit existing

scintillation yield data (see [55] for complete list of sources). An effort was made to include

all available known experimental results. Various experiments quote scintillation yield as

either absolute or relative. The fit to generate NEST parameters was done with absolute

parameters. To translate relative data to absolute, the 511 and 122 keV lines were used as

a benchmark. The mean-square of the residuals was minimized to find the optimal set of

parameters for the model. Table 3.2.1 shows this best set of parameters. It should be noted

that a degeneracy between A, B, and C was discovered as more than one set minimized the

mean square residuals. No clear break in this degeneracy was found, so a set of optimal

parameters was chosen, and work to better understand this is ongoing. Figure 3.2 shows

the scintillation yield at zero field from data plotted with the NEST simulation using the best

fit of parameters. Only two data sets [94, 95] are included in the figure to demonstrate the

seamless transition from the Thomas-Imel parameterization to the Birks’ parameterization

of the NEST model. See Figure 5 in [55] for a more complete version with all world data

available to date. Note also that Figure 3.2 shows only the scintillation yield because the

model assumes that the charge yield is anti-correlated.

The presence of an electric field suppresses the recombination probability because ion-

ization electrons will be less likely to recombine [49], which results in larger S2s and smaller

S1s. To model the scintillation quenching, NEST parameters were tuned to available data at

various electric fields. First, the presence of an electric field changes the definition of “short”
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Figure 3.2. The scintillation yield NEST model at zero field compared with two data sources
to demonstrate the validity of the piecewise nature of the model. See Figure 5 in [55] for
the complete set of available world data.

and “long” in terms of the track length. The crossover point, dependent on the applied field,

is best modeled as [55]

r = 69.5

√

√1
E
µm (3.5)

where E is the electric field in V/cm. The Thoman-Imel and Birks’ Law functions of the

scintillation model do not change with electric field; however, the parameterizations do

change. A, B, and C in (3.1) gain a field-dependent component in the form of a power law:

A= B = 19.2 (E + 25.6)−0.83 + 0.27 (3.6)

C = 0. (3.7)

For short tracks, the field dependence of ξ/Ni is different for ER and NR events. This was

necessary as no single electric field parameterization could be found to fully describe both
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types of interactions. The field dependence of the Thomas-Imel parameter is

�

ξ

Ni

�

ER
= 0.057 (E)−0.12 (3.8)

�

ξ

Ni

�

NR
= −0.15

�

E
V/cm

+ 215.3
�−0.018

+ 0.21 (3.9)

The electric field dependence of the scintillation yield model in NEST is shown in Figure 3.3

for ER events at two different energies [96, 97].

To effectively model LUX, NEST must accurately reproduce data not only for ER events

but also for NR events. An example of a simulation of NR events including the NEST model

is shown in Figure 3.4. The relative scintillation efficiency Le f f is plotted as a function of

the recoil energy. This factor takes into account the fact that NR events lead to additional

energy partitioning into the undetectable heat channel. Using the Hitachi correction to the

Lindhard formalism presented in (2.1) at zero field, NEST can reproduce detector data [98–
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100] with the same models (3.4 and 3.1) used in the ER case.

3.2.2 Pulse Shape

Not only does NEST model the scintillation and charge yield in xenon, but it is also includes

code that is used to generate accurate temporal profiles for S1 and S2 pulses, commonly

referred to as “pulse shape”.

3.2.2.1 S1 Pulse Shape

As discussed in Section 2.1.3, the microphysics governing the S1 timing characteristics is

an amalgamation of a triplet state decay, a singlet state decay, and the time associated with

the recombination of ionization electrons, as well as the ratio of singlet to triplet states. In

addition, effects due to detector geometry and signal processing add further modifications

to the pulse shape. The NEST model, however, certainly does not include detector effects as
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those are incorporated into a larger Geant4 model, in this case LUXSim. NEST includes as

its values of the singlet and triplet lifetimes an experimentally determined error-weighted

world average, determined by (3.10), and empirically determined values for the singlet to

triplet ratios to simulate this aspect of the S1 pulse shape.

τ̄=
∑

i

�

τi

σi

�

/
∑

i

�

1
σi

�

(3.10)

σ̄ =

�

∑

i

1
σi

�

−1. (3.11)

Data from [57, 58, 63, 101, 102, 102, 103, 103, 104] are also in the NEST world average

weighted by their respective errors. The singlet to triplet ratio model in NEST is simplified

to ignore the dependence on electric field and dE/d x because experimental data are lacking

in these regards. Table 2.1 lists the parameters that are included in the S1 NEST pulse shape

model.

Since the recombination time is the dominant aspect of the S1 pulse shape produced by

ER events, NEST includes a model of this effect as well. To first order, dE/d x is proportional

to ionization density, so it follows that the recombination time is inversely proportional to

the dE/d x [57]. Due to second order effects such as thermal diffusion and atomic line emis-

sion and absorption, the dE/d x is not directly proportional to ionization density, but the

NEST framework does not include these effects because such second order effects were not

needed for the model to explain observed scintillation yields [55]. Simply modeling the re-

combination time constant as inversely proportional to dE/d x , however, did not reproduce

observations − the second-order effects are more important to this process. Hence, a so-

phisticated model motivated by the recombination probability (3.1) was instead developed.

The recombination time is modeled as the inverse of the recombination probability:

τr,0 = τ̂×
1+ B dE

d x

AdE
d x

ns. (3.12)

Here, τ̂ is a normalization factor, and no electric field is applied. However, the Onsager

(C) is not included because it accounts for geminate recombination, a fast process with a

negligible effect on the overall recombination time [55].
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The normalization parameter τ̂ in (3.12) is applicable to ER, and it must be extracted

from data. The standard practice is to fit a single exponential to the falling edge of the

S1 pulse, a procedure that groups the singlet, triplet, and recombination time into one

time parameter. It is also common to cite 45 ns [102] as the recombination time constant,

but this time corresponds only to a 1 MeV electron, ignores the energy dependence of the

recombination time, and is actually a single exponential fit encompassing all time constants

and not the recombination time. The approach presented here leads to a more accurate,

energy-dependent representation of the recombination time constant.

In the procedure to determine τ̂, the singlet and triplet lifetimes remain fixed per Table

2.1. Initially τ̂ is fixed and single-exponential fits are made to the falling edges of simulated

S1 pulses as a function of energy. The extracted single exponential parameter is compared

to data from [58], [103], and [105]. Next, τ̂ is varied and the process is repeated until

the error between simulation and data is minimized. For ER events, a value of 3.5 ns was

determined for τ̂. Figure 3.5 shows the decay time versus energy as derived from the single

exponential fits. Various experimental data are also shown (see [106] for complete list). As

is visible in the figure, the data do not agree with one another, so some choices were made.

At high energies, data from Dawson et al. [58]were used in the minimization because it is an

extensive and more recent measurement. At low energies, XMASS [105] was used because

it is a more recent experiment, and hence has better xenon purity. The recombination time

model describes the high energy points very well, but is somewhat higher than [105] data

points. This is understandable because those points have larger errors.

The presence of an electric field exponentially quenches recombination. As the field gets

stronger, electrons are more easily stripped away and are less likely to recombine. Therefore,

as the applied electric field goes to infinity the number of ionization electrons available for

recombination goes to zero [58], effectively stopping recombination. The triplet decay time

constant then dominates the time structure of S1 pulse shape. The electric field dependence

is found from an exponential fit to data [58], and (3.12) is expanded to,

τr = τr,0 × e−0.009E f , (3.13)

where E f is the applied electric field in V/cm. Figure 3.6 shows the single exponential fit
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Figure 3.5. A comparison of the single exponential fit to the fall time of the S1 pulse at
zero applied electric field for various data sets and NEST. The data were used to minimize
the recombination time constant in the model.

to the fall time of the S1 pulse as electric field increases with (3.13) applied in the model

along with the data from [58]. This is the only available data set with a non-zero field, and

is at a fixed energy of 1.2 MeV gammas. Until more data become available, this model is

applied at all energies.

The ratio of the number of singlet states to triplet states is different for direct excitation

and recombination processes for electron recoils. These ratios are measured empirically

and included in the model as 0.17±0.5 for excitons and 0.8±0.2 for recombining electrons

[106].

Electron recoil events stemming from alpha interactions are treated differently in the

model because they behave differently in the data. For alpha particles, the recombination

time is zero because alphas have a high ionization density. The triplet lifetime will therefore

dominate the pulse shape because it is longer than the singlet lifetime. An approximate

fit to data from [58] and [101] yields a singlet to triplet ratio for direct excitation and
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Figure 3.6. The electric field dependence of the single exponential fit to the fall time of the
S1 pulse as the electric field increases for simulated 1.2 MeV gammas compared to similar
data from [58]. This decay time is dominated by the recombination time constant which
is modeled in this work.

recombination of 2.3± 0.51.

The case of nuclear recoils is different because the high density of ionization results in

rapid recombination. NEST models this negligible recombination time as zero and the pulse

shape is determined dominantly by the triplet time constant. Thus, the only parameter

necessary to describe the time evolution of the pulse is the ratio of production of singlet

and triplet states. This ratio has been measured to be 7.8 ± 1.5 for direct excitation and

recombination [102, 103].

3.2.2.2 S2 Pulse Shape

As discussed in Section 2.1.4, the S2 pulse shape is defined by several physical effects. A

model describing each is included in NEST. First, consider a model to calculate the mean

free path of an electron to produce one S2 photon, rearranging (2.9) as

x =
1

N × 10−17

�

0.140
Ee

N
× 1017 − 0.474

�−1

(3.14)
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where N is the number density of the gas in atoms/cm3, Ee is the electric field in V/cm,

and nph, the number of photons produced, has been fixed as 1. The normalization factor

of 0.140 has been measured to be as much as 50% lower in some instances [59], and a

possible explanation for this lies in poor gas purity. This normalization factor must carry

units of photons/eV. When inverted, this is∼ 7 eV/photon, which is the energy of the xenon

scintillation photons [52]. It is conceivable, therefore, that this particular value suggests

there is ∼ 100% efficiency in conversion of electrical energy from the field into scintillation

photons. The value of x from 3.14 is stochastically applied in NEST, providing a novel

approach for this calculation. This method is not as detailed as the microphysical approach

of [107], but it is pragmatic in that it allows for fast and easy simulations that are empirically

accurate.

As ionization electrons drift, they continuously collide with xenon atoms, reaching a

terminal velocity. Several functions were considered to model the drift velocity, such as

a sawtooth pattern. These more complicated formulations were deemed unnecessary in

order to reproduce the data, and a simple, constant drift velocity was implemented. A large

range of values of detector parameters was provided to the Magboltz package [108], and

the resulting drift speeds were tabulated into a look-up table. This table is implemented as

the electron drift model in NEST.

The scintillation process leading to an S2 signal contains a singlet and triplet decay

component, similar to the S1 process. Unlike the case for liquid xenon discussed above, the

need to separate the singlet and triplet times for direct excitation and recombination is not

important for gaseous xenon, possibly because the drifting electrons are too low in energy

to substantially ionize the medium. Further, as an ansatz for xenon, the model equates the

singlet to triplet ratio in gas to that in liquid, an assumption that successfully reproduces

the data. These two simplified time constants provide a coherent model of this aspect of the

scintillation physics.

To model the diffusion as the electrons drift through the liquid to the gas, NEST creates

a cloud of ionization electrons at the interaction site per the scintillation and charge yield

models presented above. The diffusion widening of the cloud is computed and applied based
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on (2.10). This resulting ellipsoidal electron cloud is then drifted to the gaseous xenon re-

gion, a process which includes loss of electrons due to impurities. The effective impurity

concentration is provided by the user in terms of a mean absorption length. Once the simu-

lated cloud reaches the liquid-gas interface, individual electrons are extracted according to

their arrival time.

The electron extraction time for two-phase TPCs is modeled as an exponential distribu-

tion, where the characteristic time constant is derived from a quantum tunneling probability.

Electrons drift to the liquid-gas interface where they must overcome the work function bar-

rier, assisted by the extraction field. The emitted electron current density J (Am−2) at the

interface is given by the Richardson-Dushman equation and is related to the temperature,

T and the work function W as J = AT 2e−W/kT . Given the strength of the extraction field,

the time for an electron to overcome the potential barrier can lead to delayed emission of

electrons producing an S2. This time constant is referred to in NEST as the electron trapping

time.

To study this effect and find the time parameter that best reproduces available data,

a simplified model of the XENON10 detector [109] was built in Geant4. The parameters

used in this toy simulation were: a) in liquid xenon, applied field was 0.73 kV/cm and

the drift velocity was 1.89 mm/µs, b) in gas, the electric field was 12 kV/cm and the drift

speed was 8 mm/µs [110]. S2 events were simulated as a function of drift for nuclear

recoil energies in the 5-50 keV range, with the number of ionization electrons provided

by NEST [55]. The number of photons per ionization electron in the gaseous region was

determined by (3.14). A Gaussian was fit to each generated S2 pulse, and the width was

compared to data [73]. The results of this study are shown in Figure 3.7. The red points are

the XENON10 data, and the green points are derived from the toy model, with physically

motivated values for the parameters mentioned in the previous paragraphs and no electron

trapping time effect added. As can be clearly seen, this simulation produces S2 pulse widths

that are systematically lower than the measurements. Subsequently, the electron trapping

time was tuned as the only free parameter until the model best fit this data. The best-

fit value was found to be 140 ns, which is comparable to the expected value of ∼100 ns
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Figure 3.7. The fitted Gaussian width of an S2 pulse as a function of drift for data from
XENON10 (red) [73] compared to a toy model of that detector incorporating the complete
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the number of ionization electrons as provided by NEST. In the data, the error bars are a
combination of this width as well as the uncertainty in the fit. The green points show the
fitted width due to effects derived from first principles. Inclusion of the electron trapping
time as a free parameter allows for excellent agreement between model and data.

[52]. Electrons are drifted through the liquid until they reach the phase transition surface.

The electrons are emitted from the surface following an exponential distribution with the

electron trapping time as the time constant. Figure 3.7, also shows the blue points, which

are the simulated pulse widths after the electron trapping time is included. The addition

of the electron trapping time as a free parameter is the only additional parameter added to

the S2 physics described in Section 2.1.4 to produce an accurate representation of pulses.

In Figure 3.7, the error bars in the simulated work represent the width on the distri-

bution of the Gaussian fit widths of the S2 pulses, due to the stochastic variation on the

number of ionization electrons as provided by NEST. In the data, the error bars are caused

by a combination of this width, the uncertainty in the fit, and the widths introduced by other
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detector parameters such as data acquisition, PMT response, and analysis efforts. Because

the data contains additional sources that act to broaden the pulse shapes, it is reasonable

to assume the error bars will be larger than in the model which does not include these ad-

ditional detector-specific effects. It should be noted that these detector-specific parameters

should not affect the mean of the distribution, and this is clearly evident in the figure. The

S2 width as it compares to drift distance is important in the search for low mass dark matter

particles [111].

Using the same simplified model of the XENON10 detector described above, the effects

of the components of the S2 pulse shape model are demonstrated in Figure 3.8. If only the

ionization electron drift is modeled, the shape of the pulse is a square wave. Adding in the

singlet and triplet lifetimes discussed in this section changes the pulse shape to one that

resembles a shark fin [112]. The red curve shows the result of including the drift speed,

the mean free path of an electron to produce a photon, and the singlet and triplet decay

time constants in the model. Adding the effects of transverse and longitudinal diffusion

in the gas (pink curve) and the transverse diffusion in the liquid (black curve) produces

no noticeable change to the overall shape. The longitudinal diffusion in the liquid (green

curve), however, produces a broadening of the shape. Because the drifting electron cloud

is becoming elongated, the width increases and the height decreases, as the number of

electrons (area of the pulse) remains constant. Finally, the electron trapping time parameter

adds the asymmetry expected in the S2 and leads to the final simulated pulse shape.

3.2.3 Detector Response

LUXSim, incorporating the NEST models, is a powerful tool to study the effects of the de-

tector, but at this point the recorded results are the number of S1 photons produced and

the number of S2 photons produced, tracked until either propagating to a PMT or lost to

efficiency. Converting these raw numbers of quanta into actual detector signals requires ad-

ditional software, which simulates the analog electronics and digitizers, referred to as the

simulated detector response.

The simulated detector response must read in the quanta information from NEST and

LUXSim and write out a file in the standard LUX event format [113]. First, the simulated
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expected in the S2 and leads to the final simulated pulse shape (blue curve).

detector response reads in the time a photon arrives at a particular PMT. Based on the quan-

tum efficiency of that PMT, the scintillation photon may be converted to a photoelectron.

Next, a voltage response is generated for each photoelectron, and these voltage traces are

superposed and summed to define a a final pulse. The waveforms are sampled in time and

height with an algorithm that contains identical parameters as the analog and digital elec-

tronics used in the experiment. Finally, the results are written to an output file that can be

analyzed by the same software used to process output from the detector data acquisition

system. Figure 3.9 shows graphically the process of digitizing simulation output.
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3.3 Comparison of LUXSim to Data

The validity of the simulation must be verified in order to have confidence in the back-

ground model, which will be discussed in Chapter 4. Presented here are key examples of

comparisons between the predictions of a complete simulation and the corresponding phys-

ical processes observed in data.

Simulations of 83mKr Injection

As xenon detectors become ever larger, external calibration sources become decreasingly

useful because the xenon self shielding prevents gamma sources from penetrating deep into

the fiducial volume of the detector. An internal calibration source is ideal, and LUX uses two

different internal calibration sources, discussed in detail in Chapter 5. One such source is
83mKr which has half life of 1.83 hours and decays by emitting 32.1 keV and 9.4 keV gammas

with a lifetime of 160 ns. The LUXSim krypton generator is used to provide a simulation of

the response of LUX to this source. Figure 3.10 shows a simulated 83mKr waveform. Notice
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the separation of the multiple S1s. Such separation would not be realized based on Geant4

simulations only, without the LUXSim and NEST extensions.

Simulations of Low Energy Electron Recoils

As a final comparison between LUXSim and LUX data, consider a generic ER (gamma

or electron) event that has 4.8 keVee of deposited energy. Simulating such an event and

comparing the generated waveform to an event in the detector yields nearly identical pulse

shapes. Figure 3.11 shows this comparison, demonstrating the accuracy of the NEST S1

and S2 pulse shape models. Note that this is intended as an illustration of the power of

the simulation, as not every simulated event will match as well with the data. The small

difference in the S2 width is due to a fluctuation in the area of the S2 as it relates to the

energy scale.
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Chapter 4

Background Model

LUX, as a generic particle detector, is sensitive to any particle that scatters within its target

volume, which makes it inherently useful as a device to search for new physics. At the same

time, this sensitivity makes it difficult to carry out certain searches because any interactions

beyond those of interest can dwarf the signal. In order for LUX to search for the rare pro-

cess of WIMP dark matter scattering off a target nucleus, the background events, caused

by interactions between the target and particles that are not WIMPs, must be minimized.

Neutron backgrounds especially must be minimized as neutron scatters have a similar inter-

action signature to that of WIMPs. Discrimination between ER and NR allows for powerful

background (ER) rejection, but potential leakage from the ER band to the NR band requires

that ER backgrounds be minimized as well. This leakage is discussed in Chapter 5. The high

density of liquid xenon ensures that ER background events, due to external γ-rays, occur

near the edge of the target. This allows for the creation of a central fiducial volume, which

is free from most ER background events. In this chapter, the various background sources

and associated rates are discussed.

4.1 Radiation from Uranium and Thorium Decay Chains

Before discussing the sources of background for LUX, consider the following discussion of

decay chains. All materials contain trace impurity levels, including some number of radio-

active nuclei which will decay with a characteristic half-life. Most radioactive isotopes do

not decay directly to stable states but rather go through several stages of decay until a stable
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isotope is reached, a progression referred to as a decay chain [50]. The intermediate states

between the parent and the stable isotopes are referred to as daughters. In such a decay

chain, if the half-life of the parent isotope is very long compared to that of the daughters,

the decay and production rates of each daughter nucleus will be in equilibrium. The decays

occurring at the various stages will emit α, β , or γ particles at a constant rate. These par-

ticles can interact in the LUX detector as background events. Two such decays chains, 238U

and 232Th, can present large backgrounds in LUX. 238U has a half-life of 4.5 billion years

while 232Th has a half-life of 14 billion years, and they both exist in nearly all materials at

some level. The complete chains, shown in Figure 4.1, demonstrate that many radioactive

stages exist until a final stable state is reached.

The thorium series [50], beginning with 232Th, contains radioactive isotopes of actinium,

bismuth, lead, polonium, radium, and radon. The series concludes at 208Pb. The uranium

series [50] begins with 238U and contains radioactive isotopes of astatine, bismuth, lead,

polonium, protactinium, radium, radon, thallium, and thorium. It terminates with 206Pb.

The 222Rn in the uranium series is unlike the other daughters in that it exists with a longer

half-life than the other radon isotopes. Since it exists in a gaseous state, it can become

airborne and adhere to a material, decay, and plate the material with 210Pb, which has a

half-life of 22 years. 210Pb decays via α emission [50], which can pose problems as described

below. Because of this, the amount of radon that various detector materials are exposed to

should be reduced, by, for example, maintaining materials in a pure nitrogen purge during

construction. Radon suppression was not carefully undertaken during the construction of

LUX.

Figure 4.1, which shows the uranium series and the thorium series, also indicates what

type of decay is associated with each stage. Downward facing arrows indicate α decays

while upward facing arrows indicate β decays. Since γ decay does not change the nucleus,

only its state, those type of decays are not directly visible on this figure. Most α and β

decays, however, result in daughter nuclei that exist in excited nuclear states which must

de-excite to their ground states via γ emission.

When β or γ particles are emitted, they can produce ER events (γ’s undergo Compton
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scattering with atomic electrons) in LUX which can leak into the WIMP search region. An α

particle incident on a low-Z material can cause fission or an (α, n) reaction resulting in the

ejection of one or more neutrons [50]. The resulting neutron can interact in the target and

mimic a WIMP signature. The teflon and high density polyethylene material surrounding

the target provide a copious amount of such low-Z material in close proximity to the fiducial

volume [114]. In the following sections, background sources are discussed beginning from

the outside and working in towards the center of the detector.

4.2 Backgrounds from External Sources

The interaction of cosmic rays in LUX can contribute to the ER background rate. At sea level,

the muon flux resulting from cosmic rays is approximately 2×10−2 s−1cm−2 [12]. ER inter-

actions at that high a rate would dwarf the signal from WIMP detection. To shield LUX from

cosmic muons, the detector is operated at a depth of 4300 m.w.e. which stops all but the

highest energy muons. The simulated flux of muons at this depth is 4.4×10−9 cm−2s−1 [79],

representing a reduction in flux of 7 orders of magnitude. The LUX detector is placed in the

center of a 76,000 gallon (300 tonne) water tank which acts as a shield against the surviv-

ing cosmic rays and other external backgrounds. Additional discussion of the water shield

is located in Chapter 2.

A high energy cosmic muon that penetrates to that depth can induce a neutron back-

ground from spallation in the rock with a predicted NR background rate of 60 × 10−9

counts/kg/keVnr/day in the fiducial volume and WIMP search range (defined in Chapter 7).

Muon-induced neutron production can also happen via a the same process in the water. The

predicted rate of these backgrounds is ×2 larger than those induced in the rock. The total

expected NR background rate due to muon-induced high energy neutrons is thus 0.1 event

in the fiducial volume in the WIMP energy search range in one year [115].

The external γ background is dominated by the decays of 40K (half-life of 1.2 billion

years) and the uranium and thorium chains present in the cavern rock. Careful screening of

rock samples indicates that the majority of the rock material surrounding the underground

laboratory contains impurities at the following levels: 0.160 ppm 238U, 0.200 ppm 232Th,
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and 1540 ppm 40K [116]. There are rhyolite intrusions in the rock with much higher activity

levels: 8.6 ppm 238U, 10.8 ppm 232Th, and 2.9×104 ppm 40K. Because the exact distribution

of rhyolite intrusions in the rock is not known, the conservative assumption that all rock

surrounding the cavern contains the rhyolite radio-impurity levels is made. A LUXSim model

of the cavern indicates a reduction in the external γ-ray flux by a factor of 2× 10−10 due to

the water shield, resulting in 27 × 10−9 counts/kg/keVee/day of ER background events in

the active xenon volume [115]. Hence, it is expected that these external sources will not

contribute any ER events in a 100 day run of LUX.

The external neutron background is dominated by the fast neutrons produced in radio-

active decays in the surrounding rock, produced mainly by 238U spontaneous fissions, (α, n)

neutrons generated by α decays in the 238U, and 232Th series decays. Assuming the rhy-

olite radio-impurity levels as a conservative measure, the estimated neutron flux incident

on the water shield is 1.6× 10−10 neutrons/cm2/s. The water shield reduces this flux by a

factor of 6× 10−22, leading to the prediction of 10−16 neutrons/year incident on the active

volume [115].

The large reduction factors on the γ-ray and neutron fluxes resulting from the absorption

in the water shield renders the external background sources as subdominant to the internal

background sources discussed below. However, these sources are included in LUXSim to

ensure the completeness of the background model.

4.3 Backgrounds from Material Radioactivity

As discussed above, all materials have intrinsic impurities embedded within them. As rare

event search experiments such as LUX improve their suppression of external backgrounds,

they become increasingly sensitive to internal radio-impurities. Thus, it is necessary to

measure the amount of radioactive impurities contained within all materials used to build

the detector.

The material screening program for LUX consisted of a low background γ-ray assay car-

ried out for a sample of each type of construction material. High purity germanium de-

tectors, located at the Soudan Low-Background Counting Facility (SOLO) [117] and the
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Berkeley Oroville Facility were used to screen the materials. The SOLO facility is located at

the Soudan Underground Laboratory with 2000 m.w.e of rock overburden, and the Berke-

ley Oroville Facility is located under the Oroville Dam in northern California with 180

m.w.e. overburden. This shielding allows for high-sensitivity measurements for each ma-

terial sample. Overall, > 75 materials were screened through the course of detector con-

struction [115].

The screening results are reported for the 232Th and 238U isotopes. For some materials

that contain a significant amount of 40K of 60Co, those values are reported as well. The

PMTs, the PTFE surrounding the active region, the copper of the internal and intermediate

structures, and the titanium cryostat vessels combined account for > 95% of the detector

mass. The rest of the materials, while all assayed, account each for < 1 kg of material.

The dominant source of background stemming from materials will be from these high mass

objects, and their radio-impurity levels are listed in Table 4.1.

Because the LUX detector was operated on the surface for two years during construc-

tion and initial proof-of-concept operation, detector material components were activated

cosmogenically. Only the titanium of the cryostats and the copper internals have activation

by-products that could produce measurable ER backgrounds. This activation ceased upon

transport of the detector from the surface to the underground.

The titanium vessels were selected from low-background stock [80]. Titanium activates

via the fast neutron (n,p) interaction, whereby a high energy neutron, most likely from

spallation, interacts with and replaces a proton in the nucleus. Isotopes of titanium then

activate to isotopes of scandium. The isotope of most concern is 46Sc, as it has an 84 day

half-life and decay mode that produces two simultaneous γ-rays with energies 889 keV and

1121 keV, both of which can generate a WIMP search ER background [50]. To estimate the

total amount of 46Sc produced, a sample of titanium was taken underground for two years

and then screened at SOLO to establish a baseline. Then it was transported to the surface

and activated for six months before taken back underground for a re-analysis at SOLO,

indicating a rate of 4.4±0.3 mBq/kg of 46Sc. Based on this, the estimated total 46Sc rate in

the detector cryostats immediately upon underground arrival was 1.3 Bq [115]. Between

80



C
om

po
ne

nt
A

m
ou

nt
U

se
d

23
8
U

22
6
R

a
23

2
Th

40
K

60
C

o

PM
Ts

12
2

PM
Ts

<
22

9.
5±

0.
6

2.
7±

0.
3

66
±

6
2.

6±
0.

2

PM
T

ba
se

s
12

2
ba

se
s

1.
0±

0.
4

1.
4±

0.
2

0.
13
±

0.
01

1.
2±

0.
4

<
0.

03

In
ne

r
fie

ld
ri

ng
su

pp
or

ts
(H

D
PE

)
18

.0
kg

<
0.

5
<

0.
35

O
ut

er
fie

ld
ri

ng
su

pp
or

ts
(H

D
PE

)
15

.5
kg

<
6.

3
<

3.
1

M
ai

n
re

fle
ct

or
pa

ne
ls

(P
TF

E)
15

.5
kg

<
3

<
1

C
ry

os
ta

ts
(T

i)
23

1
kg

4.
9±

1.
2

<
0.

37
<

0.
8

<
1.

6
4.

4±
0.

3
(46

Sc
)

G
ri

ds
(s

ta
in

le
ss

st
ee

l)
4.

5
kg

1.
4
±

0.
1

0.
23
±

0.
07

<
0.

4
1.

4
±

0.
1

Fi
el

d
sh

ap
in

g
ri

ng
s

(C
u)

28
kg

<
0.

5
<

0.
8

<
0.

3

PM
T

m
ou

nt
s

(C
u)

16
9

kg
<

2.
2

<
2.

9
<

1.
7

Ta
bl

e
4.

1.
γ

ra
di

o-
as

sa
y

da
ta

fo
r

hi
gh

-m
as

s
LU

X
de

te
ct

or
co

ns
tr

uc
ti

on
m

at
er

ia
ls

am
pl

es
.

Th
e

23
8
U

co
lu

m
n

lis
ts

m
ea

su
re

m
en

ts
th

at
ar

e
pe

rf
or

m
ed

on
γ

ra
y

lin
es

fr
om

is
ot

op
es

in
th

e
23

8
U

ea
rl

y
su

b-
ch

ai
n,

de
fin

ed
as

al
l

is
ot

op
es

ab
ov

e
22

6
R

a
in

th
e

23
8
U

de
ca

y
ch

ai
n.

Th
is

m
ea

su
re

m
en

t
yi

el
ds

la
rg

e
er

ro
rs

an
d

up
pe

r
lim

it
s

du
e

to
th

e
ve

ry
lo

w
br

an
ch

in
g

ra
ti

os
of

th
es

e
γ

ra
ys

,b
ut

pr
ov

id
e

th
e

m
os

t
di

re
ct

m
ea

su
re

m
en

t
of

23
8
U

co
nt

en
t.

M
ea

su
re

m
en

ts
lis

te
d

in
th

e
22

6
R

a
co

lu
m

n
ar

e
pe

rf
or

m
ed

on
γ

ra
y

lin
es

fr
om

th
e

22
6
R

a
su

b-
ch

ai
n,

de
fin

ed
as

is
ot

op
es

in
cl

ud
in

g
an

d
be

lo
w

22
6
R

a
in

th
e

23
8
U

ch
ai

n.
Th

e
co

rr
es

po
nd

in
g
γ

ra
ys

ha
ve

m
uc

h
hi

gh
er

in
te

ns
it

ie
s

th
an

th
os

e
fr

om
th

e
23

8
U

ea
rl

y
su

b-
ch

ai
n,

an
d

yi
el

d
co

rr
es

po
nd

in
gl

y
lo

w
er

ac
ti

vi
ty

lim
it

s.
R

ad
iu

m
-

22
6

m
ea

su
re

m
en

ts
ar

e
th

e
ty

pi
ca

lr
es

ul
ts

re
po

rt
ed

fr
om

LU
X

co
un

ti
ng

to
de

te
rm

in
e

23
8
U

co
nt

am
in

at
io

n.
B

ot
h

m
ea

su
re

m
en

ts
ar

e
in

cl
ud

ed
fo

r
co

m
pl

et
en

es
s

(w
he

re
av

ai
la

bl
e)

.
R

ep
or

te
d

er
ro

rs
ar

e
st

at
is

ti
ca

l
on

ly
.

U
pp

er
lim

it
s

ar
e

at
90

%
C

L.
Ta

bl
e

re
pr

od
uc

ed
fr

om
[1

15
].

81



500 1000 1500 2000 2500 3000
10

−3

10
−2

10
−1

10
0

127Xe 214Pb (238U)
214Bi (238U)

228Ac (232Th)

60Co 40K

214Bi (238U)

208Tl (232Th) 
+ 60Co

Energy deposited [keV
ee

]

ct
s 

/ k
eV

ee
 / 

kg
 / 

da
y

Figure 4.2. Measured γ-ray spectrum in LUX active volume with peaks identified is shown
in black. A 225 kg target volume is chosen, with 2 cm removed from the top and bottom
of the liquid to remove regions with irregular electric fields. Two simulated spectra are
shown. The grey line is a spectrum based on positive-counting measurements alone. The
red line is a spectrum with best-fit scaling for 232Th, 238U, 40K and 60Co decays. Figure
from [115].

underground arrival and the start of the WIMP search, 284 days passed, allowing the 46Sc

to decay such that no discernible 46Sc signature was present in the WIMP search data [115].

Cosmogenic activation of copper can produce 60Co, which has a half-life of 5.3 years and

generates γ’s with energy 1.1 MeV and 1.3 MeV [50]. These can produce ER backgrounds

in the WIMP search data. The estimated production rate of 60Co in LUX copper at the time

of arrival underground is 210 ± 10 counts/kg/day, and, after accounting for the 800 day

surface exposure, an estimated decay rate of 1.0± 0.5 mBq/kg [115].

The results from the material screening program and cosmogenic activation estimates

were incorporated into LUXSim so that a comprehensive background model could be de-

veloped. The simulated spectra were compared with measurements to refine the estimated

quantities of 232Th, 238U, 40K and 60Co in the detector internals. The decay rate of each iso-

tope was varied independently to obtain the best fit to the measured γ-ray spectrum in the

target. Figure 4.2 shows the measured spectrum in black. To ensure minimal effects due
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Isotope Screening Estimate (Bq) Best Fit (Bq)

238U 0.58± 0.04 0.62± 0.16
232Th 0.16± 0.02 0.23± 0.06

40K 4.0± 0.4 3.8± 1.0
60Co 0.16± 0.01 0.22± 0.06

Table 4.2. Screening estimate and best-fit activity values for radioisotopes modeled in
high-energy γ ray analysis. Screening estimate values are taken from direct counting re-
sults. Materials with upper limits are not incorporated into the initial estimate. Errors on
the best fit values are estimated to be 25%. Table reproduced from [115].

to irregularities in electric field, 2 cm was removed from the top and bottom drift regions,

causing the fiducial volume to have mass of 225 kg. Two simulated spectra are considered,

shown in Figure 4.2. The grey line is a spectrum based solely on direct-counting measure-

ments. The red line is a spectrum where the decay rates were allowed to vary by a scale

factor such that the best-fit values for 232Th, 238U, 40K and 60Co were achieved. The screened

and fit rates are listed in Table 4.2.

As evident in Figure 4.2, the best-fit simulation peak sizes show good agreement with

the data with the exception of the excess in the 228Ac 969 keV line, a product of the tho-

rium series. Scaling the activity of the thorium series can bring this line into agreement

at the expense of introducing disagreements in other peaks in the chain. The deficit of ob-

served 228Ac perhaps suggests that some amount of 228Ra escaped from the materials during

construction, though a detailed isotope concentration model was not investigated since this

deficit does not affect the ER or NR background rate in the WIMP search energy range [115].

Figure 4.3 shows the expected ER background density in the WIMP search energy range for

material and external sources as a function of position with the best-fit scaling values for

each background isotope.

The intrinsic radioactive backgrounds in the LUX construction materials can contribute

neutron (NR) backgrounds as well. A single scatter neutron background event in LUX could

mimic a WIMP signal and cast doubt on any discovery or sensitivity limit, so great care was

taken to understand the potential neutron background rate. The dominant source of neu-
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Figure 4.3. LUX γ-ray ER background density in WIMP search energy range from mate-
rial and external backgrounds as a function of position based on LUXSim prediction from.
The WIMP search fiducial volume is overlaid in black lines for comparison. Note the ex-
tremely low background rate observed in the fiducial volume. One differential rate unit
(DRUee) = counts/keVee/kg/day. Figure from [115].

tron backgrounds in LUX is the 232Th and 238U series concentrations in the LUX PMTs [117].

The 232Th and 238U content in the rest of the materials contributes less than half that of

the PMTs, rendering these other materials entirely subdominant [115]. The (α,n) neutron

spectrum from the PMTs was calculated with the Neutron Yield Tool [118, 119]. This tool

predicts the neutron rate from the PMTs from (α,n) and spontaneous fission to be 1.2 neu-

trons/PMT/year. Incorporating these values into LUXSim and applying a single scatter neu-

tron cut predicts a total number of neutron events in the WIMP search energy range over

the full timescale of the search in the fiducial volume to be 0.06 [115]. Thus, the ability

to distinguish between single and multiple scatter events drastically reduces the neutron

background rate.
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4.4 Backgrounds from Internal Isotropic Sources

Thus far the discussion has been focused on backgrounds that are both external and internal

to LUX, but contained in materials surrounding the active region. The external shielding,

careful material selection, and self-shielding properties of xenon largely render these back-

grounds as subdominant (see Figure 4.3). Now follows a discussion of backgrounds that

are isotropically distributed within the target volume itself.

4.4.1 Cosmogenically Activated Xenon

Xenon has six stable isotopes: 126Xe, 128Xe, 129Xe, 130Xe, 131Xe, 132Xe. Thermal neutron

capture can activate 126Xe and 132Xe to unstable isotopes 127Xe and 133Xe, with half-lives of 36

and 5.3 days, respectively. Additionally, 129Xe and 131Xe can activate to metastable isotopes
129mXe and 131mXe with half-lives of 8.9 and 12 days, respectively. Each of the radioactive

isotopes will decay, and potentially produce ER background events. The activation is driven

cosmogenically while the xenon is on the surface. Upon transportation from the surface to

the underground, the cosmogenic activation ceases, and given enough time the radioactive

isotopes decay away.

Signatures from all four radioactive isotopes were identified in data after the start of

underground operations, before the start of the WIMP search. The energy spectrum of

these isotopes, taken 12 days after the xenon was transported underground, is shown in

Figure 4.4. A simulation spectrum was fit to the data to estimate the rates, and these results

are tabulated in Table 4.3. The decays of the longer lived isotopes, 127Xe and 131mXe, were

tracked over the course of the WIMP search. Figure 4.5 shows the rate of each isotope

plotted against the day of the measurement. An exponential was fit to the distribution,

with the slope fixed per the half-life for each isotope listed in Table 4.3. These fits yield

concentrations of 115 ± 20 µBq/kg for 127Xe and 7.3 ± 1.5 µBq/kg for 131mXe, averaged

over the the second half of the WIMP search [115]. The estimated background rate in the

fiducial volume, based on LUXsim studies, is 0.50±0.02 mBq/kg/keVee/day, averaged over

the entire WIMP search [115].
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Figure 4.4. Early, pre-WIMP search data from LUX taken 12 days after the xenon was trans-
ported underground. The measured spectrum is shown in black, and the best-fit spectrum
is shown in red. All four activation signatures are visible, and the best-fit rates are tabu-
lated in Table 4.3. Figure from [115].

Isotope Half-Life Emitted γ Energy Best-Fit Decay Rate

127Xe 36 d 375 keVee 2.7 ± 0.5 mBq/kg
129mXe 8.9 d 197 keVee 3.6 ± 0.7 mBq/kg
131mXe 12 d 164 keVee 4.4 ± 0.9 mBq/kg
133Xe 5.3 d 81 keVee 3.6 ± 0.7 mBq/kg

Table 4.3. The isotope, half-life, and best-fit rate of the four activated xenon isotopes
observed in LUX data 12 days after transporting the xenon underground. Best-fit data
from [115]. γ energies from [50].
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Figure 4.5. Activated xenon rates as a function of time. The top panel shows 127Xe and the
bottom panel shows 131mXe. The red line shows the best-fit exponential, assuming slope
that of the half-life of each isotope as given in Table 4.3. Error bars are statistical. Figure
from [115] .
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Decay Chain Isotope Energy Measured energy Half-life Event Rate

(MeV) (MeV) (mHz)

238U 222Rn 5.59 5.59 3.8 d 17.9 ± 0.2
218Po 6.16 6.12 ± 0.10 3.1 m 14.4 ± 0.2
214Po 7.84 7.80 ± 0.2 160 µs 3.5 ± 0.1
210Po 5.30 5.22 ± 0.09 140 d 14.3 ± 0.2

232Th 220Rn 6.41 6.47 ± 0.09 56 s 2.6 ± 0.1
216Po 6.91 6.95 ± 0.1 0.15 s 2.8 ± 0.1
212Bi 6.21 6.12 ± 0.1 61 m 14.4 ± 0.2

Table 4.4. Radon chain daughter isotopes measured in LUX during the WIMP search. Note
that the α energy scale was set by the 5.59 MeV 222Rn peak, so the measured energy of
this peak is forced to be 5.59 MeV. Table reproduced from Table 5 in [115].

4.4.1.1 Radon

The decay of 222Rn and 220Rn daughters can produce low-energy ER background events in

LUX. Radon daughters are identified by their α decays, which are typically in several MeV

range. In LUX they produce a characteristically large S1 signal, much larger than the S1

signal generated by any γ-induced ER event. The only source of α signatures in LUX, in

fact, comes from 222Rn and 220Rn, and their daughters, so the observation of such events

provides a direct way to measure the radon concentrations [115]. There are also α decays

from 210Pb which was plated on to detector materials from Rn decays during construction.

These tend to be on the periphery of the Xe volume, and are left out from this discussion of

isotropic backgrounds.

Figure 4.6 shows the identified α’s and their corresponding identifications (black), as

well as functional fits to the peaks (colors). The functional fits were used to compute the

total daughter rates. The radon daughter isotopes, energies, half-lives, and measured decay

rates are shown in Table 4.4 [115]. The reconstructed energies of the α’s are assumed to

be the Q-values of the decays, which accounts for the α particle and the recoiling daughter

nucleus [115].
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Figure 4.6. Signatures of α particles in LUX in the active volume during the WIMP search.
Energy reconstruction is from S1 measurements, calibrated on the observed location of
the 222Rn peak. The solid black line is the measured spectrum, and the colored lines
are functional fits to the peaks. These fits were used to calculate the rates of the radon
daughters, and the results are tabulated in Table 4.4. Figure from [115].

Radon daughters that generate low-energy ER background events through decay are not

directly measurable in LUX, though their rates can be estimated based on the parent and

daughter α decays. The total estimated rate in the active volume to produce ER backgrounds

from these contributions is 0.10-0.22× 10−3 events/kg/keVee/day [115]. The background

model assumes the average value when calculating WIMP interaction cross sections.

4.4.1.2 85Kr contamination

Research grade xenon procured for LUX operation, like all materials, contains some amount

of impurities. As discussed in Chapter 2, the xenon circulation system acts to remove all

non-noble gas impurities on a rather fast timescale. However, noble gas impurities are

not removed by the getter and must be considered. Krypton, another noble element, is

contained within the procured xenon at a concentration of ∼130 ppb. Natural krypton

contains 85Kr, a 0.687 MeV beta emitter with half-life of 10.76 years with a relative abun-

dance of 2 × 10−11 (g/g) [120]. The corresponding β-emission creates low-energy ER
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backgrounds at a rate of 5 events/kg/kevee/day. This rate must be reduced to < 0.2 ×

10−3 events/kg/kevee/day, corresponding to a krypton concentration of< 5 ppt in xenon [115].

The LUX krypton removal system uses a column of activated charcoal to separate the

krypton from the system through adsorption chromatography. Different species of gas prop-

agate through the adsorption column at different rates, allowing for precise separation of

the species. After separation, the measured concentration of krypton (averaged over several

samples) in the xenon was 4 ± 1 ppt [115]. The corresponding rate in the target from 85Kr

was estimated to be 0.17× 10−3 events/kg/kevee/day.

4.4.2 Comparison of Background Model with Observations

The background estimations and measurements described in the previous sections are fully

incorporated into LUXSim as the LUX background model. LUXSim is then used to generate

an expected background spectrum for the WIMP search using the fiducial volume and search

parameters described in Chapter 7. The measured and simulated background rates are

shown as a function of position in the detector in Figure 4.7. The background expectation

averaged over the entire fiducial volume and WIMP search is tabulated in Table 4.5 [115].

The background model is consistent with observed data and is used in the calculation of

expected cross section as a function of WIMP mass in Chapter 7. Use of a Kolmogorov-

Smirnov (K-S) tests for the height and S1 distribution shapes yields p values of 26% and

94%, respectively, when testing the model against measured data, and the radial distribution

is measured to be flatter than predictions with a K-S test p value of 0.004% [115].
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Figure 4.7. Low-energy background distribution located spatially in LUX for data (top) and
LUXSim background model (bottom). The fiducial volume is indicated by the black line.
The background model includes all the aspects discussed earlier in this chapter. Figure
from [115].
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Source Background Rate (counts/kg/keVee/day)

γ-rays (material backgrounds) (1.8± 0.2)× 10−3

Activated Xe (0.5± 0.02)× 10−3

Radon and radon daughters (0.11− 0.22)× 10−3

85Kr (0.17± 0.1)× 10−3

Total Predicted (2.6± 0.2)× 10−3

Table 4.5. The background model parameters that are incorporated in LUXSim. The rates
are normalized for the fiducial volume and WIMP search live time window. Table repro-
duced from [115].
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Chapter 5

Detector Calibrations

Calibrating the LUX detector is necessary to understand its response and characterize vari-

ous aspects of its operation. Various radioactive sources are used to understand the detector

response to ER and NR events and to characterize the light collection and charge extraction

efficiencies. Due to the powerful self shielding properties of xenon, using external gamma

calibration sources is difficult because the γ’s do not penetrate to the central region of the

target. Instead, LUX employs internal gamma and beta sources to understand the ER re-

sponse and energy scale. A neutron generator is used to calibrate the NR response and

energy scale. The calibration sources and results are described in this chapter.

5.1 83mKr Calibration
83Rb decays to 83mKr with a half life of 86.2 days. The metastable isotope, 83mKr, decays with

a half life of 1.8 hours to 83Kr, a stable noble element. The decay of 83mKr emits a 32.1 keV

gamma followed by a 9.4 keV gamma, separated by a half-life of 154 ns. The decay scheme

of 83Rb to the stable 83Kr is shown in Figure 5.1. 83mKr is an ideal calibration source for LUX

based on the following properties:

• Like xenon, it is a noble gas. It can be carried with the xenon during circulation into

the active volume where it will quickly diffuse, providing a volumetric calibration

source.

• It has a half life of only 1.83 hours. This allowed for weekly calibrations of LUX dur-
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Figure 5.1. The decay scheme of 83Rb to 83Kr. The 83mKr intermediate state has a half
life of 1.83 hours and decays via emission of 32.1 and 9.4 keV gammas. 83mKr is an ideal
calibration source because it can be carried into the active volume and diffuse, providing a
volumetric source, its relatively short half life allowed it to be used throughout the WIMP
search to monitor the detector status, it decays via gammas that are nearer the energy
range of interest for WIMP search, and it decays to a stable noble element which will not
affect the ionization electrons that are produced in an interaction. Figure from [121].

ing the dark matter search for the purpose of monitoring the detector status without

jeopardizing the WIMP search, because the 83mKr decayed to an unmeasurable level

within a day of the injection.

• It decays via two low-energy gammas that can be used to better calibrate the energy

scale of LUX for interactions that better represent WIMP scatters.

• It decays to a stable noble element which ensures that the ionization electrons pro-

duced at the interaction site and drifted to the gaseous region will not be affected as

more 83mKr is injected.

A solution containing 83Rb was absorbed into activated charcoal, and allowed to dry. This

activated charcoal was placed in a small vessel and plumbed between two valves in a path
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Figure 5.2. The S1 spectrum from the decay of 83mKr demonstrates the multiple S1s that
can be resolved. In some cases, the 9.4 keV and 32.1 keV gammas are detected as a single
S1 with area equivalent to 41.5 keV.

parallel with the main xenon circulation flow. When the valves are opened, xenon gas is

allowed to flow past the activated charcoal, and some amount of 83mKr is swept by the flow

and carried by the xenon to the detector. The 83Rb-infused charcoal was contained with

particulate filters. This ensured that only 83mKr was introduced into the detector [121].
83mKr decays consist of the emission of two gammas, so ideally they should produce two

S1/S2 pairs in the detector. However, given the short 154 ns half-life of the second decay,

what is observed is typically one or two resolved S1s and a merged S2. Three S1 regions

are resolved in the data: one corresponding to the 9.4 keV gamma, one to the 32.1 keV

gamma, and one to the 41.5 keV case in which the S1s have merged together, as shown in

Figure 5.2. To calibrate with a mono-energetic source, events are selected such that each

event has two S1s and a single S2. Then, a cut on S1 area is imposed such that the merged

41.5 keV S1 is also considered. This ensures mono-energetic sources for calibration.
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5.1.1 Position-Dependent Corrections

Because the 83mKr diffuses into the target, it provides a uniform, isotropic, calibration source

in the volume, which can be used to understand the non-uniformities in LUX. Ideally, the

detector is constructed to be symmetric, but on small scales deviations are possible, such as

warpage in one of the teflon reflective panels affecting the light collection at a particular

spot. Also, even though they are gain-matched, variations in quantum efficiencies of PMTs

could result in non-uniform response across the detector. These systematic errors bias the

measured pulse areas in certain locations, causing local “hot” and “cold” spots of detector

activity. To remove these systematic effects, the pulse areas are corrected by a position-

dependent factor such that each pulse is normalized to those at the center of the detector

(X=Y=0 cm and Z = 160 µs = 28.7 cm). The 83mKr source is used to normalize the S1 and

S2 pulse areas. Once corrected, pulse areas are designated with the subscript “c.”

To correct the S1 pulse area in Z, the data are broken up into 65 slices in Z, in units of

µs. A Gaussian fit is made to the S1 pulse areas in each slice to determine the mean S1

pulse area. A function of the form

A+ Bx + C x2 + Dx3 + Ex4 (5.1)

is fit to the mean pulse areas as a function of Z to determine the Z-dependent correction,

normalized to the center of the detector at Z = 160 µs. The result of this exercise is shown

in Figure 5.3.

After correcting the S1 areas to the center of the detector, they must be corrected in XY

as well. To do this, the detector is broken into a 25×25-cell grid, so each cell is a 2 cm-sided

square. The S1 pulse areas are binned according to their XY positions, and a Gaussian fit of

the areas is made to each cell. The mean areas of each cell are then normalized to the area

at the center X=Y=0, providing a normalization factor for each cell to correct S1 areas that

are in it. Because 83mKr was injected into the active volume regularly, the fluctuations in

these correction factors was studied, and it was found that the S1 correction factors do not

change at a level higher than a few per cent over the course of the WIMP search. Therefore,

the same S1 correction factors were applied to all the WIMP search and calibration data.
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Figure 5.3. The S1 area Z-dependent correction function. S1 pulse areas are grouped into
65 slices in Z and normalized to the center of the detector at Z = 160 µs, shown in the
blue lines.

The S2 areas were also corrected using the 83mKr calibration source. First, the S2 ar-

eas were corrected for the depth of the event in Z. Since the drift distance is fixed by the

grids, all S2s should have the same response since each is being produced by the same

energy (41.5 keV). However, non-noble element impurities in the liquid attract ionization

electrons as they drift, reducing the overall size of the S2. The electron lifetime is an expo-

nential metric used to describe the distance an electron will travel before it interacts with

an impurity. The electron lifetime must be at least as long as the maximum drift in the de-

tector. To measure the electron lifetime, the S2 pulse areas are plotted as a function of drift

time, and an exponential is fit to the distribution, shown in Figure 5.4, top. The exponential

fit parameter is the electron lifetime. Figure 5.4, bottom shows the electron lifetime as a

function of day during the WIMP search. For the majority of the run, the electron lifetime

was fairly constant with an average value of∼800 µs, well above the minimum required. In

fact, only when xenon circulation was stopped did the electron lifetime decrease, shown in

two points on the plot. Therefore, a value of 800 µs was used to correct the Z dependence

97



Drift (us)
0 50 100 150 200 250 300

S2
 P

ul
se

 A
re

a 
(p

he
)

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

0

20

40

60

80

100

120

140

160

180

τ!=!886!µs!

March 20 
No Circulation  Nov 4 

No Circulation 

May 10 

July 1 

July 20 

Aug 29 
Oct 31 

Figure 5.4. top: The procedure for determining the electron lifetime. The S2 area is
plotted as a function of drift time, and an exponential function is fit to the distribution.
The parameter in the exponential is the electron lifetime. bottom: The electron lifetime
during the WIMP search. As long as xenon was being circulated, the electron lifetime
remained roughly constant with average value of∼800 µs. When circulation was stopped,
the electron lifetime quickly fell. The red line represents a drift of 350 µs, the maximum
time it could take an electron to drift in LUX.
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of the S2 pulse areas.

Similar to the procedure for S1 areas, after the S2 areas were corrected to the top of

the liquid by the electron lifetime, they were corrected in XY as well using the same grid

structure and method described above. Also, as was the case for S1 XY correction factors,

the S2 XY correction factors were found to be fairly consistent throughout the WIMP search,

and a single value was used for each bin to correct all the data.

Applying these position-dependent corrections improved the energy resolution of the de-

tector. In Figure 5.5, top, the S1 pulse area distribution is shown for the combined S1 pulse.

The red distribution is uncorrected, and has a resolution of 0.13. The blue distribution is

of corrected pulse areas, and the energy resolution improves by ×1.5 to 0.089. Figure 5.5,

bottom, shows the distribution of S2 pulse areas for uncorrected (red) and corrected (blue)

pulses. Again, the energy resolution improves with the corrections applied, and the distribu-

tion becomes more Gaussian. It is unclear why the original distribution is not Gaussian, but

one possible reason is statistical fluctuations in electron absorption. As ionization electrons

are removed by impurities, making large pulses smaller, a “tail” is formed at large pulse

areas. With the application of the electron lifetime correction, electrons are “put back” into

pulses where they belong. This has the effect of shifting the mean of the S2 area distribution

to a larger value, and increasing the energy resolution.

5.1.2 Multiple S1/S2 Pairs

For the corrections, a mono-energetic source was needed, and 83mKr does decay via emission

of two gammas, and it is possible for the pulse finder and pulse classifier to resolve two S1s

from an event. Now considering events with two S1s, the time between them is binned into

a histogram, shown in Figure 5.6. An exponential fit applied to the distribution yields a

measured time constant of 152.2±0.8 ns, which corresponds to the half-life of the 9.4 keV γ

following the emission of the γ at 32.1 keV. According to the literature (see Figure 5.1), this

time should be 154 ns. The measured time is in reasonable agreement with the expected

time, indicating that both S1s were properly resolved. One possible explanation for the

small discrepancy between the measured and expected times is that it is caused by the fact

that some events contain multiple 83mKr decays. An improved event selection procedure can
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Figure 5.5. The S1 and S2 resolutions improve from the uncorrected (red) distribution to
the corrected (blue) distribution. top: The width of the S1 distribution decreases by ×1.5.
bottom: The S2 resolution improves, and the distribution becomes more Gaussian which
is expected as the electron lifetime correction is applied.
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Figure 5.6. The measured time between multiple 83mKr S1s in an event. Each 83mKr decays
via emission of two gammas, and each gamma can be resolved. The time between multiple
S1s in an event window is binned into this histogram. An exponential fit to the distribution
yields a separation time of 152.2±0.8 ns, agreeing well with the expected value of 154 ns.
This demonstrates the ability of the pulse finder and pulse classifier to effectively resolve
events with multiple S1s.

reduce the effect these overlapping events have on the spectrum.

As is evident in Figure 5.6, there is a large population of events with S1 separation larger

than 1000 ns. Assuming the average width of an S2 to be ∼1 µs, it should be possible to

resolve events with two well-separated S2s. Since 83mKr is relatively stationary during its

decay, it is reasonable to assume that both gammas are emitted at the same location, within

a few µm. Therefore, both interactions should take place in the same location, separated

only in time. Using events with two S2s can then allow for a characterization of the position

reconstruction software to be done by selecting events with 2 S1s separated by at least 1 µs.

The result of this study is shown in Figure 5.7, which contains a spectrum of the difference

in the reconstructed radial position between the two S2s assuming the event selection cri-

teria described previously. There are two distributions apparent: a wide distribution and a

narrow distribution. The wide distribution is possibly due to mismatches S1/S2 pairs and
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Figure 5.7. The resolution of the position reconstruction software measured with 83mKr
decays. Events with 2 S1s separated by at least 1 µs with 2 S2s are selected. The emis-
sion of each gamma from the decay of 83mKr is assumed to occur at the same location in
space. The difference between the reconstructed position of the first S2 compared with the
reconstructed position of the second S2 gives the resolution. There are two distributions
apparent. The wide distribution is the result of multiple 83mKr decays in the same event
window, and the narrow distribution is the result of a single 83mKr in the event window.
The resolution of the position reconstruction algorithm is 0.7 cm. Improved event selection
criteria can be imposed to reduce the wide distribution and obtain a better measurement
of the resolution.

also a result of multiple 83mKr decays in the same event, while the narrow distribution is the

result of a single 83mKr decay. Considering only the narrow distribution, the resolution of

the position reconstruction algorithm, in r =
p

x2 + y2, is measured to be 0.7 cm.

Since 83mKr decays in a well known way, the S1 scintillation yield can be extracted from

the data. Since the 32.4 keV gamma and 41.5 keV combined energies are so close together,

it is difficult to properly resolve those different S1 distributions. The S1 resulting from the

9.4 keV gamma, however, is well separated from the other two. Figure 5.8 shows the S1

distribution from the 9.4 keV gamma. The S1 pulses have a mean area of 57.9± 3.5 phe,

resulting in a scintillation yield of 6.15± 0.40 phe/keV.
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Figure 5.8. The S1 scintillation yield from the 9.4 keV gamma emitted in the 83mKr decay.
The mean S1 area is 57.9±3.5 phe, resulting in a scintillation yield of 6.15±0.40 phe/keV.

5.2 ER and NR Calibration Sources

NR calibrations were conducted using a neutron generator as the source of neutrons. After

the WIMP search had completed, an Adelphi DD108 deuterium-deuterium (DD) neutron

generator was situated outside the LUX water shield. This generator emitted a maximum of

108 neutrons/s distributed isotropically at an energy of 2.45 MeV. To direct the neutrons into

the LUX detector, a 3.8 m long plastic, air-filled tube was oriented in the water tank between

the DD generator and LUX, providing a delivery system with no water. This allowed a large

number of the neutrons to travel from the DD generator to the detector cryostat without

suffering any collisions. Both the DD generator and the tube could be adjusted in Z, allowing

for the calibration of the active volume in XYZ. 70.4 live-hours of neutron calibration data

were recorded during the calibration.

ER calibrations were conducted by administering tritium into the active volume, in a

fashion similar to the krypton calibration, providing an internal source. Tritiated methane

(methane gas with a hydrogen atom replaced by tritium) is injected into the circulation path,

enters the active volume, and quickly diffuses throughout. Tritium decays by β emission
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with a 12.3 year half-life and end point energy 18.59 keVee. Because every decay results in

an ER interaction and the β ’s are emitted in a spectrum, the tritium source was an excellent

calibration source to use for ER calibrations.

5.3 Calibration of Detector Parameters

5.3.1 Energy Scale

When an interaction occurs, the models (2.6) and (2.7) predict the number of photons

and electrons that will be produced at the interaction site. Due to interactions between

the emitted photons and impurities in the detector or the surfaces within the detector, the

number of observed photons at the PMTs is lower than the number that is emitted by the

interaction. The relationship between observed photons (S1) and emitted photons (Nγ) is

S1= g1Nγ. (5.2)

In this relation, g1 is referred to as the light collection efficiency. The LUXSim and NEST

models were used to determine the value of g1 in LUX.

Similarly, the number of ionization electrons, Ne, is reduced by absorption on impurities

while drifting and further reduced by the extraction efficiency at the liquid surface. The

amount of detected light generated during electroluminescence (S2) is given by

S2= εg2Ne. (5.3)

Here, ε is the extraction efficiency and g2 is the number of photoelectrons detected per

extracted electron. The value of g2 can be measured directly from the single electron sample

in the data, and in turn used to tune the LUXSim and NEST models to understand the

electron extraction efficiency.

The values of g1, g2, and ε allow an estimation of the deposited energy in an event to

be made, based on the observables S1 and S2. The formula

E =W L−1
�

S1
g1
+

S2
εg2

�

(5.4)

provides the link between the observed light and the deposited energy. Recall W is the aver-

age energy needed for the creation of electrons or γ,s (13.7 eV) and L is the Lindhard factor
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which described the behavior of ER vs NR energy partitioning. With a proper understand-

ing of the detector parameters, a reasonable estimation of the original energy deposition is

possible.

The DD calibration data were used to measure these detector parameters. First, the

size of a single-electron signal was directly measured. Figure 5.9, top shows the pulse area

distribution in the range 0-35 phe. The first observed peak is the single photoelectron back-

ground, and the distribution is centered at an area of 1 phe, as expected. The second ob-

served peak is the detector response to a single electron. Figure 5.9, bottom, shows only the

single electron region. A Gaussian fit to the distribution yields a value of 19.6 ± 4.9 phe/e−.

Using this value, a χ2 minimization is performed by tuning the NEST model and com-

paring the output with the DD calibration data to find the best-fit values of the light col-

lection efficiency and the extraction efficiency. The best fit values were g1 = 0.12 ± 0.02,

ε= 0.51± 0.09, and g2 = 9.99 phe/e−.

5.3.2 Charge Yield

An important detector parameter that must be known is the charge yield, a measure of the

number of extracted electrons produced as a function of deposited energy. The charge yield

is vital for energy scale calibration, i.e., converting the measured pulse areas to individual

recoil energies. To measure the charge yield, the DD neutron source was used [122]. Neu-

trons were incident upon the detector, and with some probability would scatter multiple

times within the liquid. Rather than rejecting those multiple scatters as in the WIMP search,

they were selected for this study. The scattering angle of the first vertex can be determined

given the relative reconstructed positions of each vertex (assuming that the incidence angle

was zero). The scattering angle can then be used to determine the actual recoil energy of

the original energy deposition (assuming there was no earlier energy loss and the incident

energy was 2.45 MeV). Given the single electron size determined above, the number of elec-

trons per deposited energy is estimated. The charge yield for LUX, measured in this way,

is shown in Figure 5.10. This direct, in situ measurement indicates continued, excellent

sensitivity to energies as low as ∼1 keVnr . The black line in the figure is the prediction of

the NEST model which is in reasonable agreement with the data even at these low energies,
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Figure 5.9. The response of the LUX detector to a single electron. top: An expanded
view of the distribution. The first peak is the distribution of the response to the single
photoelectron, centered at 1, as expected. The second peak is the response to the single
electron. bottom: The response of the detector to a single electron. A Gaussian fit to the
distribution yields a mean value of 19.6 ± 4.9 phe/e−.
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Figure 5.10. The charge yield calibration in LUX. An in situ measurement of the number
of ionization electrons per incident recoil energy was conducted (blue crosses), indicating
a continued excellent sensitivity to NR events at low recoil energies, leading to a higher
sensitivity to low-mass WIMPs. The NEST model is shown as the dotted line, in general
agreement with the data. This validates the model at low recoil energies. The green crosses
are from an earlier measurement by [99]. The preliminary designation indicated that the
result has been presented but has not to date been published. Figure from [122].

thus validating the model.

5.3.3 Relative Scintillation Efficiency

Using the determined charge yield and the measured relationship between ionization and

scintillation, the relative scintillation efficiency, Le f f can be determined from the same data,

though using single-scatter events in this case [122]. A NEST monte carlo simulation is

used to simulate the expected S2 spectrum, normalized to the DD data. For each S2 bin,

the S1 spectrum is simulated, varying the energy parameter by a sweep of scale factors in

order to vary the light yield in the simulation. Next, for each bin in S2, a χ2 minimization

is performed to determine the optimal energy scale factor. Because the NEST prediction of

the charge yield was verified by the measurement described above, the measured Le f f at
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Figure 5.11. The relative scintillation efficiency, Le f f , measured in LUX (blue), with DD
calibration data. This data extends the measured scintillation response down to 2 keVnr .
The NEST model, shown in black dashed line, matches well and indicates a continuing
trend as energy decreases. The yellow crosses are from [98] and the green crosses are
from [99]. The preliminary designation indicated that the result has been presented but
has not to date been published. Figure from [122].

each energy will be the NEST modeled value of Le f f , scaled by that factor in each bin. The

result is shown in Figure 5.11. The NEST prediction, shown in black dashed line, agrees

very well with the LUX DD data (blue) at energies as low as 2 keVnr , and it indicates a

continuing trend as energy continues to decrease, further validating the model. From this

calibration and the charge yield calibration, it is concluded that the NEST model is valid at

recoil energies as low as 1 keVnr .

5.4 Discrimination

The ability to discriminate between ER and NR events allows for the rejection of ER back-

ground events, resulting in a greater sensitivity. Discrimination in LUX is achieved using

the log10(S2b/S1c) variable, where S2b is the S2 area (energy) as measured by the bot-
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tom PMT array and S1c is the area (energy) of the S1 measured by both PMT arrays. Both

areas are corrected to the center of the detector. The discriminating parameter is plotted

as a function of energy, measured in units of S1c. In this spectrum, the same cuts used in

the WIMP search are applied, described in detail in Chapter 7. This procedure provides

adequate discriminating power for separating NR and ER events.

5.4.1 NR Band Calibration

The natural calibration source to use to understand the response of the detector to NR events

is the DD source. Unfortunately, due to the excellent self-shielding of liquid xenon and the

difficulty in delivering a high number of neutrons to the active volume (given the fact that

the neutron generator was located outside the water tank nearly 4 m away), achieving

enough statistics to confidently build a response band proved difficult. Therefore, a sim-

ulation based on NEST was used to build the NR response bands and compared with the

calibration data.

After tuning the model parameters with the DD data as described above, an NR spectrum

was generated by simulating NR events with a flat energy spectrum from 0-50 keVnr and

plotted versus S1c, binned in steps of 1 phe, as shown in Figure 5.12. A Gaussian was fit to

the data in each bin in slices of S1, and a function of the form

f (S1) = αS1β (5.5)

was fit to the mean and 1.32σ values of the fit. These functions, shown in red, represent

the mean and extent of the NR band. The values of each parameter are shown in Table 5.1.

To ensure that these bands accurately describe the data, they are also plotted against

the same spectrum, generated from DD data. This comparison is shown in Figure 5.13.

Both panels show the same data, albeit in different forms. It is evident from the bottom

panel that, at high S1, the statistics are not acceptable, hence justifying the need to use the

simulated spectrum to generate the NR response bands. The dotted red vertical lines show

the boundaries of the WIMP search box. It is clear from these plots that the simulated NR

response bands can accurately describe the observed data.
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Figure 5.12. The NR band generated by simulation. The NEST models were tuned to
account for the light collection measurements according to the DD data, and NR events
flat in energy were simulated. Functions fit to the mean and 1.32σ deviation of Gaussian
fits to the data in each S1 bin are shown in red.

α β

NR Mean 2.05 -0.13

+1σ 2.24 -0.14

−1σ 1.85 -0.13

ER Mean 2.57 -0.14

+1σ 2.70 -0.13

−1σ 2.43 -0.14

Table 5.1. The fit parameters for the NR and ER bands. The functions are of the form in
(5.5).
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Figure 5.13. The NR bands, derived from simulation, applied to DD data. Both panels
show the same data in different forms. From the bottom panel it is evident that, at high
S1, the statistics are not acceptable, hence the use of the simulated spectrum to generate
the NR response bands. The dotted red vertical lines show the extent of the WIMP search
box.
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5.4.2 ER Band Calibration

The ER band is measured with the tritium calibration data. Because this is an internal

source, there is no issue with statistics, and the data were used directly. The discrimination

parameter is plotted versus S1c, in bins of 1 phe. A Gaussian is fit to the data in each bin, and

a power law function of the form (5.5) is fit to the mean and 1σ deviation of fit from each

bin. The resulting fit parameters are listed in Table 5.1. The ER response band is shown in

Figure 5.14. It is evident in the figure that there is good discrimination between ER and NR

events, as expected, and the level of discrimination is discussed in the next section.

5.4.3 Discrimination Power

The ability to discriminate between NR and ER events allows for a powerful measurement

when searching for a particular type of event. From Figure 5.14, it is clear that some number

of ER events lie within the NR band. Since a WIMP interaction will be of the NR type, the

NR band must be clear of ER events. A WIMP search region, consisting of a subset of

the NR band, is defined within the discrimination space to ensure a maximum power for

discriminating ER events. The WIMP search region is defined as the space that lies below the

NR band mean, assuring a 50% acceptance of NR (or WIMP) events. The discrimination

power in LUX is shown as a function of S1 area in Figure 5.15. Because the acceptance

region is defined as the area below the NR band mean, the ER rejection is calculated on a

bin-by-bin basis by subtracting the NR band mean from the ER band mean and integrating

R= 1−

�

∫ −β

−∞

1
p

2πσer

e
−1
2 ( x−µer

σer )
2

dx

�

(5.6)

β =
µer −µnr

σer
. (5.7)

In this equation, µer and σer are the mean and width, respectively, of the Gaussian fit to

the ER profile in a given S1 bin and µnr is the fitted mean of the NR band. The average

ER rejection in the WIMP search range of S1 from 1-30 phe is calculated to be better than

99.95% with 50% acceptance for NR events. However, the ER band exhibits non-Gaussian

behavior as S1 decreases, so the discrimination is instead calculated as the fractional number

of ER calibration events that fall into the WIMP search region compared with the total

number of events. With this method, the discrimination of ER events is > 99.5%.

112



 (phe)
c

S1
0 5 10 15 20 25 30 35 40 45 50

) c
/S

1
b

lo
g(

S2

0.5

1

1.5

2

2.5

3

0

5

10

15

20

25

30

35

40

45Tritium Data
ER Band Mean

mER Band 1.32

 (phe)
c

S1
0 5 10 15 20 25 30 35 40 45 50

) c
/S

1
b

lo
g(

S2

0.5

1

1.5

2

2.5

3
Tritium Data
ER Band Mean

mER Band 1.32

Figure 5.14. The ER response spectrum and resulting bands measured with tritium cali-
bration data. The mean and 1.32σ bands are shown in blue, and the NR bands are shown
for comparison in red. The dotted red lines represent the boundaries of the WIMP search
region.
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Figure 5.15. The ER rejection in the WIMP search region is shown as a function of S1. The
average rejection, calculated from 1-30 phe in S1c and shown in magenta, is better than
99.95%, assuming a 50% acceptance of NR events in the WIMP search box.
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Chapter 6

Detector Performance

As described in Chapter 2, the LUX detector was designed to record any signal that exceeded

a digitization threshold, regardless of triggering decision. The trigger information is then

used to group digitized waveforms into 1 ms event windows, but as will be described in this

chapter, the detector did not perform as designed, and ignoring the trigger information and

event structure completely allows for the use of an alternative data analysis method.

6.1 Delayed Electron Emissions

The electric fields posed problems in the LUX system during operation. The drift field was

initially proposed to have been between 200 V/cm and 1000 V/cm which would require an

applied voltage to the cathode of at least −10 kV. The cathode was reviewed and certified

to operate correctly with an applied voltage up to −30 kV. However, during the dark matter

search period, the voltage applied to the cathode was −10 kV, and could go no lower. Fur-

thermore, unanticipated issues (described below) resulted in the gate voltage to be −1.5 kV,

and could not be raised any higher. This caused the drift electric field to be 181 V/cm,

lower than the design and possibly affecting detector performance. For instance, the elec-

tric field dependence of discrimination between NR and ER events is not very well under-

stood [56, 123].

The limitations on the voltage applied to the gate grid were driven by the anode grid

because the drift field is coupled to the extraction field by the gate grid. The anode grid

could not be raised to a voltage higher than 3.5 kV without the generation of a spark. One
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possible cause is the idea that some debris left from construction fused to the anode when

voltage was first applied and provided sharp points for discharge to occur. The exact cause

of the anode issue will not be known until such time that the detector is opened for visual

inspection.

The electron extraction field, set by the potential difference between the gate and an-

ode grids, in turn determines the electron extraction efficiency. This is a measure of how

efficiently ionization electrons from the interaction can be extracted into the gaseous xenon

to be accelerated and produce S2 light. Unlike discrimination, the electron extraction ef-

ficiency is highly dependent upon the extraction electric field between the gate grid and

anode grid. Because of the limitations on the anode voltage, this necessitated lowering

the gate grid to increase the extraction field, lowering the drift field in the process. The

extraction efficiency during the dark matter search was determined by calibration data, as

described in Chapter 5.

The extraction efficiency (55%) was lower than expected (> 90%), resulting in a severe

limitation observed in the data, namely that of delayed electron emission. This effect is

similar to the electron trapping time discussed in Chapter 3, though that effect occurs on

O (1µs) timescale and provides the observed S2 pulse width. The delayed electron emissions

cause longer periods of time to be dominated by large amounts of activity. Because the

extraction efficiency is so low, single electrons tend to remain piled-up at the liquid-gas

interface for long periods of time, eventually being extracted one-by-one into the gas to

produce electroluminescence light.

The delayed electron emissions observed in data have a very long (or, “slow”) compo-

nent of O (10 ms). An example waveform that contains a resolved S2 followed by delayed

electron emissions is shown in Figure 6.1. In this figure, each color represents a 1 ms, trig-

gered, event window (see Chapter 2). The initial blue event window contains the “good” S2,

and the subsequent events contain electron-like pulses, though there is no clear separation

between one electron and the next. The software algorithms used to resolve and character-

ize individual pulses, known as the pulse finder and pulse classifier, tend to categorize these

emissions as “electron-like” pulses if they can be resolved, but in other cases such resolution
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Figure 6.1. This shows the waveform of a resolved S2 (first blue section), followed by
a delayed electron emission. Each color represents a 1 ms event window. It is evident
that there is no clear break between the “good” S2 and the resulting electrons that are
extracted after it. This causes problems as the pulse finder and pulse classifier attempt to
differentiate between various pulses. Data like these must be rejected during the analysis.

is not attained, leading to unpredictable characterization. These delayed electron emissions

cause serious problems in the data as they represent periods in the time stream that must

be rejected. A method looking for regions of low detector activity was developed [124] and

used to reject the time periods that contain delayed electron emissions.

6.1.1 Quiet Time

Recall that when LUX data is digitized, all pulses that rise above a certain threshold are

recorded, regardless of the trigger information. Only the part of the pulse that is above

threshold is digitized, along with 24 preceding clock cycles (or, samples) and 31 trailing

ones. The baseline is computed as a rolling average of 128 samples and is also recorded.

This method is referred to as Pulse Only Digitization (POD) [83]. The sampling clock is 100

MHz, the digitizer has 14-bit resolution, and the threshold is set at 13 counts. The resulting

digitized waveforms in each PMT channel are referred to as PODs. A sum of all the PODs is
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made off-line and is known as a SumPOD.

If the trigger information is ignored, the raw data can be studied directly. Periods in time

that do not contain delayed electron emissions can be found, and these periods are referred

to as “quiet time windows,” or QTW. A histogram of SumPOD rate with 1 ms bins is created,

as shown in Figure 6.2. As is evident in the figure, during quiet times, the SumPOD rate

is ∼2-3 Hz. When the SumPOD rate rises above 10 Hz, the window is no longer quiet and

will be removed from the time stream. This noisy time window (NTW) begins when the

SumPOD rate rises above 10 Hz and ends when the phe rate falls back to its quiet rate. A

correction is applied to the width of the NTW, dependent upon the integrated pulse area per

bin, measured in units of photo-electrons per millisecond (phe/ms). One photo-electron

of area is defined as the average response of the LUX electronics chain to a single photon

detected by a PMT. If the phe rate is > 30 phe/ms, the width of the time window being

removed is increased. The additional width is determined to be ×5 the duration for which

the sumPOD rate was above 10 Hz. In Figure 6.2, regions in the time stream shaded in

purple are the noisy time windows. The noisy time windows are removed from the livetime,

resulting in a quiet livetime that is ∼ 12− 18% less than the total livetime. While this cut

removes a portion of the livetime, it has proven to be effective at removing the delayed

electron emissions, thus providing a much cleaner data set.

The effectiveness of QTW is demonstrated in Figure 6.3. The pulse area and pulse width

parameter space is described greater detail below, however, it is useful at this juncture to

illustrate what is being removed by the quiet time algorithm. In total, 37.2 hours of WIMP

search data are included in these plots. Each pulse is classified as per the various regions

that are identified as S1, S2, SE, SPE, (defined below) and delayed electron emission, as in-

dicated. Applying the quiet time algorithm removes 5.8 hours from the livetime, or ∼15%.

Figure 6.3, top, shows the distribution of pulses in the noisy regions. Notice the large popu-

lation of S2s and Delayed Electron Emissions. Figure 6.3, bottom, shows the distribution of

pulses in the quiet windows. The S2 and delayed electron emission populations are dras-

tically reduced, indicating that the S2s that were present were coupled with delayed elec-

trons and would not have been usable in a WIMP search. These correspond to the waveform
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Figure 6.2. The quiet and noisy time windows in LUX data. The regions shaded purple
represent time that is removed due to a high event rate (noisy time). See the text for a
detailed description of how the width of the removed time is computed.

shown in Figure 6.1. This algorithm removes 99.5% of the delayed electron emissions while

retaining ∼85% of acceptable livetime.

6.2 Data Processing

After the quiet time windows have been found, the raw data must be processed into a form

that can be analyzed. Because the quiet time algorithm operates on the un-triggered data,

the trigger information is not used, and the data processing method used to reduce WIMP

search data is different than described in Chapter 2. The method involves removing the

noisy time windows, applying a pulse finder and pulse classifier to reduce the waveforms to

pulses, building events based on the found pulses, and making analysis cuts to further reduce

the data until a final result is obtained. The data processing chain, shown in Figure 6.4, will

be described in detail in this section.
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Figure 6.3. 37.2 hours of WIMP search data were studied, and the quiet time algorithm
was applied. top: The pulse area vs. width distribution for pulses that reside in the noisy
windows, accounting for 5.8 hours or 15%. There are large populations of both S2s and
delayed electron emissions. bottom: The pulse area vs. width distribution for pulses that
reside in the quiet time windows. The late populations of both S2s and delayed electron
emissions are reduced, indicating the S2s in the noisy time are coupled to delayed electron
emissions, so those pulses and events would be unusable. In fact, the quiet time algorithm
removes 99.5% of the delayed electron emissions.
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Figure 6.4. The flowchart describing the steps in the data processing chain used for WIMP
search data. Raw waveforms first had noisy time windows removed. Then a pulse finder
and pulse classifier were applied to reduce the remaining waveforms into pulses. The pulse
classifier output was used to scan for S2 pulses, so events could be assembled around them.
Finally, analysis cuts were applied to the events, leading to a final result

6.2.1 Pulse Finder and Pulse Classifier

After the noisy time windows have been removed, pulse finding and pulse classifying algo-

rithms are applied to the data, described in detail in [124]. The pulse finder contains six

steps: 1.) The waveform is smoothed, keeping the area constant; 2.) Edges of the pulse

are located and pulse region defined; 3.) The waveform is further smoothed with a box

filter; 4.) Local maxima and minima within the pulse region are found; 5.) Statistical tests

are performed to determine whether the pulse region contains more than one pulse; 6.)

The pulse borders are adjusted to correct for the distortion due to smoothing. The resolved

pulses are then classified by type.

The pulse classifier categorizes the identified pulses based on their area and width (full

width at 10% maximum). This parameter space, populated with resolved pulses, is shown

in Figure 6.5 to demonstrate the categories. The pulse classification categories are:
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Figure 6.5. The pulse area and pulse width (full width at 10% maximum) parameter space
used to classify the resolved pulses as the proper pulse type. Note that one sample is 10 ns.

• Baseline: The region enclosed with a red line contains pulses that have areas well

below 1 phe and widths of only a few samples. These pulses are consistent with noise

caused by baseline fluctuations.

• Single Photoelectrons (SPE): The SPE region contains pulses with area of∼1 phe. The

single photoelectron rate is ∼1.5 kHz.

• Cherenkov: These pulses are narrower than S1s but have large pulse areas, and nearly

all the light is contained in one PMT. These are caused by stray electrons producing

Cherenkov radiation in the PMT windows.

• Baseline+SPE: These pulses have areas consistent with SPE, but they have a much

larger width. In these pulses, the SPE happened to coincide with a baseline fluctuation

noise pulse. These pulses, for the purpose of analysis, are classified as SPE.
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• Single Electrons (SE): These pulses are the result of the extraction of a single electron

into the gas region to produce an S2-like pulse. They are not coincident necessarily

with an interaction as electrons can be spontaneously emitted from the liquid sur-

face [60].

• S1: These pulses are S1s. They are unambiguous and well separated from other

categories. S1s with small areas (a few phe) can be resolved from SPE and Cherenkov

pulses due to the fact that the classifier requires an S1 pulse to have light present in

at least two PMTs.

• S2: The brown box encloses the domain of S2s. The signature is clear for pulses with

area greater than 103 phe and widths about 1.5−4.5 µs. The pulses with smaller

areas and larger widths within the brown box are likely the result of delayed electron

emissions.

• Delayed Electron Emissions: These pulses are caused by electrons that are inconsistent

with S2 or SE pulses. They can be vetoed using the quiet time algorithm described

above.

• Other: Pulses marked as other do not fit into one of the expected categories. They are

most likely caused by excessive splitting of pulses within the algorithm.

6.2.2 Gain Calibration

The pulse finder and classifier assumes that the PMTs have identical response to incident

light. This is ensured in the data by calibrating the combination of PMTs and the subsequent

electronics chain. Their response functions are normalized in terms of the measured pulse

area of SPEs. This gain calibration was done for each data acquisition, which typically

lasted for about 8 hours, thus providing a large enough independent statistical sample of

SPEs. Figure 6.6 shows the relative variation of the gain of each PMT as a function of the

day since the start of the WIMP search data. The gains are normalized to be unity on day

10, as shown by the uniform green across all channels. The three white streaks across the

plot correspond to the three PMTs in LUX that were deactivated. As is visible, the worse
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Figure 6.6. A graphical representation of relative PMT gains as a function of time.

excursion from unity is no more than 10% in either direction, while most of the PMTs show

much lower variation.

The gains were also measured using light-emitting diodes (LEDs) that were embedded in

the detector volume and could be pulsed using external stimuli. This method was employed

sporadically through the run, and provided for periodic comparisons to be made with the

in-situ method. Figure 6.7 shows the absolute SPE area gains for each PMT, in units of

mV-sample, where one sample is 10 ns. The LED method (red) is compared to the in-situ

(blue) gains. As can be seen the LED gains have a somewhat larger spread, and there is

some disagreement between the two methods as illustrated by the red and blue dashed

lines. This difference is used to estimate a systematic error of O (6%) in the overall energy

scale of LUX. This is treated further in Chapter 7.
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Figure 6.7. Absolute PMT gain in units of mV-sample as a function of PMT number. Two
methods were employed for this: in-situ (blue) and LED (red) as explained in the text.

6.2.3 Event Selection

An event consists of pulses that occur within a certain time window, centered around a

trigger. Pulses must be grouped into an event-like structure because a “good” event will

contain one S1 pulse followed by one S2 pulse. A class of events that could stem from a

good interaction will contain events with exactly one S2 preceded by one S1, and events

within this class are defined as golden events. Golden events can have additional S1 pulses

after the S2 pulse, and they can contain pulses between the S1 and S2, as long as none of

those are classified as S1 or S2 pulses.

Because the standard trigger information is ignored for the purpose of applying the quiet

time algorithm, a different triggering mechanism was needed to group the pulses of the

WIMP search data. Since all golden events must contain an S2, it was decided to use pulses

identified as S2s as the trigger. All pulses that occur 350 µs before and after the trigger S2

are grouped into one event, illustrated in Figure 6.8. The time window was chosen because

350 µs is the maximum time an ionization electron can drift in LUX without being extracted

into the gas and producing an S2. Looking back 350 µs ensures that an S1 leading to the

trigger S2 will be found, and looking forward 350 µs ensures that events which interact in
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Figure 6.8. An illustration of an event with WIMP search data. An S2 is the trigger. All
pulses that occur 350 µs before and after the trigger S2 are grouped into one event. This
time is chosen as it is the maximum time electrons can drift in the detector before producing
an S2, so events with more than one energy deposition can be identified.

the target more than once, producing multiple S1/S2 pairs will be found as well.

After events are constructed, the data are further reduced with analysis cuts, leading to

a result. These cuts and the result are described in Chapter 7.
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Chapter 7

Analysis and Results

A scattering of a WIMP off a xenon nucleus is a rare process and represents new physics that

has not yet been observed. In order to ensure that the observation of a WIMP interaction has

been made, the criteria for WIMP detection must be defined. This is done by establishing

a “search region”, where the detector performance, calibrations, and background signals

are well understood. Any additional signal, significantly beyond what is predicted, then

constitutes the discovery of new physics. At the same time, a simple WIMP interaction

model is needed in this region to help understand any new physics that might be observed.

If no WIMP interaction is observed, the sensitivity of LUX to a potential WIMP interaction

of this type can be quantified as a confidence limit on the null result, and then translated

into an upper limit on the cross section for such an interaction. Traditionally, this is done

as a function of the WIMP mass, because that is the only unknown parameter in an elastic

scattering model. In this chapter, the analysis and results of the WIMP search with LUX are

presented.

7.1 WIMP Search Region

To observe a WIMP interaction, a well-understood search region must be defined. The WIMP

search region used in this analysis is shown in Figure 7.1. The ER and NR discrimination

bands in the log(S2/S1) versus S1 plane are shown in blue and red, respectively. Contours

of constant energy, as defined by 5.4, are shown in magenta, with the solid curve indicating

the 1 keVnr lower bound. The solid black lines encase the region where this analysis will
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Figure 7.1. The WIMP search region used in this analysis. The blue and red lines indicate
the ER and NR bands, respectively, defined by detector calibrations. The magenta lines
show lines of constant energy. The WIMP search region is bounded by the solid black
lines. To ensure 50% acceptance the NR band mean is the upper bound of the region. This
choice results in a 99.95% ER background rejection. The analysis threshold imposed on
the size of the S2 defines the lower bound. The left and right bounds are defined by the
expected WIMP interaction spectrum.

look for WIMP interactions. WIMPs will scatter off the xenon nucleus, so the search region

must accept NR events while rejecting ER backgrounds. The region is bounded from above

by the NR band mean, providing an acceptance of 50%, and from below by the analysis

threshold imposed on the size of the S2, which will be discussed below.

The search region is bounded on the left and right in terms of S1c. At the low edge, the

smallest value of S1 considered is 1 phe. This choice is made in order to have nearly 100%

efficiency for the smallest possible detectable S1 pulse, as discussed below. This search

region provides an average rejection of ER background events of 99.95%, as was shown in

Figure 5.15.
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The low-energy neutron calibrations indicate that LUX is sensitive to NR events at ener-

gies as low as 1 keVnr , as shown in Figures 5.10 and 5.11. Coincidentally, the chosen lower

S1 bound is approximately overlapping with the 1 keVnr contour in Figure 7.1. The upper

bound of the WIMP search region is selected to have a value of S1c < 30 phe, which will be

motivated in the following section.

7.2 WIMP Signal Generator

To perform a WIMP search, an expected spectrum must be generated for a given WIMP mass.

Such a spectrum will be dependent upon the galactic WIMP model chosen, and in this anal-

ysis the Standard Halo Model (See Table 1.2) is used. From these assumptions, a WIMP

interaction spectrum for the discrimination variable log(S2b/S1c) versus S1c is straightfor-

ward to construct as a function of WIMP mass. Because WIMP interactions result in NR

energy depositions, the WIMP spectrum is generated using simulations of NR events. First,

a flat spectrum in the recoil energy range of 1−50 keVnr is generated. Next, the WIMP mass-

dependent rate, given by (1.13), is used to sample the simulated events and produce the

correct signal spectrum. To ensure an adequate population of signal events in the spectrum,

a WIMP-nucleon cross-section of 1 pb (10−36 cm2) is assumed. Of course, the WIMP-nucleon

cross-section is expected to be much lower than this as current experiments [35] are already

sensitive to WIMPs at this level. Figure 7.2, top, shows a WIMP spectrum for a 50 GeV WIMP

interacting in the LUX detector. As the density of points indicates, a majority (∼85%) of the

modeled events are concentrated in the region within 1<S1c<30 phe (encased in solid black

lines).

The expected signal is highly dependent on the WIMP mass, as demonstrated in Fig-

ure 7.2, bottom. The expected signal model spectrum is shown for various choices of WIMP

mass for illustration. As the mass increases, the number of events with an S1cs larger than

30 phe increases. This is because the area of S1c is directly related to the energy deposited at

the interaction site. This figure also illustrates the overall acceptance for the search region,

including the cuts placed on the S2 area. Blue points lie within the search region, and red

points lie outside it. The harsh divide at S1c = 30 phe is expected based on the discussion
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Figure 7.2. Top: The signal model for a 50 GeV WIMP interacting in the LUX detector.
The procedure for generating this spectrum is described in the text. Approximately >85%
of simulated events lie in the region 1<S1c<30 phe which is encased in solid black lines.
Bottom: The generated signal models are shown for several WIMP masses. Blue points
indicate those interactions that are within the S1 and S2 area windows defined in the text,
and the red points indicate those outside.

130



above, but the division at ∼1 phe is smeared due to the restrictions imposed on the S2 size,

which will be discussed below. These images demonstrate how the WIMP spectrum will

change as the mass changes.

7.3 Definitions of WIMP Search Cuts

From April, 2013 until August, 2013, the LUX detector was actively searching for WIMP

interactions. The total WIMP search live time during this period was 89.1 days, which

excludes any time that a 83mKr calibration was being conducted. The quiet time algorithm,

described in Chapter 6, was applied to the search data to remove periods of high detector

activity and the delayed electron emissions. The remaining live time, totaling 77.5 days,

was processed according to the procedure in Figure 6.4, and further reduced according to

the methods and procedures described in this section.

7.3.1 Multiple Scatter Cut

To completely understand the kinematical behavior and energy deposition of a possible

WIMP interaction in the event of a discovery, it is important to reject events that are not well

understood. Events that contain more than one S2, referred to as multiple scatter events,

can either occur if an incident particle actually scatters more than once in the target, or if

two single scatter events overlap in time. Because it is not clear what might have happened

in such a case, these events are rejected. Only golden events, those with a single S1 followed

by a single S2, (see Figure 6.8) are considered in the WIMP search.

7.3.2 S1 Area Cut

Events with S1c that fell outside the WIMP search window were also rejected. As described

above, the S1c range was 1<S1c<30 phe. The lower threshold is determined to be 1 phe

because of the definition of an S1, which must contain light in at least 2 PMTs. However,

given the SPE width in LUX is ∼40%, it is possible to have S1s that have smaller areas due

to downward fluctuations in the PMT response. For example, consider an S1 made of two

SPEs coincident in time in two different PMTs. A modeled distribution of the areas of such

S1s is shown in Figure 7.3. As illustrated, a threshold of 1 phe allows 93% of the 2 photon

S1s to be detected. The higher threshold of 30 phe is determined by the WIMP spectrum
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Figure 7.3. A modeled S1 distribution consisting of S1 pulses that are made of 2 SPEs.
Because the SPE width is ∼40%, the area of each can fluctuate down such that only half
of the 2 photon S1s have an area of at least 2 phe. Reducing the threshold to 1 phe allows
for the acceptance of 93% of these S1s.

model. As was discussed above, >85% of the expected events for the 50 GeV WIMP will

occur with 1<S1c<30 phe.

7.3.3 S2 Area Cut

As was the case with the S1 area, a range was placed on the size of the S2. The S2 area

was required to be in the range 100<S2<3300 phe. The lower threshold was motivated

by the single electron size. Single electrons can be emitted at the liquid-gas interface, and

these pulses could be improperly paired with a random S1 to create a golden event. In

order to fully ensure that no accidental pairings from single electrons were admitted into

the WIMP search region, a conservative requirement was imposed for all S2s to contain at

least 5 electrons, or ∼100 phe. Additionally, a “good” S2 pulse will have a shape similar to

the blue curve in Figure 3.8, and certain small S2s do not have that characteristic shape.

Further, an upper threshold was imposed to ensure the S2 pulses were physical. The liberal

choice of 3300 phe has no impact on the acceptance, while the lower cut of 100 phe removes
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a small fraction of WIMP events. These events have an S1 in the range of 1-30 phe but are

removed because they have S2s smaller than 100 phe. These are visible in Figure 7.2 as the

red points with S1 pulses in the acceptable range.

7.3.4 Fiducial Volume Cut

The ability of LUX to reconstruct events in three dimensions allows for the definition of a

fiducial volume, selecting only those events that are away from detector edges or the PMT

arrays. Figure 4.7, bottom, demonstrates the effectiveness of defining a fiducial volume,

wherein the center of the detector has an exponentially suppressed ER background event

rate. Establishing a fiducial mass, however, reduces the total target mass of xenon that is

considered when searching for WIMPS. The fiducial volume was defined to be cylindrical in

shape by considering the drift time (z) and XY position of events.

7.3.4.1 Drift Cut

Aside from isotropic sources of background, the PMT arrays are the largest sources of ER

background in the detector. Figure 7.4, which is a histogram of drift time for golden events,

is used to determine where the fiducial region in z should be defined. The large clusters of

events near drift times of 0 µs and 330 µs are background events and are rejected. In order

to ensure that these background events do not leak into the WIMP search region, 24 µs of

drift time is removed from the top and bottom of the liquid xenon, as shown by magenta

vertical lines in the figure. This corresponds to the range 6.8< z <49.7 cm, where z = 0 is

defined as the top face of the bottom PMT array.

7.3.4.2 Radial Cut

The distribution of the S2 light in the PMTs of the top array allow for the XY position recon-

struction of events. The position reconstruction algorithm compares the distribution of light

in the PMTs with a library of distributions computed from simulations to best determine the

location of the event. Background ER events are more likely to occur near the edges of the

detector, thus, a restriction in the radius of an event is necessary to ensure these wall events

do not leak in to the WIMP search.

To determine the radius of the cylindrical fiducial volume, the position reconstruction

algorithm was applied to simulated events where the actual location of the event is known.
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Figure 7.4. A histogram of drift times for golden events. The magenta lines indicate the
drift time cut imposed − only events with 24<drift<306 µs are considered in the WIMP
search.

The reconstructed radius was compared with the true radius, and a pseudo-efficiency was

determined for each r. Figure 7.5 shows the result of this comparison. The number of events

reconstructed at each radius was divided by the number of events generated at that radius.

The purple vertical lines are located at radii of 15, 16, 17, and 18 cm as a guide. As is evident

in the figure, at r >18 cm, there is a sharp decline in the efficiency of reconstructed events

because the position reconstruction algorithm tends to push these events to the edge of the

detector. A fiducial radius should be defined such that the reconstructed vertex position

for these events, r < 18 cm. The resolution of the position reconstruction algorithm was

computed with the 83mKr calibration data (see Figure 5.7), and it was found to be 0.7 cm.

Moving inward from the sharp decline by ∼2σ would suggest the fiducial radius should be

∼16.5 cm, but in order to maximize the fiducial volume, the fiducial radius was chosen to

be r = 17 cm.

The fiducial volume is thus defined to be a cylinder with radius r = 17 cm and a height of

42.9 cm, corresponding to a volume of 3.9×104 cm3. Given that liquid xenon has a density
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Figure 7.5. The ability of the position reconstruction algorithm was computed by apply-
ing the algorithm to simulated events, and comparing the reconstructed location to the
generated location. This was done for many events over a range of generated locations.
The sharp decline in reconstruction efficiency at r >18 cm suggests that the fiducial radius
should be less than 18 cm to avoid adverse effects from the reconstruction algorithm. The
fiducial radius was therefore chosen to be r <17 cm to maximize the fiducial volume and
avoid this decline.

of 2.888 g/cm3, the mass of xenon contained within the fiducial volume is 112 kg.

7.3.5 S2 Pulse Shape Cut

In order to suppress any background due to rare errors in the reconstruction and pulse

classification software, only events in which the S2 pulse has the expected time profile are

retained. As defined below, a further cut is applied for this purpose. The top-bottom asym-

metry (T BA) is defined as,

T BA=
S2top − S2bot tom

S2top + S2bot tom
. (7.1)

where S2top refers to the light from the S2 in the top PMT array, and S2bot tom is the light

in the bottom PMT array. The S2 Area Fraction (AF) is defined as the amount of light in

the PMT with the highest light divided by the total area of the pulse. A higher value of

AF implies a pulse with very localized light, and a lower value implies a pulse with more
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Figure 7.6. The T BA is plotted as a function of S2 area fraction for golden events in
tritium calibration data, and a strong population emerges. S2s are considered good if
their properties fall within the red box. S2s with properties outside this box are rejected.

distributed light. When T BA in golden events from tritium calibration data are plotted as a

function of AF , a striking population emerges, as shown in Figure 7.6.

The high density population from calibration data is used to define a good S2, located

within the red box. The T BA must have a value in the range 0.06< T BA <0.22. Events

with pulses outside this range include S2s that are either misclassified or are in events that

originate in the gas region of the detector [124]. The range of S2 area fraction allowed is

0.06< AF <0.12. S2s with AF values outside this range have very localized light, indicating

they occur in the gas, or perhaps as an after pulse in a given PMT.

7.4 Efficiency of WIMP Search Event Selection

Simulated data were used to calculate the efficiency of the cuts applied to the WIMP search

data. Simulated events were generated such that each event had exactly one S1 pulse fol-

lowed by an S2 pulse (golden event). These events were simulated as a function of recoil

energy, in the range 0< Er <40 keVnr with the same number of events generated at each
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Figure 7.7. left: The efficiencies of the pulse finder and pulse classifier to find and resolve
S1 and S2 pulses are shown in black and blue, respectively. The magenta curve shows the
efficiency×acceptance of all the analysis cuts imposed on the data. These efficiencies were
calculated with NR simulation data containing a flat distribution in energy of events with
one S1 followed by one S2. The fall-off above 20 keVnr is due to the upper bounds on
S1 and S2 areas. right: The same efficiency curves are shown for energies in the range
0-10 keVnr .

energy. The simulated events were then processed through the same analysis framework to

determine the number of golden events found, which could then be directly compared with

the number generated. This results in an efficiency as a function of energy.

Three efficiencies were computed: 1.) The S1-only finding efficiency; 2.) The S2-only

finding efficiency; 3.) The complete analysis efficiency×acceptance, as shown in Figure 7.7.

The left panel shows the entire energy range that was simulated, while the right panel

zooms in on the low energy region. The S1-only finding efficiency is defined as the number

of events where the pulse finder and pulse classifier resolve one S1 divided by the number of

events that contain one S1, as a function of energy. The S2-only finding efficiency is defined

in the same way, except the finder/classifier was counting the number of resolved S2s. For

the efficiency×acceptance of golden event finding and analysis cuts, the data were processed

though the complete analysis chain, and the number of surviving events was compared with

the number generated.

The S2-finding efficiency, shown in blue, quickly ascends to unity as S2 pulses are large

and distinctive. The S1-finding efficiency, shown in black, rises slowly and around ∼9 keVnr

it is nearly 100%. The analysis efficiency, shown in magenta, tracks the S1 efficiency at low
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Cut Events Remaining

Total Events 973,438

Golden Events 698,291

S1 Area (1−30 phe) 30,818

S2 Area (100−3300 phe) 21,914

Drift (24−306 µs) 5,373

Radius (r < 17 cm) 108

Good S2 105

Table 7.1. The tabulated results of the analysis cuts applied to the 77.5 live-days of LUX
WIMP search data. The list is not commutative, with the order that the cuts are listed in
being the order in which they are applied in the analysis.

energies and falls back to zero above ∼20 keVnr when the upper bounds in S1 and S2 areas

are reached. It is clear that the efficiency×acceptance achieves 50% at ∼3.5 keVnr and by

∼9 keVnr it reaches its maximum efficiency.

7.5 WIMP Search Data Reduction

The analysis cuts described above were applied to the 77.5 live-days of WIMP search data

from LUX, and the results are tabulated in Table 7.1. After applying all cuts, 105 events

remain. The final background model from LUXSim presented in Table 4.5 predicted a back-

ground rate of (2.6± 0.2)× 10−3 events/kg/keVee/day for ER events. The efficiency for ER

is dominated by S1 finding, thus the range 1-30 phe can be converted to an energy range of

0.16-4.87 keVee using the mean value of the calibration yield of 6.15 phe/keVee from Fig-

ure 5.8. Hence, for a fiducial mass of 112 kg, the predicted ER background is 106±8 events

in 77.5 days. This is consistent with the observed number. The ER energy range stated above

is clearly an approximation because all the efficiency×acceptance factors have not been ap-

plied. However, this exercise is aimed at demonstrating that the observed background is at

the level of expectations.

Figure 7.8 shows the distribution of the discrimination variable as a function of S1c

for the remaining 105 events. As can be seen, they appear consistent with the ER band,
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Figure 7.8. Events in the 112 kg fiducial volume during the 77.5 day WIMP search are
shown. There are 105 events that remain after the analysis cuts are applied, consistent
with the background model prediction of 97± 8 events. Each remaining event appears to
be consistent with the ER band. There are no events in the WIMP search region, consistent
with a null result.

indicating that they are most likely to be ER background events. Clearly, they lie above the

WIMP search region which is bounded by the mean of the NR band. Thus, this search yields

no WIMP candidate events, and this null result can be converted into an upper limit on the

WIMP-nucleon cross section.

Figure 7.9, top, shows the interaction site for the remaining 105 events, in terms of the

reconstructed drift time and radius squared (r2). It is evident that the density of remaining

events increases as the radius increases, consistent with the increase in target mass which

depends on r2. Figure 7.9, bottom, shows the XY spatial distribution for the same events.

In both panels, the magenta line represents the boundary of the fiducial volume. The light

grey points are events that lie outside the fiducial volume, shown for illustrative purposes.
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The high density of events at the detector edges is clearly visible.

7.6 Sensitivity Limit

Since no WIMP signals were observed in the search region, a 90% confidence level upper

limit on the sensitivity of LUX to WIMP interactions is instead computed. Two methods are

used to compute the sensitivity limit, and because of the absence of signal events, both are

expected to produce equivalent results.

7.6.1 Cut and Count

The first procedure considered for quantifying the sensitivity is the so-called cut and count

method. In this approach, the data are reduced by the cuts described above, and the number

of signal events observed in the WIMP search region is compared with the number of signal

events expected, should a WIMP interaction occur. Because a small number of events was

expected to be observed, the probability of observation is modeled by a Poisson distribution

P(k;λ) =
λke−λ

k!
(7.2)

where k is the number of observed events (k = 0) and λ is the number of expected events.

Since no events were observed, we compute the value of λ that could have fluctuated to

zero with a 10% probability.

0.1= e−λ (7.3)

λ= 2.3, (7.4)

This interpreted to imply that a maximum of 2.3 events could have occurred but not been

detected, with 90% confidence. This can be converted to a sensitivity of the WIMP-nucleon

cross section σn as follows,

σn =
2.3

neT M f
. (7.5)

where ne is the expected number of signal events, from the WIMP signal model, T is the

live time of the WIMP search, and M f is the fiducial mass of the detector. The resulting

sensitivity of this search is shown in Figure 7.10 as the green curve.
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Figure 7.9. The spatial distributions of the remaining events from the 77.5 day WIMP
search in the 112 kg fiducial volume. The magenta lines indicate the fiducial volume. The
black crosses are the remaining WIMP search ER events, and the grey points are outside
the fiducial volume, shown for illustrative purposes. top: The distribution of events in r2

and drift time. It is clear that the remaining events are clustered closer to the edge of the
fiducial volume, consistent with the expectation that they are background events leaking
in from the detector walls. bottom: The XY distribution of events. The remaining events
appear to be isotropically distributed in the XY space. The apparent “holes” at x ∼ 0 and
y ∼ ±23 are artifacts of the position reconstruction algorithm.
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Figure 7.10. top: The final limits from this analysis. The results from both the cut and
count method and profile likelihood method produce nearly identical results and are shown
collectively as the green curve. The LUX 2013 result is shown in red, and other experiments
are shown for comparison as well. This analysis extends the sensitivity of the detector to
low-mass WIMPs due to the reduction of imposed analysis thresholds and physics model
thresholds. These differences are listed in Table 7.2. The green band represents the extent
of the limits due to the systematic uncertainties that were considered. bottom: The same
limits are shown as in the top panel, but zoomed in on the region of low WIMP masses.
In this region, this analysis has a greater sensitivity than the LUX 2013 result due to the
reduction of the thresholds and physics model, as discussed in the text.
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7.6.2 Profile Likelihood Ratio

The 90% confidence level upper limit was also calculated using a frequentist hypothesis test

inversion, employing a profile likelihood ratio (PLR) as the test statistic [125, 126]. The un-

binned maximum likelihood technique compares the experimental data with a given model

on an event-by-event basis. Because this technique allows discrimination utilizing a number

of variables that may individually have limited discrimination power, it should be at least as

strong as the traditional cut and count approach. The data are the remaining events in LUX,

parameterized by the observed quantities −→x = (S1, log(S2/S1), r, z) (z is simply a recast of

the drift).

The signal and background models (Ms and Mb) must be computed in this set of ob-

servables. The signal is modeled as described above by the WIMP signal generator and

additionally weighted by the detection efficiency (magenta curve in Figure 7.7). The inter-

actions are assumed to be uniformly distributed in r and z. The background model consists

of ER events due to Compton scatters arising from radioactive materials in the detector,
127Xe decays, and 222Rn. The model parameters are

−→
θ = (nsi g , nRn, nC , nA) where nsi g is the

number of signal events, nRn is the number of events from 222Rn, nC is the number due to

Compton scatters, and nA is the number due to 127Xe decays.

A likelihood function is constructed for the purpose of a likelihood analysis.

L (−→x ) =

�

n
∏

i

p
�−→x i |
−→
Θ
�

�

× p (n|Nmodel)× pconst raint

�−→
θ |−→µ ,−→σ

�

. (7.6)

As expected, the number of events is Poisson distributed and the constraints are Gaussian

in nature.

p (n|Nmodel) =
N ne−N

n!
(7.7)

pconst raint

�−→
θ |−→µ ,−→σ

�

= ex p

�

(σ−µ)2

2σ2

�

(7.8)

The final component p(−→x i |
−→
θ ) can be defined as

p(−→x i |
−→
θ ) = nsi g ×Ms + nRn ×MRn + nC ×MC + nA×MA (7.9)
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The background models are fixed according to the LUXSim predictions. nsi g is free to float,

and nRn, nC , and nA are constrained by the LUXSim model.

A typical test statistic for model like (7.8) with a signal strength parameter of interest σ

is the PLR [126]:

λ (σ) =
L
�

σtest ,
ˆ̂
θ
�

L
�

σ̂, θ̂
� (7.10)

where (single) double hats denote (un)constrained maximum likelihood estimators. The

numerator is the maximum likelihood given the test cross-section, and the denominator is

the global maximum likelihood.

The 90% confidence level is obtained by inverting a series of frequentist hypothesis

tests. This procedure is very conveniently facilitated by the RooStats package developed

at CERN [127]. A pre-determined number of signal plus background and background only

pseudo-experiments were undertaken at test values of N . The PLR is calculated for the data

and all the pseudo-experiments. RooStats is used to compare these three PLR distributions

and determine the p-value for each assumed mass point. The p-values, in turn, yield the

confidence level on the expected value of σn. The resulting sensitivity of the PLR analysis

is shown in Figure 7.10 as the green curve. It is indistinguishable from the limits arrived

at via the cut and count technique, hence the green curve represents the results from both

methods.

7.7 Systematic Uncertainty

An estimate was made of the combined effects stemming from several systematic uncertain-

ties. The limits presented in Figure 7.10 can be calculated following the procedure defined

by (7.5). In this equation, there can be an error in each of the three quantities in the de-

nominator: the fiducial mass, the total live time, and the number of expected signal events

from the WIMP model. The sources of systematic uncertainty in each of the three were

considered in this analysis.

First, uncertainty in the total live time, T , can introduce a systematic uncertainty. The to-

tal live time is calculated by summing the timing intervals directly from the data acquisition
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system. Because the data acquisition system is carefully calibrated and well understood, the

errors that arise from summing the individual live time windows to compute the total live

time are expected to be negligible.

Next, uncertainty can arise in the calculation of the fiducial mass. The fiducial mass is

determined by calculating the amount of liquid xenon contained within a cylinder defined

by software algorithms within the bulk liquid xenon. Because the timing resolution of the

digitizers is O (10) ns and the the drift times of ionization electrons are O (10-100) µs, an

uncertainty in the fiducial mass from the drift time is again negligible. However, a position

reconstruction algorithm is used to determine the location of the event in (r,φ), and as is

shown in Figure 5.7, the resolution of this algorithm in r is±0.7 cm. Assuming a variation of

that amount, the fiducial mass is 112±10 kg. A larger fiducial mass increases the sensitivity.

Finally, a systematic uncertainty in the number of expected signal events from the WIMP

signal model can be introduced. The signal model generator operates by modeling the

expected response of LUX to a nuclear recoil event as a function of recoil energy, but the

detector observables are in terms of pulse areas. Based on the discussion in Chapter 6, the

PMT gain differences are used to estimate a systematic error of 6% in the overall energy

scale of LUX. Uncertainty in the energy scale can enter from the S1 size, the S2 size, and

the pulse properties derived from these pulse areas, such as the top-bottom asymmetry.

The estimated 6% uncertainty accounts for possible systematic errors stemming from any

of these sources. To quantify this effect, the pulse areas in the WIMP signal model (e.g.

the x-axis in Figure 7.2) are shifted by this amount in both directions, and the number of

expected signal events in the WIMP search region is recomputed, as a function of WIMP

mass.

Different combinations of these errors were considered in order to maximize the system-

atic excursions, thereby quantifying the worst-case scenarios. The extent of the errors on

the limits are shown in the solid green band in Figure 7.10. The upper bound occurs when

the S1 energy scale conversion shifts the simulated S1 areas to larger values and the fiducial

volume is lowered to 102 kg. The lower bound occurs when the energy scale conversion

shifts the simulated S1 areas to smaller values and the fiducial mass is raised to 120 kg.
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This Analysis LUX 2013

S1 Area 1-30 phe 2-30 phe

S2 Area 100-3300 phe 200-3300 phe

Drift 24−306 µs 38−304.5 µs

Radius r < 17 cm r <18 cm

Fiducial Mass 112 kg 118 kg

Live time 77.5 days 85.3 days

Table 7.2. A comparison between the analysis parameters used in this analysis and those
used in LUX 2013.

7.8 Conclusions

As explained above, an upper limit on WIMP-nucleon scattering cross section, σn, was ob-

tained as a function of WIMP mass using two techniques that yielded nearly identical results,

as shown by the green curve in Figure 7.10. For comparison, the initial LUX result [35] is

shown in red and the limits from the low-threshold analysis of SuperCDMS [34] are shown

in magenta. The positive claims are shown in black for CDMS II final exposure region [128]

and in blue for CoGeNT region [42].

This analysis reports the smallest upper limit on σn of 7.43×10−46 cm2 for a WIMP with

mass 33 GeV. This is comparable to the LUX 2013 result, however, it still represents the

most stringent spin-independent limit to date. There is a sharp decline in sensitivity to

lower mass WIMPs due to the recoil energy threshold of the detector. The limits derived

in this analysis at low WIMP masses (®10 GeV) are greatly improved compared to the LUX

2013 result because of the extension of the physics models to energies as low as 1 keVnr

and the reduction of the analysis thresholds for both S1 and S2 pulses. Further, the limits

in the low mass region once again are in contradiction to the CDMS II and CoGeNT claims

of positive detection. At the center point (∼8 GeV) of the CoGeNT contour the reported

cross section is 3×10−41 cm2, while the LUX 2013 limit is 500× lower. This analysis has

increased this disagreement − the limit reported here is 1,500× lower, thus making it even

more difficult to reconcile the limits from xenon experiments with detection claims from
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cryogenic crystal experiments.

The differences between this analysis and LUX 2013 result are tabulated in Table 7.2.

Based on these values, it is expected that, for WIMP masses >50 GeV, the differences in the

limits achieved by this analysis compared with the LUX 2013 result should be <5%, which

is what is observed, as shown in Figure 7.10. The observed gradual decline in sensitivity

to higher mass WIMPs is caused by the SHM WIMP model. Recall that in the model, the

WIMP energy density is constant. As the modeled mass of the WIMP increases, the number

density will therefore decrease. Fewer expected interactions means a higher limit.

This analysis demonstrates the sensitivity achievable to low-mass dark matter with this

type of detector. As a group of more massive (sensitive) similar experiments comes online

in the next decade, the WIMP sensitivity should only increase. However, larger experiments

will have poorer light collection efficiency and will deploy more PMTs. Having additional

PMTs increases the probability of random SPEs coinciding in time to form a fake S1-like

pulse. This coupled with the poorer light collection efficiency might require an S1 thresh-

old much higher than what was achieved here. Hence, such low-mass WIMP sensitivity

might not be possible with the next generation of noble liquid experiments. A suite of new

experiments utilizing various target masses, however, working together can achieve WIMP

sensitivities far greater, and such experiments will become operational within the decade.

The future of dark matter search experiments seems promising.
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