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Zhen Tan and H. Oliver Gao 

School of Civil and Environmental Engineering, Cornell University, Ithaca, NY 14850, USA 

ABSTRACT  

Modern urban vehicular tunnels generally have a branched structure and complex nonlinear aerodynamics. We established and 

analyzed the 1-D aerodynamic equations and pollutant dispersion model in such bifurcate hydraulic networks. To design a tractable 

model that captures system complexity, we proposed a novel piecewise-affine (PWA) approximation for the flow-dependent local 

pressure-loss coefficients at tunnel junctions. This enables us to model the flow system via first-order ordinary differential 

equations (ODEs) with piecewise-quadratic polynomials. We proved a fundamental and easily verifiable sufficient condition for 

the uniqueness and stability of the steady-state solution of each ODE piece. We also demonstrated via a numerical study that for 

the entire system (across different ODE pieces) there may exist multiple stable steady-state solutions, which can lead to different 

CO concentration distributions in the system. Our study provides a systematic modeling tool and a theoretical foundation for air 

quality management in complex tunnels.    
Key words: complex urban tunnels, air quality management, ventilation, nonlinear system, stability 

I. INTRODUCTION 

Underground tunnel transport is a popular solution to traffic 

congestion in the case of growing population and demand for 

mobility in a dense urban area. Virtually every major 

metropolis is constructing or extending its underground 

transport systems [1], such as the double-decker tunnels on 

route A86 in Paris and the large-diameter tunnels for route 

M30 in Madrid [2]. By moving some of the traffic 

underground, these tunnel facilities also help to improve 

ambient air quality, because unlike surface traffic emissions, 

emissions underground are not directly discharged to the 

open air. However, the high volume of traffic and the quasi-

closed nature of the space involved make these tunnels new 

hotspots for air quality management and control [3], both 

inside the tunnel and near tunnel portals and vents. 

For mitigation of problems that may arise, tunnel 

ventilation systems are needed to help dilute the pollutant 

concentration inside the tunnel and discharge the emissions 

through tunnel portals and vents [4]. Various functional and 

topographic requirements typically demand that urban 

tunnels have a mainline-branch structure. The tunnel 

branches are connected to other underground facilities such 

as commercial building garages [5] or to the ground network 

via ramps [6]. The interaction of the airflows in different 

tunnel branches can lead to complicated aerodynamics, 

which governs dispersion and transport of air pollutants both 

inside the tunnel and near the tunnel portals [5]–[8]. Thus 

quantitative aerodynamic analysis of the complex tunnel 

system is needed for effective ventilation design and air 

quality management. For such pipe-junction systems, 

experimental and computational fluid dynamics (CFD) 

analyses are usually time-consuming, with considerable 

work for tasks such as meshing of the junctions [9]. An 

analytical system model with good accuracy and a compact 

structure that enables efficient analysis is therefore highly 

desirable, which is a key purpose of this study.  

Longitudinal venting that uses jet fans is the most popular 

tunnel ventilation scheme, because of its efficiency and 

relatively low cost [10]. Many studies have been done on 

aerodynamic modeling of longitudinal ventilation in a simple 

tunnel, that is, a tunnel without branches (e.g., [11], [12]). In 

practice, the control of such ventilation systems is based 

primarily on steady-state flow (a.k.a. equilibrium flow) 

models [13], [14], hence understanding of the steady-state 

flow and its stability is crucial to ventilation system design. 

Because the kinetic equation for air movement in a simple 

tunnel is univariate (e.g., with a single air-velocity variable), 

it is straightforward to see that its steady-state flow is unique 

and stable. The relevant studies that are based on steady-state 

modeling have proposed static optimal ventilation design 

and control algorithms for urban loop-branched tunnels [13], 

[14] or mainline-branch structured bifurcate tunnels [8]. The 

transient airflow behavior in such systems has also been 

studied by way of field experiments (e.g. [15]), a scaled 

model and numerical analysis (e.g., [16]), and analytical 

modeling (e.g., [17]). In particular, in [17] the airflow 

rebalancing process inside a simple tunnel after a change in 

the fan intensity occurs is quantitatively characterized. The 

results show that the flow can always rebalance and reach a 

new stable equilibrium.  

    Extension of such analytical models to bifurcate tunnels is 

a recent development (e.g., [4], [8]). In particular, in [4] the 

steady-state and transient flows under fan perturbation were 

studied, but lacking a rigorous investigation of the system 

properties. Actually, some recent studies based mainly on 

system reliability analysis have looked at flow stability in 

complex mining-tunnel networks (e.g., [18], [19]), but the 

corresponding issue in complex vehicular tunnels has not 

been systematically addressed. A more rigorous 

investigation is needed for the analysis of branched tunnels. 

One source of complexity in such branched systems is the 

flow-dependent local pressure loss in the airflow across the 

branching junctions. In general, the local pressure-loss 

coefficient for a branched tunnel is not easy to obtain [5], [7], 

as it depends not only on the tunnel’s geometric parameters 

but also on the relative relations among the mainline flows 

upstream/downstream of the junction and the flow in the 

Aerodynamic Equilibrium and Stability for Air Quality 

Management in Complex Urban Tunnels 



 5 

bilateral branch [9], [20]. In existing studies of urban 

bifurcate tunnels [4], [8], [21], the local pressure-loss 

coefficients at branching points were assumed constant. This 

is because the focus of those studies was a ventilation-control 

algorithm that could deal with modeling errors by use of a 

feedback structure and estimation techniques [14]. The range 

of the flow variables in the tunnel that was studied is 

relatively narrow, hence the local loss coefficients vary only 

slightly and the geometry is simple (e.g., with only a small 

lateral branch angle). In this study we aim to establish an 

analytical framework for analyzing general bifurcate tunnels, 

so possible variations in the flow-dependent local pressure-

loss coefficients are explicitly modeled.  

Significant work has been done in empirical formulae 

(e.g., [22]) and analytical formulae (e.g., [9], [23]) for 

computing such coefficients in branched-pipe systems. One 

of the most popular and convenient analytical models was 

proposed in [9] for all kinds of “T-junctions” with either 

“separating flow” or “joining flow,” which cover all possible 

cases of branching in bifurcate tunnels. The results were 

derived from the 1-D momentum equation for 

incompressible flow, and comprehensive experiments 

verified the accuracy of this model [9].  Since the air velocity 

inside a tunnel is normally less than 10 m/s [20], the Mach 

number of the flow is less than 0.2, hence models based on 

incompressible flow can be applied to compute the local 

pressure-loss coefficients in tunnel systems [9]. However, 

such models are still quite complicated, as they represent the 

pressure-loss coefficients as nonlinear functions of the flow-

ratio variables (e.g., the formulae in [9]). To make the 

analysis easier hence more practical, we propose a 

piecewise-affine (PWA) approximation for these 

complicated functions in a specially designed one-to-one 

transformation of the original flow-ratio variables. This 

enables us to formulate the problem of the steady-state flow 

by solving a number of systems of quadratic equations for 

their respective convex feasible regions. Further, we show 

that under an easily checkable sufficient condition, each 

system of quadratic equations has at most one steady-state 

solution, which admits the use of efficient algorithms to find 

the solution (e.g., [24]). In addition, we prove that the same 

condition is sufficient for system stability.  

In the next section, we present the modeling setup and 

basic aerodynamic equations and pollutant dispersion model. 

Section III introduces the PWA model for the local pressure 

loss coefficients; Section IV integrates the models in Section 

II and III and discusses the properties of the steady-state flow 

solutions. A numerical example is provided in Section V, and 

we conclude in the last section.  

 

II. AERODYNAMIC AND POLLUTANT DISPERSION 

MODELLING OF BIFURCATE TUNNELS  

A. System decomposition 

    The airflow inside a tunnel is driven mainly by jet fans, 

while moving vehicles also impose a force on the airflow. If 

the direction of the traffic is consistent with that of the 

ventilation and the speed of the traffic is higher than that of 

the airflow, then the moving vehicles also help to drive the 

airflow along the direction of the ventilation; otherwise, they 

cause a force of resistance [7], [20]. Within the airflow field, 

vehicular emissions are dispersed, transported, and 

distributed in the system; eventually discharged through 

tunnel vents and exit portals. Both the transient and steady-

state pollutant concentrations inside the tunnel are governed 

by the behavior of the airflow in the system [15], [17]. It is 

thus fundamental to understand the flow field in complex 

tunnels.  

As a routine step in tunnel analysis (e.g., [13], [20]), we 

divide the tunnel into connected control segments by the 

access points of the lateral ramp branches, the upper vents, 

and any points with changes in alignment or cross section. 

Then the bifurcate tunnel system can be modeled as an 

aerodynamic system that has a serial-branch structure. The 

tunnel segments are indexed by i ∈ I = {1, 2, …, n + m}, 

where i = 1, …, n correspond to the mainline segments 

ordered in the direction of the longitudinal ventilation, and i 

= n + 1, …, n + m correspond to the segments of the ramp 

branches. We order ramps from 1 to m in the direction of the 

mainline ventilation direction. Without loss of generality, we 

assume that only the long mainline tunnel has upper vents or 

variations in the geometric parameters, so each ramp branch 

is treated as a single segment. Fig.1 shows an example of 

segmental decomposition of a bifurcate tunnel. We denote 

by hi the index of the mainline segment such that the access 

point of segment n + i (i.e., ramp i), i ∈ {1, …, m} is the 

division point between the mainline segments hi and hi + 1. 

For example, in Fig.1, we have h1 = 1, h2 = 2, hm-1
 = n – 3 and 

hm = n – 2. For ease of derivation, we also define h0 = 1 and 

hm+1 = n. We let Iin be the set of indices of ramps in which the 

air flows into the mainline, and Iout as the set of indices of 

ramps in which the air flows out from the mainline. We also 

define two index sets, Iin
main = {hj: j =1, …, m, j ∈ Iin} and 

Iout
main = {hj + 1: j =1, …, m, j ∈ Iout}, to denote the mainline 

segments that are upstream of an inflow junction and 

downstream of an outflow junction, respectively.   

B. Basic and non-basic air-velocity variables  

   Let vi ≥ 0 (i ∈ I) denote the air velocity (averaged over the 

cross section) in segment i along the predefined required 

ventilation direction. To facilitate the modeling process, we 

define a segment index set IB as the subset of I such that the 

air velocities in those tunnel segments, {vi, i ∈ IB}, are 

independent, and an index set IN as I\IB; the air velocity vi in 

every tunnel segment which is indexed by some i in IN is a 

linear combination of the air velocities in IB plus some 

constant. We call the variables in {vi, i ∈ IB} the basic 

velocity variables, and define vB as the vector with 

 
Fig. 1. Complex urban tunnel system  
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components {vi , i ∈ IB}. Since the airflow is regarded as 

incompressible under low Mach number, we have the 

following characterization of IB, which is based on flow 

conservation.  

Lemma 1: For every i ∈ {1,…, m}, the index set IB contains 

exactly one element from each of two of the three sets {n + 

i}, {hi-1 + 1, hi-1 + 2, …, hi}, and {hi, hi + 1, …, hi+1} (and no 

element from the third set).  

Proof: By the indexing of the tunnel segments and flow 

conservation (since the airflow is incompressible under low 

Mach number), the following holds true at every time t: 


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where qi = viAi is the airflow rate in tunnel segment i (m3/s), 

Ai is the cross-sectional area of tunnel segment i (m2), and q'i  

is the air inflow rate from the upper vent at the end of 

segment i (m3/s); q'i  = 0 if there is no vent at this location. 

Since the airflow rate qi is the air velocity vi scaled by Ai, 

the definition of IB in terms of the air-velocity variables vi is 

equivalent to the definition of IB in terms of the flow-rate 

variables qi. For every segment i ∈ {1, …, m}, consider the 

three segment groups {n + i}, {hi-1 + 1, hi-1 + 2, …, hi}, and 

{hi, hi + 1, …, hi+1}. Clearly, the linear equations in (1) imply 

that knowing the value of exactly one flow-rate variable q in 

each of any two of these three groups is necessary and 

sufficient to determine the values of all the flow-rate 

variables q in all three groups. Since the union of these three 

groups over all i in {1, …, m} is I and the third group for 

ramp i is equal to the second group for ramp i + 1 (i = 1, …, 

m – 1), the result follows.                                                   ⬛                                                       

    Let q be the vector with components q1, …, qm+n. Then we 

can write the system of linear equations (1) in matrix form, 

Aq = b, where A ∈ ℝ(n-1)×(n+m) is a matrix with full row rank 

and b ∈ ℝ(n+m) is a vector. We reorganize the columns of A 

as A = [AB, AN] in such a way that AN has full column rank, 

and we partition the vector q accordingly, as q = [qB
T, qN

T]T. 

Thus IB consists of all the column indices of AN that satisfy 

this partition.                                         

A standard approach for finding IB is by QR factorization 

in order to find n – 1 linearly independent columns in A. Then 

IB consists of the indices of the rest of the columns in A. In 

this application, however, Lemma 1 gives a much easier 

approach. For example, in this paper we choose IB to be {1, 

n + 1, n + 2, …, n + m}, that is, the tunnel segments that 

correspond to the mainline entrance and all the ramps. 

Clearly, |IB| = m + 1, and so the non-basic index set IN = I\IB 

has |IN| = n – 1, and by our choice of IB, IN = {2, 3, …, n}. 

Since Aq = ABqB  + ANqN = b, we have qN  = AN
–1 (b – ABqB). 

We partition v = [vB
T, vN

T] T in accordance with q = [qB
T, qN

T]T. 

Using vi = qi /Ai for each i ∈ I, we can write  

),(     
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where DN ∈ ℝ(n-1)×(n-1) is a diagonal matrix with jth diagonal 

entry DN(j, j) = Ai, vi corresponds to the jth component of vN, 

DB ∈ ℝ(m+1)×(m+1) is a diagonal matrix with jth diagonal entry 

DB(j, j) = Ai, and vi corresponds to the jth component of vB.  

By the incompressibility of airflow under low Mach 

number, a similar formula holds for the airflow acceleration:  

.11

BBB

-

N

-

N
N

N
dt

d
vDAAD

v
v                 (2b) 

    Let us now reveal key aspects of the structure of the linear 

dependencies given in (2). By inspection of (1) in the proof 

of Lemma 1, we know that A has entry values in {0, 1, –1}, 

so B = AN 
–1AB ∈ ℝ(n-1)×(m+1) also has entry values in {0, 1, –

1}. Specifically, (1) implies that for all i, j with 1 ≤ i ≤ n – 1 

and 1 ≤ j ≤ m + 1,  






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Since the cross-sectional areas Ai (i ∈ I) are positive, the 

diagonal matrices DB and DN
-1 just scale the entries of B up 

and down, without changing their signs. Let C = DN
–1BDB. 

Then for all i', j' with 1 ≤ i' ≤ n – 1, and 1 ≤ j' ≤ m + 1, we 

have  
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where αi'j' = Aj'/Ai' > 0, segment i' corresponds to the ith 

element of IN, and j' corresponds to the jth element of IB. 

Recall that IB = {1, n + 1, n + 2, …, n + m} and IN = {2, 3, …, 

n} = {2, 3, …, h1, h1 + 1, …, h2, …, hm-1 + 1, …, hm, hm + 

1, …, n}. Therefore, 

,
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where αjj' is the vector [αhj+1 j', …, αhj+1 j']T, j = 1, …, m; the 

sign of αjj' is positive if j' = 1 or j' ∈ Iin, and negative if j' ∈ 

Iout. 

    Let S = [I   –CT]T and s = [0T  (DN 
-1AN 

-1b)T]T. Then we can 

write (2a) and (2b) as follows: 
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The purpose of this split is to build a compact 

aerodynamic-system model that, given all the design 

parameters such as the numbers of operating fans and vents, 

keeps track of only the basic velocity variables (the ones in 

vB = {vi, i ∈ IB}) and their derivatives.  

 

C. Aerodynamic equations 

Now we establish the basic set of aerodynamic equations 

of a bifurcate tunnel system. We start with the force balance 

equation in each tunnel segment [11], [15], [20]:  

,ertf FFFFFvAL             (5a) 

where ρ is the air density (kg/m3), A is the cross-sectional 

area of the tunnel segment (m2), L is the longitudinal length 

of the segment (m), and Σ F is the sum of the external forces 

(kN) imposed on the air in the segment, which consists of 

four parts: 
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(i). Fan thrust Ff : 

),( vvvKANF ffff                      (5b) 

where N is the number of running jet fans in the segment; K 

is the pressure-rise coefficient that depends on the 

specification parameters of the jet fans [25] and is 

independent of traffic intensity [11]; Af and vf  are the cross-

sectional area (m2) and jet speed (m/s) of the jet fans, 

respectively. In general, vf  >> v.  

(ii). Traffic force Ft: 

|,|)(
2

 vvvv
v

ALV
F tt

t

vt

t 
                     (5c) 

where Vt is the traffic volume (veh/s), vt is the average speed 

(m/s) of the vehicles in the tunnel segment, and Av is the 

equivalent average vehicle frontal area (with multiplicative 

drag coefficient included) in the segment (m2). Note that 

traffic can also constitute a resistance to airflow (i.e., Ft < 0) 

when vt < v (e.g., during congested traffic). Here (5c) is for a 

one-way traffic tunnel; it can be extended to a two-way 

traffic tunnel by adding a similar force term which is caused 

by traffic flow in the direction opposite that of the airflow 

[20], [26]. Typically, the traffic volume changes on a time 

scale which is much longer than that of the transient airflow 

[4] [13], hence the traffic parameters are assumed constant in 

our steady-state analysis.  

(iii). Frictional resistance (and local pressure loss) Fr: 

,)(
2

2v
d

L
AF

e

r 


                 (5d) 

where λ is the coefficient of friction resistance of the tunnel 

wall; de is the hydraulic diameter of the tunnel segment (m); 

and ξ is the local pressure-loss coefficient, which may consist 

of two parts [20]: a flow-independent loss coefficient ζ0 and 

a flow-dependent loss coefficient ζ. In that case,  ξ = ζ0 + ζ.  

For instance, the pressure-loss coefficient of the inlet/outlet 

or of the flow expansion/contraction (changes in cross-

sectional shape), and the pressure-loss coefficient of the 

longitudinal curvature, are routinely regarded as flow-

independent [20], hence they can be determined exogenously 

and are positive. However, the pressure-loss coefficients of 

flows at the tunnel junctions are flow-dependent [9] [20] and 

can be negative. We will discuss the determination of ζ in 

detail later.  

    For simplicity, we neglect pressure losses at upper vents 

(if any), since the airflow through these vents is typically 

very small compared to the original airflow inside the tunnel 

[4]. However, the entire analysis in this paper can easily be 

extended to consider (both constant and flow-dependent) 

pressure-loss coefficients at the upper vents.  

    (iv). Boundary pressure difference Fe: 

),( outin ppAFe                  

  (5e) 

where pin ≥ 0, pout ≥ 0 are the static pressure (kPa) at the 

airflow-in and airflow-out points of the segment, 

respectively.  

Applying (2) to all the tunnel segments i ∈ I, we can 

write 
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where pi is the static pressure pout for segment i and pin is the 

static pressure for segment i + 1; pout and pin are as defined in 

(5e). The static pressure at the tunnel portals is 0; in 

particular, p0 = pn = 0; also, pin = 0 for every segment i ∈ Iin, 

and pout = 0 for every segment i ∈ Iout. gi(vi) = aivi
2 + bivi + ci 

is a quadratic function, with coefficients given below (where 

the subscript i is omitted on variables that are constant across 

different segments): 
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where the sign function sgn(x) = -1, 0, 1 when x < 0, = 0, > 

0, respectively, which encodes (5c). 

 

D. Air Pollutant Dispersion Model 

The distribution of air pollutant concentration inside a 

longitudinally ventilated tunnel can be described by one-

dimensional diffusion-advection equations [13]. Pollutant 

deposition is neglected due to its limited effect on the 

dispersion and movement of gaseous pollutants inside the 

tunnel [21]. As a result, for each tunnel segment i ∈ I we 

have: 

p

i

i

p

i
i

i

p

i
x

i

p

i e
x

c
v

x

c
k

xt

c




























                  (7a) 

where cp
i is concentration of pollutant p in segment i 

(mg/m3), xi is the distance from the starting point of segment 

i (m), kx is the longitudinal diffusion coefficient (m-2), ep
i is 

the emission rate of pollutant p (mg/m3/s), which is the 

emission from running vehicles in tunnel segment i. Given 

that advection and source emissions dominate the 

distribution of pollutant concentrations in the tunnel [27], 

(7a) can be simplified by dropping the diffusion term. Hence 

the steady-state solution to the simplified tunnel diffusion-

advection equation takes the form:  

*0)(
i

i

p

ip

ii

p

i
v

xe
cxc  ,                              (7b) 

where vi
* is the stable equilibrium air-velocity in segment i; 

cp
0i is the concentration of pollutant p at the upstream end of 

segment i (mg/m3), which depends on the pollution level, 

upper vents, and ramp accesses in the upstream segments. 

cp
0i can be determined for different types of tunnel segments 

as below.   

For the mainline entrance segment and the on-ramps that 

are inlets of traffic: 

.or  1  ,,0 in

p

iamb

p

i Iiicc                       (7c) 
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where cp
amb,i is the ambient pollutant concentration outside 

the tunnel segment i (mg/m3). For off-ramps, 

. ,  ),(0 inji

p

i

p

j IjhiLcc                      (7d) 

For two adjacent mainline segments divided by an air 

extraction vent or an off-ramp access point,  

.or    0' s.t.  1,...,1  ),(10

main

outii

p

i

p

i IiqniLcc 
(7e)               

For two adjacent mainline segments divided by an air 

supplement vent, by conservation of mass [21], we have  

.0'  s.t.  1,...,1  ,
'

')(
*

,

*

10 



 i

iii

p

iambii

p

iiip

i qni
qAv

cqLcAv
c   (7f) 

Finally, for two adjacent mainline segments divided by the 

access point of an on-ramp,   

.,  ,
)()(

*

**

10 inj

jnjnii

jn

p

jnjnjni

p

iiip

i Ijhi
AvAv

LcAvLcAv
c 











 (7g) 

Therefore, if we can determine the stable equilibrium 

velocities {vi
*}, then we are able to easily compute the 

steady-state pollutant concentrations over all the segments 

based on recursion (7). In the following two sections we will 

focusing on analyzing steady-state flows and their stability. 

III. FLOW-DEPENDENT LOCAL PRESSURE-LOSS 

COEFFICIENTS AND PWA APPROXIMATION 

A. Local pressure-loss coefficients at tunnel junctions  

Given the required ventilation direction in each tunnel 

segment, our goal is to determine the steady-state flow 

pattern in the system. In junctions of bifurcate tunnels, given 

the tunnel geometric layout, the local pressure-loss 

coefficient depends on the relative relationships among the 

mainline flows upstream and downstream of the junction and 

the flow in the lateral branch.  These coefficients can even 

be negative under certain flow ratios and cross-sectional area 

ratios [9].  

We assume that the ventilation direction throughout the 

mainline or single-branch tunnel is unidirectional, since we 

focus on normal operation. In the case of a fire in which the 

fire point is near the tunnel air inlet, the fans in the upstream 

part of the fire point may be reversed in order to block 

transport of the smoke to the other part of the tunnel and 

enable evacuation [5], [20]. In any case, the airflow in each 

lateral branch either joins to or separates from the mainline 

airflow.  

For typical settings, where the mainline tunnel is straight 

and has constant cross-sectional area at the junctions, these 

tunnel junctions have two possible flow types, as depicted in 

Table I.  The corresponding analytical formulae for the 

pressure-loss coefficients, which are based on [9], are listed 

in Table I. It is important to note that these analytical 

formulae are derived on the basis of a steady flow; however, 

it is normally assumed that when there is an unsteady flow, 

the pressure loss between any two branches of the junction is 

instantaneously equivalent to that  occurs in the case of 

steady flow [9]. Extensive numerical studies have shown that 

steady-flow coefficients can be used in the case of unsteady 

flow without compromising accuracy [9]. 

We assume that the mainline cross-sectional area at a 

junction (associated with ramp j) is ηj times the cross-

sectional area of the lateral branch segment n + j at this 

junction. Note that the loss coefficients apply only to the two 

segments where the flow joins to a downstream “common” 

flow or separates from an upstream “common” flow. For 

example, in a type-I junction, ζ1 applies to segment 1 and ζ2 

applies to segment 2, while segment 3 does not have local 

pressure loss.  

   Note that the formulae presented in Table I are just for “T-

junctions” with constant mainline cross-sectional areas 

upstream and downstream of the junction. Some tunnels may 

have a more complicated junction layout, for example, if the 

mainline cross-sectional areas upstream and downstream of 

the junction are different, more than two branches connect to 

the junction, or there is a non-straight/curved mainline 

alignment over the junction region that forms a “Y-junction.” 

In these cases, explicit analytical formulae are hard to obtain. 

A more common approach is via experimental measurement 

or CFD analysis [5], [7].  

The true functional forms of these local loss coefficients 

should all be nonlinear in the flow-ratios, which makes the 

analysis of an aerodynamic model cumbersome. Therefore, 

we seek a proper approximation of these functions that will 

enable a more convenient analysis. Given the other tunnel 

parameters, all these functions are smooth in the flow-ratio 

variables. For instance, it can be checked that each ζ is a 

smooth function of the corresponding flow-ratio variable r ∈ 

[δ, 1 – δ] as defined in Table I. Thus a high-precision 

approximation is possible, which makes the resultant steady-

state analysis meaningful for practical purposes. 

 

B. Piecewise-affine approximation 

We introduce a piecewise-affine (PWA) approximation to 

the analytical formulae for the local pressure-loss 

coefficients. In fact, arbitrary approximation bounds can be 

achieved by a properly chosen PWA function in terms of the 

reciprocal of the square of the flow ratio.   

Lemma 2: Suppose ζ = ζ(r) is smooth on [δ, 1 – δ]. Then 

for any ε > 0, there exists a PWA function ̂  such that 

TABLE I 
TWO TYPES OF JUNCTIONS AND LOCAL PRESSURE-LOSS COEFFICIENTS  

Type of junction 
Flow ratio  

r∈[δ,1–δ]a 

Analytical formulae for  
local pressure-loss coefficients [9] 

Type I

 

3

1
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2
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
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2
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

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cos5.0
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2
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
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
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rrr

2
  ),2cos2(14 2
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
  rr

 

Type II 

 

1

3
3

v

v
r 

 
5.05.1 3

2

33  rr  

1

2

2
v

v
r




 2
 ,1)75.0cos(2 2

2

2

2

2


  rr

 

2
 ,1)75.0cos(2 22

2

2


  rr

 

    a In general, each flow ratio r can be in the range [0, 1]; see [9]. Since in practice 

vi > 0, we restrict r to the interval [δ, 1 – δ], with δ > 0 chosen to be a small number 

(e.g., 0.01). This enables us to work with the reciprocals of the squares of the flow 

ratios, which is very convenient when incorporating them into the aerodynamic 

equations. This will become clear in Section IV. 
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   ],1,[    ,|)())((ˆ|   rrrf  

where f(r) = r–2. 

Proof:  Since f(r) is bijective on [δ, 1 – δ], we define ζs = 

ζs(f(r)) = ζs(r2) = ζ(r). The smoothness of ζ = ζ(r) indicates 

that it is Lipschitz continuous on [δ, 1 – δ] and that the 

function f(r) is also Lipschitz continuous on [δ, 1 – δ], hence 

so is their composition, ζs(f(r)). Therefore, we can assume 

that for any r, r' ∈ [δ, 1 – δ] such that r ≠ r', 

           .
|'|

|)'()(|

|'|

|))'(()(|
max

22

)1,0('









 

 rr

rr

rr

rr ss

rr jj

  

For a fixed ε > 0, if we choose the interval division points of 

the PWA function as δ = r(0), r(1), r(1), r(2), …, r(M-1), r(M) = 1 – 

δ such that )()()(ˆ )(2)(2)( ttst rrr  


, t = 1, …, M, and 

,||max )1()(

,...,1 
 



tt

Nt
rr  

then the PWA function has the desired property. This is 

because the approximation function is affine on [r(t–1), r(t)] 

and its function values at the two endpoints are equal to the 

true values. Thus for any ̄r ∈ [r(t–1), r(t)], 

,/                         

|)()(|                         

|})()(||,)()(max{|                         
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which holds for t = 1, …, M.                                                    
⬛    
    Given the type of junction associated with ramp segment 

n + j, j ∈ {1, …, m}, and the corresponding mainline 

segments hj, hj + 1 upstream and downstream of the junction, 

there are two flow-dependent local pressure-loss 

coefficients: If j ∈ Iin, then the junction is of type I, so the 

coefficients ζn+j and ζhj are applied to segments n + j and hj, 

respectively; if j∈Iout,  then the junction is of type II, so the 

coefficients ζj and ζhj+1 are applied to segments n + j and hj + 

1, respectively.  

    Note that our modeling goal is to describe the flow in 

terms of only the velocity variables, so we need to eliminate 

the boundary pressure terms for all the segments. Because of 

the coupling of the aerodynamic equations (6a) for segments 

j, hj, and hj + 1 which is due to the common boundary 

pressure phj, eliminating phj will include both ζhj and ζn+j (for 

j ∈ Iin) or both ζhj+1 and ζn+j (for j ∈ Iout) in the equations. 

Therefore, to establish a system of simultaneous equations in 

the velocity variables that uses fixed affine approximation 

functions for the ζ’s in a certain range of the flow ratio for 

each junction, we need PWA functions for which the two loss 

coefficients at each junction are compatible. Let rj = [rj
(0), 

ri
(1),…, ri

(Mi)]T (where ri
(0)= δ and ri

(Mi) = 1 – δ) be the division 

points of the PWA function for ζi. By “compatible,” we mean 

that for j ∈ Iin, Mj = Mhj and rj
(t)  + rhj

(t) = 1, t = 1, …, Mj; and 

for j ∈ Iout, Mj = Mhj+1 and rj
(t)  + rhj+1

(t) = 1, t = 1, …, Mj. To 

see that this relationship is valid, note that r1 + r2 = 1 for a 

type-I junction and r3 + r2 = 1 for a type-II junction, as can 

be seen in Table I.  

    For each local pressure-loss coefficient ζi (i ∈ Iin
main ∪ 

Iout
main ∪ {n + 1, …, n + m}, we partition the interval [δ, 1 – 

δ] into Mi pieces: [ri
(0), ri

(1)), [ri
(1), ri

(2)), …, [ri
(Mi-1), ri

(Mi)], with 

ri
(0) = δ and ri

(Mi) = 1 – δ. Thus for every j in {1, …, m}, and 

for i = hj if j ∈ Iin and i = hj + 1 if j ∈ Iout, the corresponding 

PWA function has the following form:  
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    (8a) 

Note that the PWA function is continuous, which implies that 

αi
(t) + βi

(t)rj
(t) –2 for every t in {0, …, Mj – 1}.  

     

C. Fitting the piecewise-affine functions  

    We consider the commonly used criteria [28] for fitting 

our PWA function defined in (8a): Given the preferred 

number of pieces, the PWA function should minimize the 

total error (i.e., the deviation from the true nonlinear 

function). Under this criterion, one approach is to fit a PWA 

function to the values of ri for the individual tunnel junctions 

by minimizing the error of each function separately, and then 

generate a set of compatible division points based on the 

distinct endpoints in each piece of the PWA function and 

their compatible counterparts (i.e., rj = 1 – ri). However, this 

is not efficient and may lead to an unnecessarily large 

number of pieces. Instead, we choose to set the division 

points and the affine function parameters by solving a least-

squares (LS) problem. Given Mj ≥ 1, we formulate the 

following problem for every j in {1, …, m}: 
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(8b) 

where αi and αj are the vectors {αi
(t)} and {αj

(t)}, respectively, 

wi and wj are the corresponding weighting functions, and 1 is 

a column vector of ones. Note that in (8b) only the intercepts 

αi, αj and the intermediate components of rj need to be 

optimized, since rj and ri are compatible and the PWA 

functions are continuous. This LS problem can be solved 

efficiently by methods such as the multi-start Gauss–Newton 

algorithm [29]. 

    If an analytical form ζ(r) is not available and we have only 

discrete observations of the function values, then the integral 

of the objective function of (8b) can be replaced by a 

summation. The problem can be formulated as an LS-based 

piecewise-linear regression. A simple heuristic for this 

problem is to choose the endpoints among the data points that 

minimize the sum of the errors over all the data points.  
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IV. STEADY-STATE AIRFLOW AND ITS STABILITY  

To simplify the analysis, in what follows we assume: 

    Assumption 1: Throughout the system, the air velocity 

does not exceed the traffic speed, i.e., vi ≤ vti for all i∈I. 

Assumption 1 generally holds under normal traffic. The 

derivation can easily be extended to the case where the 

relation between vi and vti is unrestricted. The extension can 

be done by including possible combinations of these 

relations over all i ∈ I in determining the system parameters 

(see (6b)).  

A. System of ODEs in basic velocity variables  

    The ultimate goal of aerodynamic modeling is to create a 

compact system of first-order ODEs in terms of vB and 

compute its solutions in the feasible region. We denote the 

feasible region of vB by V. In our problem, due to the 

restrictions on v = [vB, vN]T ∈ ℝ+
n+m and rj ∈ [δ, 1 – δ], we 

have rhj ∈ [δ, 1 – δ] for all j in {1, …, m}. Thus V is defined 

as follows:  

,  ; ;}:{




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










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
















Ms

vs

s

p

MS

S

S

PpPvv tBBV
           (9) 

where vt is the vector {vti, i∈I}, S and s are defined as in (4), 

and the matrix M ∈ ℝ2m×(n+m) encodes the constraints δ ≤ rj ≤ 

1 – δ, j = 1, …, m. Note that under these constraints, the 

conditions δ ≤ rhj ≤ 1 – δ for j ∈ Iin and δ ≤ rhj+1 ≤ 1 – δ for j ∈ 

Iout hold automatically.  Specifically, suppose components i, 

i', and i" of v correspond to vj, vhj and vhj+1, respectively. Then 

M(2j – 1, i) = 1 and M(2j, i) = –1. In addition, if j ∈ Iin, then 

M(2j – 1, i") = –δηj and M(2j, i") = (1 – δ)ηj; and if j ∈ Iout, 

then M(2j–1, i') = – δηj and M(2j, i') = (1 – δ)ηj. The other 

entries of M are all zeros. 

    Clearly, V is a polyhedron. We can further partition V into 

disjoint convex sub-regions. Given the partition points rj of 

the PWA functions at each tunnel junction associated with 

ramp segment n + j ∈ {n + 1, …, n + m} with |rj| = Mj, we 

can partition the feasible region ℝ+
m+1

 into a total of M = |M1| 

× |M2| × … × |Mm| convex sets. This is because for each i ∈ 

{n + 1, …, n + m}, there can be only one indicator function 

among {Hi
(t), t = 1, …, Mi} that takes the value 1; the others 

are all 0. Thus altogether we have M different combinations 

of active indicator functions among all m tunnel junctions. 

The convexity of the partition follows by the following 

lemma: 

Lemma 3: The set Vk = {vB ∈ V: Hj
(tj) = 1, j = 1, …, m} is 

convex. 

Proof:  By definition of Hj
(tj), we know that Hj

(tj) = 1 

implies: (i) ri ∈ [rj
(tj-1), rj

(tj)) for tj = 1, …, Mj – 1 and (ii) ri ∈ 

[rj
(tj-1), rj

(tj)] for tj = Mj. This amounts to linear constraints on 

vB: N1(SvB + s) ≥ 0 and N2(SvB + s) > 0, where N1 and N2 

encode (i) and (ii), respectively, and both of them can be 

defined in a way that is similar to M in (9). Thus, V' = {vB: 

N1(SvB + s) ≥ 0, N2(SvB + s) > 0} is convex, and since V is 

convex, so is Vk = V ∩ V'.                                                      ⬛ 

Thus, we have M disjoint convex sets V1, …, VN that form 

a partition of V. Based on the PWA function in (8a), the 

system of aerodynamic equations (6) turns out to be a nice 

structured system of ODEs in the basic velocity variables vB 

within each subset Vk (k = 1, …, M).  

Proposition 1: If the local pressure-loss coefficients ζ are 

replaced by their approximations ̂  in (8a), then for vB ∈ Vk 

the system (6) is equivalent to the following ODE with 

quadratic polynomials F(k) in vB:  
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where Λ ∈ ℝ(m+1)×(m+1) is a nonsingular matrix, X(k)
1, …, 

X(k)
m+1 ∈ ℝ(m+1)×(m+1) are symmetric matrices, y(k)

1, …, y(k)
m+1 

∈ ℝ(m+1), and z(k)
1, …, z(k)

m+1 ∈ ℝ, these quantities take the 

values in (A5). 

    Proof:  See the Appendix.                                                     ⬛    

    Proposition 1 is a starting point for analyzing steady-state 

flow patterns and their stabilities for bifurcate tunnels.  

B. Solving for the steady-state flow  

    By Proposition 2 and since Λ is nonsingular, computing 

the steady-state solution of (10) amounts to solving M 

systems of quadratic equations, each within a convex set Vk 

(k = 1, …, M): 
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We can write (11) in the abstract form Q(k)(vB) = 0, where 

Q(k)
 is a quadratic operator from ℝ(m+1) to ℝ(m+1). Based on 

the proof of Proposition 1 (in the Appendix), we can express 

the coefficients in the jth equation (j = 1, …, m + 1) in (11) as 
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where Dj
(k), wj, tj

 are defined as in (A4). Note that Dj
(k) is a 

diagonal matrix. Thus the derivative of Q(k) at point vB is 
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Proposition 2: Define φ(k)
i = 2a(k)

ivi + bi as the derivative of 

g(k)
i evaluated at vi. If φ(k)

i < 0 for all i ∈ I and all vB  ∈ Vk, 

then Q(k)’is nonsingular for all vB ∈ Vk.  

Proof: Plugging (4) into (12), we have 
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Recall that D(k)
j ∈ ℝ(n+m)×(n+m) and wj ∈ ℝ(n+m) are defined 

as follows: If the function g(k)
i(vi) is present in the jth equation 

of (A3) and vi corresponds to the lth component of v, then the 

lth diagonal entry of D(k)
j and the lth component of wj are the 

coefficients of the quadratic term and the linear term in 

g(k)
i(vi), respectively; that is, D(k)

j(l,l) = ±a(k)
i and wj(l) = ±bi, 

with the same sign in front of a(k)
i and bi. The other entries of 

D(k)
j and the other components of wj are zero.  

Using an approach similar to the one we used to show that 

the matrix Λ in the proof of Proposition 1 is nonsingular, by 

further inspection of (A3) we have 
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where φ(k)
j is the vector [φ(k)

hj+1, …, φ(k)
hj+1]

T; the sign in front 

of the entry φ(k)
n+j (j = 1, …, m) in row i, i = 1, …, m + 1, is 

the same as the sign in front of the corresponding quantity 

gn+j(vi) in the ith equation in (A3), which is determined 

according to the rule specified therein. Notice that in the 

(j+1)st column of GB
(k),  the signs in front of the two adjacent 

entries φ(k)
n+j are opposites.  

    Now utilize form (3c) of the constant matrix C, so by (13), 

Q(k)'= G(k)S = FB
(k) + GN

(k)C can be expressed as 
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where we define f(k)
jj' = αjj'

Tφ(k)
j = Σi=hj+1,…,hj+1 αij'φ(k)

i. The sign 

of f(k)
jj' is positive if j' = 1 or j' ∈ Iin, and negative if j' ∈ Iout. 

Notice that in (15) we have the following: (i) In each column, 

the signs in front of the entries fjj’ are all the same; (ii) in the 

(j + 1)st column, the signs in front of the two adjacent entries 

φ(k)
n+j are opposites; (iii) the signs in front of the two terms in 

every sum φ(k)
j' + f(k)

jj' are the same.  

    Observations (i)–(iii) are the key to the proof: If φ(k)
i < 0 

for all i ∈ I and all vB ∈ Vk, then by adding a positive multiple 

of row i + 1 to row i in (15), starting with i = m and 

proceeding to i = 1, Q(k)' can be row reduced to a lower 

triangular matrix with nonzero diagonal entries. Therefore, if 

φ(k)
i  < 0 for all i ∈ I and all vB ∈ Vk, then Q(k)' is nonsingular 

for all vB ∈ Vk.                                                                    ⬛    

Theorem 1: If for every k  in {1, …, M}, φ(k)
i < 0 for all i 

∈ I and all vB ∈ Vk, then the system of quadratic equations 

(10) has at most one solution within Vk for every k in {1, …, 

M}.  

Proof: If for every k  in {1, …, M}, φ(k)
i < 0 for all i ∈ I 

and all vB ∈ Vk, then by Proposition 2, Q(k)' is nonsingular for 

all k in {1, …, M}. And since all Vk are convex by Lemma 3, 

the result follows from Theorem 3 in [30].                              ⬛                                        

Now we will interpret this sufficient condition, φ(k)
i < 0, in 

the context of tunnel ventilation. First, note that by 

Assumption 1, bi < 0 for all i ∈ I. Then for every segment i 

that has no local pressure loss or has a fixed flow-

independent local pressure-loss coefficient, φ(k)
i = 2a(k)

ivi + bi 

is negative since ξi = ζi
0 ≥ 0 for such i. Thus restrictions are 

needed only for segments i with ξi = ζi
0 + ζi < 0, and such 

segments are associated with junctions. Suppose 

combination k corresponds to the piece tj
(k)

 for the junction 

associated with ramp j. Then by (8a) we know that the 

coefficients ai
(k) for segment n + j, and for segment i = hj (if 

j ∈ Iin) or segment i = hj + 1 (if j ∈ Iout), are as follows: 
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where ai
0 = 0.5[qiLiAvi / (Aivti) – λLi / dei – ζi

0]. Thus for 

segment n + j ∈ {n + 1, …, n + m}, and for segment i = hj (if 

j ∈ Iin) or segment i = hj + 1 (if j ∈ Iout), the following hold:  
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This gives us the following corollary of Theorem 1.  

    Corollary 1: Under Assumption 1, if the following holds 

for all j ∈ {1, …, m}, and for i = hj (if j ∈ Iin) or i = hj + 1 (if 

j ∈ Iout), then (10) has at most one solution in Vk for each k in 

{1, …, M}: 
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       (17) 

The sufficient condition (17) is generally satisfied in real 

bifurcate tunnels with moderate segment lengths (such as the 

example in Section V). This is because the friction loss is 

typically larger than the local pressure losses if the tunnel is 

not very short. Furthermore, this condition is easily 

checkable, since α(k)
i and β(k)

i are parameters of the PWA 

function (8a) which are fitted using the techniques presented 

in Section III, and the other parameters are the given tunnel 

data. Interestingly, if one wants the inequalities in (17) to 

hold automatically, they can be imposed in the form of 

constraints on the PWA function parameters in (8b).   

Also, note that if off-ramp segment n + j creates a type-II 

junction with the mainline, then by the formula given in 

Table I, we know that the true pressure-loss coefficient at the 

diverging lateral branch is bounded below by –1; since the 

outlet loss coefficient is 1, the true value is ζj ≥ 0. Thus if the 

PWA function used to approximate the pressure-loss 

coefficient at the diverging lateral branch is reasonably 

accurate (i.e., it is also bounded below by –1), then the 

sufficient condition φ(k)
j < 0 is also automatically satisfied. 
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    Given this characterization, we can actually solve each of 

the M systems of quadratic equations relatively efficiently 

[24], provided that the premise of Theorem 1 holds. 

 

C. Stability analysis  

Now we will analyze the stability of the aerodynamic 

system described by (10), which is a natural extension of our 

discussion of the steady-state solution (a.k.a. equilibrium 

point) in the previous subsection. The analysis is based on 

the fundamental fact that an equilibrium point of a nonlinear 

system is asymptotically stable if and only if all eigenvalues 

of the Jacobian matrix at that point have negative real parts 

(e.g., [31]). In our problem setting, let vB
* be a steady-state 

solution of (10), let dvB/dt = F(k)(vB). Therefore, vB
* is 

asymptotically stable if and only if the Jacobian matrix 

F(k)'(vB
*) is Hurwitz (i.e., all its eigenvalues have negative 

real parts) .  

Now we check what this condition implies in our case. By 

the chain rule, we have the Jacobian matrix at a solution vB 

as  

).( ' )(' )(1)(

B

k

B

k Q vvF Λ                    (18) 

Proposition 3: If φ(k)
i  = 2a(k)

ivi  + bi < 0 for all i ∈ I and all 

vB  ∈ Vk, then F(k)'(vB) is Hurwitz for all vB  ∈ Vk.  

Proof: The idea is to explore the structure of the Jacobian 

matrix F(k)'(vB). Specifically, utilizing the sign patterns and 

the proportional lower-entries for the columns in matrices Λ 

and Q(k)', we can perform a series of series of matrix 

decompositions to build the Lyapunov equation. See the 

Appendix for details.                                                                    ⬛                                                                                 

The above proposition involves the most effort in its proof, 

which directly leads to a main result of our study as below.  

Theorem 2: If for every k in {1, …, M}, φ(k)
i < 0 for all i ∈ 

I and all vB ∈ Vk, then any steady-state solution to the system 

of quadratic equations (11) is stable for all k in {1, …, M}.   

Now in analogy to Corollary 1, we have the following 

corollary regarding the aerodynamic stability of complex 

tunnels for which the sufficient condition is easily checkable.  

    Corollary 2: Under Assumption 1, if (17) holds for every 

j ∈ {1, …, m}, and for i = hj (if j ∈ Iin) or i = hj + 1 (if j ∈ Iout), 

then any steady-state solution to the system of quadratic 

equations (11) is stable for all k in {1, …, M}.   

 

V. A CASE STUDY 

For illustration of the proposed methodology, we analyze a 

hypothetical one-way traffic bifurcate tunnel and focus on 

the CO concentration limit of 60 mg/m3. The straight 

mainline tunnel is divided into n = 3 segments and has m = 2 

literal ramp branches, as shown in Fig. 2, so the basic 

velocity variables are vB = [v1  v4  v5]T. Each ramp forms a “T-

junction” with the mainline tunnel. The on-ramp forms an 

angle of 60o with the mainline upstream segment (segment 

1), while the off-ramp forms an angle of 80o with the 

mainline downstream segment (segment 5), there is no upper 

vents.  

    Other tunnel parameters and the emission data are listed in 

Table II. The PWA functions are fitted for each of the four 

local pressure-loss coefficients (calculated according to 

Table I). Each PWA function has five pieces (i.e., M1 = M2 = 

5), so the total number of piece combinations is M = 25. The 

endpoints of the intervals are chosen to be r1 = r2 = [0.01, 

0.2, 0.5, 0.8, 0.9, 0.99]T for the two tunnel junctions. We 

verify that condition (17) is satisfied for this tunnel, based on 

the design parameters and the PWA function parameters. We 

are interested in computing the stable steady-state flow 

patterns and the resultant CO concentration distributions 

under various ventilation fan intensities in the tunnel 

branches.  

We discuss two test scenarios. In the first test, the numbers 

of running jet fan pairs for mainline segments 1, 2, and 3 are 

fixed at 3, 6, and 6, respectively. We vary the number of 

running jet fan pairs for each of the on-ramp and off-ramp 

branches (N4 and N5) from 0 to 10.  Fig. 3(a) shows the 

number of steady-state solutions vB under different 

combinations of N4 and N5. We can see that only one steady-

state solution is achieved under most combinations of N4 and 

N5. Under certain combinations of N4 and N5, however, there 

are two steady-state solutions, each from a region defined by 

Vk for a distinct index k ∈ {1, 2, …, 25}. In the second test, 

we look at the steady-state solutions under different fan 

intensities in two joining flow branches at the first tunnel 

junction. Specifically, we fix the number of jet fan pairs for 

mainline segments 2 and 3 at 6, and the number of pairs of 

jet fans for ramp segment 5 at 3, and we vary the number of 

jet fan pairs from 0 to 10 for mainline segment 1 and on-ramp 

segment 4 (N1 and N4).  As in the previous test, Fig. 3(b) 

shows that only one steady-state solution is achieved under 

most combinations of N1 and N6. Under some combinations 

of N1 and N6, however, there are also two steady-state 

solutions vB, each of which corresponds to a distinct piece 

combination k ∈ {1, 2, …, 25}. In both tests, every piece 

combination has at most one steady-state solution, which is 

TABLE II TUNNEL AND EMISSION PARAMETERS 

Notation Quantity Value 

L1,4,5; L2,3 Lengths of segments (m) 500; 1000 

A1,2,3; A4,5 Cross-sectional area of segments (m2) 60; 50 
de1,2,3; de4,5 Hydraulic diameter of segments (m) 7.5; 6.67 

vf Jet speed of jet fans (m/s)  40 

Af Cross-sectional area of jet fans (m2) 0.4 
K Pressure-rise coefficient of jet fans 0.88 

λ  Tunnel wall friction resistance coefficient 0.02 

V1; V4,5 Traffic volume through segments (veh/h) 1000; 500 
vt Average traffic speed (m/s)  12 

ζ0
1,4; ζ

0
3,5; ζ

0
2 Flow-independent local loss coefficient  0.6; 1.0; 0 

Av Equivalent frontal area of vehicles  1.5 
CCO

amb, 1,4 Ambient CO concentration (mg/m3) 0.7 

eCO
1,3; e

CO
2    CO emission source in mainline 

(mg/m3/s) 
0.2; 0.3 

eCO
4,5 CO emission source in ramps (mg/m3/s) 0.1 

 

 
Fig. 2. Example tunnel 
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consistent with Corollary 1. We also note that if N4 and N5 

are varying (and the other N’s fixed), two steady-state 

solutions are only observed when N4 equals 8, 18 or 20 (see 

Fig. 3(a)). But if N1 and N4 are varying (and the other N’s 

fixed), two steady-state solutions are observed for various 

values of N1 and N4 with approximately an affine relationship 

(see Fig. 3(b)). This implies that some pairs of segments may 

need special investigation. 

Table III lists the two steady-state solutions for four fan 

scenarios, the eigenvalues of the corresponding Jacobian 

matrices as well as the number of nonattainment tunnel 

segments (maximum CO concentration > 60 mg/m3). We 

verify that all of the solutions are stable, which is consistent 

with Corollary 2. We also observe that the two steady-state 

solutions and the CO concentration distributions do not differ 

very much in the first two scenarios but are quite different in 

the last two (where the vi’s also differ significantly under 

either of the two steady-state solutions). This is because in 

the first two scenarios, the numbers of running fans per unit 

distance do not differ much over different segments (within 

a factor of 2), but they change dramatically in the last two 

scenarios. Hence keeping the numbers of operating fans 

balanced in different segments is desired for maintain a 

stable flow in normal operation, and caution is needed in 

making the fan intensity much higher in some segment than 

the others during emergencies. 

In Fig. 4, we plot the CO concentration distributions in the 

system under two stable steady-state flow solutions for the 

fourth fan scenario. The result is generated by evaluating (7) 

every 100 m in each segment. We can see that the CO 

concentrations at segments 2~5 are slightly higher under the 

second solution than those under the first. However, c1
CO is 

significantly higher under the first solution than that under 

the second, due to a much lower v1
* in the first solution, 

which makes segment 1 become nonattainment segment, and 

the total number of nonattainment tunnel segments increases 

by a half (see Table III) compared to that under the second 

solution. Similar changes are observed for scenario 3. We 

also notice that under all of these eight stable equilibrium 

flows, segment 5 is always a nonattainment segment with 

C5
CO ranging from 86 to 92 mg/m3, which suggests a need of 

an upper vents at the downstream part of the tunnel. 

Therefore, our model analysis offers a rigorous and 

systematic way of designing effective air quality 

management strategies for the system. 

 

VI. CONCLUSIONS 

This study has proposed a steady-state 1-D aerodynamic 

and pollutant dispersion modeling approach for complex 

urban tunnels based on a system of quadratic equations. In 

particular, the uniqueness and stability of the equilibrium 

flows are analyzed. Because local pressure-loss coefficients 

are flow- dependent, we show that the equilibrium flow 

pattern and the resultant pollution concentration distribution 

may not be unique. However, we can bound the number of 

such equilibrium flows and validate their stability provided 

that a sufficient condition in terms of the system parameters 

is satisfied. The results of a case study validate our 

theoretical derivations and demonstrate the importance of 

understanding stable equilibrium flows in controlling the CO 

concentration. With further numerical and experimental 

analysis, one may also extend the PWA approximation 

approach to more complicated flow junctions and thus 

extend the analysis to more general underground networks. 

Our model offers a convenient tool and theoretical 

foundation for designing pollutant discharge strategies in 

complex tunnels, which is crucial for managing underground 

transport environment during both normal operation and 

traffic jams.   

 

TABLE III TWO STABLE STEADY-STATE SOLUTIONS  

Fan scenario 

Steady-state  

solutions vB (m/s) 

Eigenvalues  

of F'(vB) (×10-3) 
#Seg. with 

Ci
CO(Li) > 

60 mg/m3 v1 v4 v5 λ1 λ2  λ3 

Nf1=12; 
Nf4=12; Nf5=6; 

Nf2,3=12 

4.37 5.44 4.08 -26 -28 -28 2 
4.65 

5.02 4.04 -29 -28 -28 
2 

Nf4= 8; Nf5=16; 
Nf1= 6; Nf2,3=12 

4.20 5.78 5.52 -34 -26 -25 1 
4.53 5.31 5.48 -34 -26 -28 1 

Nf4=18; Nf5=2; 

Nf1=6; Nf2,3=12 

1.62 8.29 3.17   -21 -29 -25 3 

2.10 7.60 3.09 -30 -22 -26 2 

Nf1=2; Nf4 =14; 
Nf5=6; Nf2,3=12 

1.48 8.34 3.73 -20 -27 -27 3 
2.00 7.60 3.65 -22 -29 -27 2 

 

 
(a) Under different N4 and N5                (b) Under different N1 and N4 

Fig. 3. Number of steady-state solutions of vB 

 
Fig. 4. CO concentration distribution under two steady-state  

flow solutions (fan scenario #4) 
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APPENDIX 

A. Proof of Proposition 1 

We present the proof in four parts. 

First, it is straightforward to show that using the 

piecewise-affine approximation (8a), we can have a number 

of quadratic forms similar to gi(vi) whose parameters depend 

on which “piece” the flow ratio lies in for each junction.     

    Specifically, based on (6) and (8a), we can define a 

quadratic function gi
(k)(vi) = ai

(k)vi
2 + bivi + ci for each 

combination k =1, …, M of pieces of the approximation 

functions for the loss coefficients at the tunnel junctions. By 

construction, each of the approximation functions is a 

function of the reciprocal of the squared flow ratio, so the 

coefficients bi and ci are independent of k for all i∈I and are 

the same as defined in (4). For each segment i ∈{1, …, 

n}\{Iin
main ∪ Iout

main}, the local loss coefficient ζi is constant, 

so ai
(k)= ai is the same as defined in (4). Suppose combination 

k corresponds to piece tj for the junction associated with ramp 

segment n + j (j=1, …, m). Then the coefficients ai
(k) for those 

segments (n + j for all j, and for i = hj if j ∈ Iin and for i = hj 

+ 1 if j ∈ Iout) with flow-dependent ζ are 












 ,2/ 2/

;2/ 2/
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)()(0
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jj

t

i

t

jjnjn

t

j

t

iii

aa

aa



                   (A1) 

where ai
0=0.5[qiLiAvi/(Aivti) – λLi/dei – ζi

0]. 

Second, we eliminate the boundary pressure variables in 

(6) by the following steps:  

    (i) For i = hj with j – n ∈ Iin, we have pi = gj(vj) – Ljdvj/dt, 

and for i = hj with j∈Iout, we have pi = Ljdvj/dt – gj(vj). This is 

based on the last two equations in (6), which encode the 

“pressure balance” condition at the tunnel junctions.  

    (ii) For all pairs of adjacent ramps j, j' (1 ≤ j, j' ≤ m, j' = j + 

1), do the following: If there is at least one segment between 

segments hj and hj', then combining the first equation in (6) 

over {i: hj' < i ≤ hj'}, we have 

,)(
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11
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i
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h
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iihh
dt

dv
Lvgpp                  (A2a) 

 (iii) Using a similar technique as in (ii), sum the first 

equation in (6) over {i: 1 ≤ i ≤ h1} and over {i: hm < i ≤ n}, 

which gives 
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   (A2b) 

(iv) Use the expressions in (i) to eliminate the boundary 

pressure terms in (A2a) and (A2b).  

After performing steps (i)–(iv) above, the boundary 

pressure variables of the n – 1 segments are all eliminated, 

so (6) becomes a system of (n + m) – (n – 1) = m + 1 equations 

in n + m air-velocity variables:  





















































n

hi

i

k

imn

k

mn

n

hi

iimnmn

h

hi

i

k

in

k

nn

k

n

h

hi

iinnnn

h

i

i

k

in

k

n

k
h

i

iinn

mm

vgvgvLvL

vgvgvgvLvLvL

vgvgvgvLvLvL

1

)()(

1

1

)(

2

)(

21

)(

1

1

2211

2

)(

1

)(

11

)(

1

2

1111

),()(

                     

);()()(

);()()(

2

1

2

1

11









 

(A3) 

where ẋ denotes dx/dt. In the last equation in (A3), the sign 

in front of gn+m(vn+m) is positive if m ∈ Iin and negative if m ∈ 

Iout. In the other two equations, the sign in front of the term 

gn+j(vn+j) that is closer to the summation is negative if j ∈ Iin 

and positive if j ∈ Iout; the sign in front of the other term 

gn+j(vn+j) is positive if j ∈ Iin and negative otherwise. The sign 

in front of each term Ln+jdvn+j/dt  is the same as that of the 

sign in front of the corresponding term gn+j(vn+j). 

     Third, we express (A3) in terms of only the basic velocity 

variables vB.  Define L = [LB
T,  LN

 T]T, where LB  and LN  

partition {L1, …, Lm+n} in accordance with the partition of 

{v1, …, vm+n} by vB and vN. Then by (4), the jth equation in 

(A3) can be expressed as 
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vSTL 
 (A4) 

where Tj ∈ ℝ(n+m)×(n+m) and D(k)
j ∈ ℝ(n+m)×(n+m) are both 

diagonal matrices, wj ∈ ℝ(n+m), and tj ∈ ℝ. In the jth equation 

of (A3), if g(k)
i(vi) is present and vi corresponds to the lth 

component of vector v, then the lth diagonal entry of Tj is ±1, 

the lth diagonal entry of D(k)
j is ±a(k)

i, and the lth component 

of wj is ±bi (the rule of setting the signs is the same as that 

specified for (A3)). The other entries in Tj, D(k)
j and wj are 

zero, and tj is the sum of the other constant terms (i.e., the ± 

ci’s). Note that unlike D(k)
j, wj and tj do not have a superscript 

“(k),” since the piecewise approximation does not affect the 

coefficients bi, ci.  

Now if we define (for j = 1, …, m + 1) 
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then the jth equation in (A3) is equivalent to 
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Note that X(k)
j is symmetric, since  
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Finally, we form the constant matrix Λ ∈ ℝ(m+1)×(m+1) and 

show that it has full rank. Since L = [LB
T,  LN

 T]T, from the 

expression for C and (A6) we have  
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               (A7a) 

By further inspection of (A3), ΓB and ΓN  can be expressed 

as: 
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where Lj is the vector [Lhj+1, …, Lhj+1]
T (let h0 = 1 and hm+1 = 

n). For every i in {1, …, m + 1}, the sign in front of the entry 

Ln+j (j = 1, …, m) in row iis the same as the sign in front of 

the corresponding term Ln+j in the ith equation in (A3). Notice 

that in the (j + 1)st column of ΓB,  the signs in front of the two 

adjacent terms Ln+j are opposites.  

    Let ljj' = αjj'
TLj = Σi=hj+1…hj+1αij'Li. Then by (A7a) and the 

expression for C given in (3c), Λ can be expressed as 
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  (A8) 

where the sign in front of ljj' is positive if j' = 1 or j' ∈ Iin, and 

negative if j' ∈ Iout. Notice that in (A8) the following hold: (i) 

In each column, the signs in front of the entries ljj' are all the 

same; (ii) in the (j+1)st column, the signs in front of the two 

adjacent entries Ln+j are opposites; (iii) the signs in front of 

the two terms in every sum Lj' + ljj' are the same. 

     From (i)–(iii), we obtain the following: Since Li > 0 for 

all i ∈ I, by adding a proper positive multiple of row i + 1 to 

row i in (A8), starting with i = m and proceeding to i = 1, Λ 

can be row reduced to a lower triangular matrix whose 

diagonal entries are all nonzero, so Λ is nonsingular.                        
⬛                                   
 

B. Proof of Proposition 3 

Our idea is to prove that a matrix similar to F(k)' (i.e., has 

the same spectrum with F(k)') is Hurwitz.  To show this, we 

utilize the structure of F(k)' = Λ-1Q(k)' and decompose it into 

several special matrices. We present this in five parts. 

First, note that the two matrices Λ and Q' have the same 

sign pattern: the first column is positive; and for each column 

2 to m + 1, the first nonzero entry has the opposite sign with 

the rest of the entries in the same column. The column 

indices {2, 3, …, m + 1} are partitioned into two known sets: 

J1 and J2, the first nonzero entry of column j is positive if j ∈ 

J1, and is negative if j ∈ J2.  For example, if m = 3, J1 = {2, 

4} and J2 = {3}, then the sign pattern of the two matrices is  
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.  

For convenience, we define Q = –Q' (the superscript “(k)” 

is omitted through the proof for simplicity). We factor Λ and 

Q into products of two triangular matrices and a diagonal 

matrix. By the definition of fjj' in (15) and ljj' in (A8), we know 

fjj'/fjj'' = ljj'/ljj'' = Aj'/Aj''. Then if we define μj = An+j/A1 (j = 1, …, 

m), we can write Λ and Q as 
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By the proof of Proposition 1 and 2, we can write  

,, 022011 DLQUDLU        Λ                   (A10a) 

equivalently, 
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where D0 is a diagonal matrix whose diagonal entries 

are 1, ±μ1, ±μ2, …, ±μm (the signs of each μj is positive 

if j ∈ Iin and negative j ∈ Iout).  U1 and U2 are upper 

triangular matrices; L1 and L2 are lower triangular 

matrices. These triangular matrices are  
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where  
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   (A11e)  

Note that all the nonzero entries of L1, U1, U2 are positive. 

Furthermore, if φi  < 0 for all i ∈ I  (the sufficient condition 

to be proved), all the nonzero entries of L2 are also positive.  

Second, we form a matrix that is similar to –F' and can be 

written as a product of an upper and a lower triangular 

matrices. By (18) and (A10b), we can express –F' as 
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Now let E = L1D0 (so E is nonsingular), U = U1U2
-1 (so U is 

also an upper triangular matrix), L = L2L1
-1 (so L is also a 

lower triangular matrix), using (A12) we can define  
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Hence G has the same eigenvalues as –F', so it is sufficient 

to show that all the eigenvalues of G have positive real parts.   

Third, we compute U explicitly. By the form of U2 given 

in (A11d), it is not hard to check that  
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Combining (A11c) and (A14) gives us the expression for U 

= U1U2
-1 as 
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Fourth, we scale columns of L properly to express it in 

neat form. It can be verified from (A11a) that if we define a 

diagonal matrix D1 that has the same diagonal entries as L1, 

then we can express L1 as L1 = D1L1, where  
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The below-diagonal entries in L1 take the form above due to 

a key relation and the definition of γi in (A11e) 
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And since L1 = D1L1, we have   

L1
-1 = L1

-1D1
-1.                              (A17) 

By (A16) we know that entries L1
-1(i, i) = 1 and L1

-1(i, j) = 0 

(i < j). And since in each row of L1, all the nonzero off-

diagonal entries are the same, it is easy to see that the rest of 

the entries L1
-1(i,  j) (where i > j) can be computed recursively 

from i = 2 to i = m for each column j = 1, …, m as below 
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This recursion yields a nice form of L1
-1 (which can be 

verified by induction on rows) 
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Then using (A11b) and (A18), we have L2L1
-1 equal to 

(where we denote γi = γi – 1)  
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    Here comes a key step: we define a diagonal matrix D2 that 

has the same diagonal entries as L2 (so D2 is positive), and we 

define the following auxiliary variables  
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then we define 1

2
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 DLLL , which can be expressed as   
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By (A17), L = L2L1
-1 = L2L1

-1D1
-1, so  
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Finally, we verify that through proper column scaling, G 

can become positive definite, and thus reach the result 

desired.  We define a new diagonal matrix  
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then using (A21), we get another key expression   
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T----- UUDDLUDDGDDDGD      (A23) 

where the last equality follows from L1
-1D2

-1
 = UT

 
 by (A20) 

and (A22). Hence it follows from Cholesky decomposition 

that GD1D2
-1D3

-1 ≻0 since D3 is positive and U has all its 

diagonal entries equal to 1.  Let D = D1D2
-1D3

-1, which is a 

positive diagonal matrix, so it is positive definite, and by 

(A23) we know –GD is symmetric and negative definite, so  

                            .02 GDDGGD T   

Therefore by the Lyapunov matrix equation [31], we 

deduce that –GT is Hurwitz, so are –G and F.                     ⬛                                                                                                                                     
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