I. INTRODUCTION

We began the work on “Genesis: A Hardware Acceleration Framework for Genomic Data Analysis” [6] in early 2017 while Lisa Wu Wills was a postdoc advised by Krste Asanović at UC Berkeley. Most accelerator work related to genomic analytics centered around specialized hardware for specific algorithms, including our own work in accelerating INDEL realignment in the cloud [12]. The cost of accelerator design and deployment cannot be justified if the accelerator is a one-off design with limited applicability. As genomic algorithms were still changing frequently, we began thinking of ways to amortize the cost of designing and deploying accelerated systems.

II. THE PROCESS

A. An Accelerator Development Framework

Around the same time we started exploring the acceleration of genomic analytics, Amazon Elastic Compute Cloud (EC2) launched its F1 instance, which is a rentable FPGA-in-the-cloud. The introduction of FPGAs in cloud environments provides an unprecedented opportunity to achieve hardware acceleration with little up-front cost. However, developing and evaluating hardware accelerators is a challenging task when compared to developing software. High-level synthesis promises one avenue for achieving highly productive hardware accelerator development. However, high-level tools often leave much to be desired in performance and energy efficiency. To simplify the workflow for hardware developers, we started exploring and implementing a reusable hardware development framework using Chisel [3].

With this framework, we tackled the most critical and time-consuming parts of accelerator development: the communications between the host and accelerators, the custom programming interface, and communications between the accelerator and its memory. The framework helps produce hardware that is automatically augmented with parallelism, efficient memory accesses, and easy-to-use high-level user interfaces in C/C++ between the host and the accelerator.

B. The Concept of a Hardware Library

While the framework simplifies development of an accelerated system, we also take from software the idea of libraries that are modular, reusable across applications, and easily updated and modified as needed, and developed a hardware library as part of Genesis. The vision is that a careful factoring of hardware libraries across multiple domains can allow the library components to be reused, composed, modified, and updated with much less effort within the framework.

Further, we believe that if a software algorithm can be mapped onto a hardware library to utilize the underlying accelerator(s) using an already-standardized software interface, while allowing the efficient mapping of such interface to primitive hardware modules (as we have demonstrated with Genesis), it will expedite the acceleration of domain-specific algorithms and allow easy adaptation to algorithm changes.

C. Data Manipulation Tasks Are Similar Across Analytics Domains

Investigating the genomic analytics algorithms allowed us to decompose them into primitive operators. We observed that there are ample similarities between the operations needed to perform genomic analytics and traditional big-data analytics. Specifically, analytics across domains share similar, if not identical, data manipulation operations. We proposed treating genomic data as traditional data tables and using extended SQL as a domain-specific language to perform genomic analysis. For example, performing joins between two tables using related information allows us to answer queries that are relevant to the related information. In genomic analytics, a patient’s genomic reads table is joined with the known base-pair mismatch variants table to filter out non-alarming genomic variants. This step is essential when figuring out if there is a possibility that the patient has cancer (i.e., somatic variants). Other examples of data manipulation operations that are shared across domains are filtering, aggregation, and counting.

Conceptualizing the genomic data as a very large relational database allows us to reason about the algorithms and transform genomic data processing stages into simple extended SQL-style queries. Once the queries are constructed, Genesis facilitates the translation of the queries into hardware accelerator pipelines using the Genesis hardware library that accelerates primitive operations in database and genomic data processing. The same library can then be reused for accelerating database analytics tasks as well.

III. SUBSEQUENT WORK

It has only been three years since the work was published but there have been many advancements in the relevant area.
First, genomic data analysis and the efficient use of computational hardware for it remains an important topic in both academia and industry. Specifically, as our work highlighted, recent advancements focus more on high-coverage acceleration to prevent unaccelerated operations from incurring an Amdahl’s law bottleneck. For example, Illumina’s FPGA-based genomic analysis accelerator DRAGEN [7] as well as NVIDIA’s GPU-based genomic analysis solution Clara [10] supports a much wider range of operations to enable end-to-end acceleration for various use cases. In addition, academic works further explore the potential of leveraging in-memory or in-storage computing [4], [8] to overcome communication bottlenecks between processing units and memory or storage devices. Second, the idea of analyzing genomic data with database query languages has become even more popular. Cloud services like Amazon Omics [2] or Google Cloud Life Science [5] allow users to use query languages to analyze genomic data. Finally, using specialized hardware to accelerate database/data analytics operations is becoming commonplace. Amazon AQUA [1] utilizes FPGAs to accelerate their analytics workloads and startups like Neuroblade [9] and Speedata [11] explore the use of specialized application-specific integrated circuits for data analytics.

It’s an exciting time where continuous developments in algorithms and applications drive the need for new customized hardware, and advancements in customized hardware enable further innovations in algorithms and applications – a virtuous circle. However, what remains a challenge is the transfer of prototype technology from academia to real-world products in this area. Specifically, for algorithms in healthcare and genomics domain, it is critical that specialized hardware be able to handle different configurations and variants of algorithms effectively. We look forward to seeing how future hardware-acceleration researchers in this domain handle this challenge, hopefully using a composable accelerator construction methodology as outlined in our original work to significantly reduce development and deployment effort.

IV. WHAT HAPPENED TO THE AUTHORS

Lisa Wu Wills continued work on architecting accelerators, including finding ways to significantly simplify the process of developing and deploying accelerated systems. She joined Duke University as an assistant professor of Computer Science in 2019, where she has worked on accelerating Transformer models for Natural Language Processing (NLP) tasks and protein discovery as well as leveraging NLP models to predict protein discovery as well as leveraging NLP models to predict
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