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High Speed Linear Raster Scanners for Use in COMPMRI 

 
Anna Alvarez, Najva Akbari, Chris Xu 

ABSTRACT: Functional Magnetic Resonance Imaging (fMRI) is one of the most widely used and studied 

techniques for imaging of the brain. However, as it cannot directly read neural synapses and cannot be 

used to image at the cellular level, fMRI alone does not provide enough information to give clear 

conclusions on a subject’s brain. To resolve this, we propose a multimodal approach called COncurrent 

MultiPhoton microscopy and Magnetic Resonance Imaging (COMPMRI). By using fMRI and three 

photon microscopy simultaneously on mice, it will be possible to receive full brain scans and read neural 

activity at cellular regions at the same time. In this work, we present piezo driven, high speed linear 

raster scanners that can be used for three photon microscopy.  Our scanners are MRI safe, have a field-

of-view (FOV) of 143. 5 by 62.96 µm, a resonant frequency above 423 Hz, and are capable to scanning at 

256 lines/frame. While improvements must be made, results indicate our scanners can be used for in 

future studies for noninvasive COMPMRI imaging.  

 
 

 

INTRODUCTION 

 

Multiphoton microscopy and Functional 

Magnetic Resonance Imaging (fMRI) both present a 

promising future for advancements in brain imaging 

and understanding its functions. Multiphoton 

microscopy is regularly used for cellular imaging 

with high temporal resolution. FMRI, in turn, 

provides full brain scans with the highest spatial 

resolution for a noninvasive technique [1]. However, 

fMRI does not directly read neural synapses. Rather, 

it reads a secondary response: changes in blood flow 

due to neural activity. Therefore, any inferences 

made from fMRI results must rely on neurovascular 

coupling, or the relationship between neural activity 

in the brain and changes of cerebral blood flow [2]. 

Because this relationship is not a simple one, fMRI 

alone cannot be used to draw decisive conclusions. 

For example, during stimulation, regions of neural 

activity and haemodynamic responses may be 

noncontiguous; neurons from one location of the 

brain can be responsible for changes in oxygen 

levels in a different brain region. As seen in Figure 

1, blood flow is also shown to stop before neurons 

cease firing. This demonstrates that increases in 

oxygenated blood flow alone is not indicative of 

areas and intensities of neural firings.  

 

Figure 1: Cerebral blood flow (CBF), in blue, is shown to 
end before fluorescence intensities of dyed neurons, in 
red, die down in an HP stimulation. HBT signifies the 
amount of hemoglobin present [3]. 



  

It is difficult to draw good conclusions 

solely on fMRI or multiphoton microscopy. Thus, a 

multi-modal approach is needed. For small scale 

testing on mice, we propose COncurrent 

MultiPhoton microscopy and Magnetic Resonance 

Imaging (COMPMRI) as a solution. Combining 

fMRI with three photon microscopy in a multimodal 

approach, it will be possible to locate regions of 

activity in the brain and read both BOLD signals and 

neural activity simultaneously. Three-photon 

microscopy will be used due to its long excitation 

wavelengths, allowing high resolution imaging in 

subcortical layers of the mouse brain without the 

need of surgically removing the skull. This enables 

noninvasive in vivo imaging of the mouse brain and 

penetration up to 1400 micrometers [4].  

Often when taking such a multimodal 

approach, the challenge is in simultaneously 

recording data using two instruments without having 

reduction in data quality [1]. For example, in the 

common combination of EEG fMRI with an MRI 

scans, metal inside the EEG will cause magnetic 

field distortions [1]. This in turn deforms the MRI 

results. To avoid such complications, all COMPMRI 

components inside of the MRI room must be 

magnetic field safe. While the laser itself can be 

housed in the control room, the lenses, casing, and 

XY scanner will be exposed to the magnetic field. Of 

these three, only the scanner and the housing 

compartment are traditionally metallic. A different 

material can easily be used to build a casing; the 

scanner, on the other hand, must be redesigned. 

Developing an efficient and compatible XY scanner 

has been the focus of this study.  

Our XY scanners are composed of an optic 

fiber to deliver light, a carbon fiber tube (CFT) 

extension to amplify movements, and an actuator. 

For the linear raster scanners, trimorph piezoelectrics 

were chosen to drive the actuator, as piezos have 

already been shown to create negligible effect on 

magnetic fields [5]. Previous studies by Harzic RL et 

al. [6] and Rivera DR  et al.[7] have created 

successful piezo driven XY scanners demonstrating 

a uniform FOV. Lastly, trimorph piezos produce 

more deflection compared to bimorph piezos [8][9], 

making them the ideal piezo type to use in our 

scanners. 

 

 

The acquisition speeds of our piezo driven 

actuators are limited by the scanner’s resonant 

frequency. For a linear scanner to function properly, 

changes in fiber tip deflection must be directly 

proportional to increases in applied voltage. This is 

represented by the linear region in Figure 3. Once 

the actuator approaches resonance, this relationship 

ceases to be linear. Resulting images become 

distorted and difficult to control; it is therefore 

essential that the resonance frequency be set as high 

as possible for a functional linear scanner. 

Frequencies of 500 Hz and above are considered 

high enough for good optical imaging. Thus, to 

enable imaging at this frequency range without 

interference, the scanner’s resonance frequency must 

be far above 500 Hz.  

EXPERIMENTAL 

The goal of these experiments was to 

maximize resonant frequencies of our scanners. 

Resonance frequencies were tested at three stages: 

when the scanner consisted of only a fast axis piezo, 

Figure 2:  Image of experimental setup displaying how scanner 
components are attached and how an imaging lens is positioned 
relative to this setup. 

Figure 3: The relationship between amplitude of 
deflection and frequency (𝜔). 



when the CFT extension was attached to this piezo, 

and when the final slow axis piezo was added. As 

evident by Equation 1, increasing the Young 

Modulus, decreasing density, or decreasing cross 

sectional areas improves resonance frequency [10].  
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Here, E is Young’s Modulus, ρ is density, I 

is moment of inertia, A is cross sectional area, L is 

piezo overhang, and β is a boundary condition 

dependent constant [10]. Therefore, in a second 

experiment, three scanners with varying CFT 

diameters and densities were tested and measured for 

resonant frequency and linearity. The dimensions 

and densities of the CFTs used are recorded in Table 

1. As cross-sectional area decreases, so did density, 

which in theory will greatly increase resonant 

frequency.  

Carbon 

Tube 

Dimensions (mm) Density (oz/mm) 

Tube A Autek 2x2x1 ID  0.00017350 

Tube B Autek 3x3x2 ID  0.0003125 

Tube C Midwest Products 

4.9784x3.175x2 

ID 

0.000675 

Table 1 

 

 

Scanner Construction 

  

To create our scanners, trimorphs and CFT 

were cut to fit the dimensions calculated using 

Equation 2 under Experimental Setup. Copper 

wiring was used to connect the piezoelectric layers 

to the circuit and the carbon fiber layer to ground. 

An optic fiber was glued onto the CFT with little or 

no overhang. During construction, it was critical that 

all elements be aligned parallel, else the 

abnormalities would affect the final resonance and 

imaging.  The fast axis piezo, as labeled in Figure 2, 

was mounted with the desired overhang, and the 

CFT was glued in parallel to this. Once complete, 

the setup was wired to the circuit and driven with a 

sinusoidal wave to test for resonance. Resonance 

was determined by examining the changes in 

fluctuation under a microscope. Linearity was also 

tested by measuring deflection of the CFT tip due to 

offset changes made by a function generator. The 

slow axis piezo was prepared by cutting a notch 

through the trimorph’s end and fitted perpendicularly 

with the first trimorph. With this orientation, the fast 

and slow axis piezo allowed for movement in the X 

and Y direction respectively.  CFT reinforcements 

were glued by this connection for stability. Linearity 

and resonance were calculated once more. 

 

 

Experimental Setup 

 

In a trimorph piezo, two piezoelectric layers 

are separated by a carbon-fiber layer [8]. To induce 

deflection, one piezoelectric side must experience a 

positive voltage while the other is grounded [8]. 

Simply feeding the scanner a triangular wave will 

result in a negative voltage input for half the time. A 

circuit was constructed to divide the pattern and 

invert negative values, as shown in Figure 5. By 

adjusting the resistance values in the circuit, the 

voltage gain could also be manipulated. Trimorphs 

used in this study can receive a maximum voltage of 

200 Vpp.  Achieving a final voltage of this value is 

ideal, as it results in maximum deflection and the 

largest FOV.  

To test resonance and linearity, a function 

generator provided a sinusoidal wave. This was fed 

into the circuit and then a linear amplifier to increase 

gain by 25. When testing linearity, the tip of the 

scanner was projected onto a computer screen using 

an optical microscope camera. Power supplies and  

Figure 4: CFTs of increasing density and cross-sectional area 
from left to right. 



 

the piezo drive were activated. Frequency on the 

function generator was set to 0, the amplitude set to 

7 Vpp, and the offset initially set to 0 Vdc. The 

starting position of the tip was marked. The offset 

was then increased by increments of 0.5 Vpp in both 

positive and negative directions. After each shift, the 

new tip position was recorded. Pixel distances 

between each position were measured and converted 

to micrometers.  

To test resonance, the scanner was projected 

on the computer screen in a similar fashion. 

Frequency was initially set to 50 Hz and increased in 

increments of 10Hz. Amplitude was set to 800 mV, 

and offset returned to 0 Vdc. An increase in 

frequency results in scanner tip oscillations, evident 

in the vibrations seen on the computer screen. 

Frequency was increased until vibrations were 

maximized, indicating the scanner had reached 

resonance.  

 To determine the optical overhang lengths of 

the piezos, the following equation was used: 

 

𝐷 = 2𝑐(𝐿1
2 + 2𝐿1𝐿2) × (

𝑉𝑎𝑝𝑝𝑙𝑖𝑒𝑑

𝑉𝑠𝑝𝑒𝑐
) , (2)  

 

 

Here, D is fiber tip deflection at a non-resonant 

frequency and c is a proportionality constant. 𝐿1and 

𝐿2 are the slow and fast axis trimorph overhangs 

respectively [7]. With this equation as our guideline, 

we found that a fast axis overhang of 10 mm, a slow 

axis overhang of 7 mm, and a CFT overhang of 20  

 

mm would provide a fiber-tip deflection of at 

approximately 900 µm at 200 Vpp. To improve 

resonance, we chose to alter the fast axis to have an 

overhang length of 9mm instead.  

 

 

RESULTS AND DISCUSSION 

  

For the first experiment, the resonant 

frequencies and total fiber tip displacement of a 

scanner at its three stages were recorded in Table 2. 

There is an unavoidable trend of decreasing 

resonance as the scanner becomes longer with each 

new addition. The displacement, indicative of FOV, 

is also seen to increase with each new addition.  

Results of the second experiment are 

recorded in Table 3.  Each scanner, containing a 

varying CFT, was built to its second stage. Density 

of the CFTs increased with its outer diameter, and as 

Equation 1 suggests, scanners built with denser 

CFTs have a lower resonant frequency. The total 

deflections of the scanners appear similar with 3mm 

and 5mm CFTs, but is largely reduced when built 

with a 2mm CFT. This demonstrates a nonlinear 

relationship and must be further investigated with 

more data points. 

 

 

 

 

 

 

   

Figure 5:Schematic of circuit constructed. Positive and negative voltages are fed to separate piezoelectric sides of a trimorph. 



 
Stage 

1 

Stage 

2  

Stage 3 

Resonance (Hz) 3970 633  Fast: 610 

Slow: 394 

Total 

Deflection (µm) 

28.08 94.36  Fast: 775.1 

Slow:279.4 

Table 2 

 
Tube A 

2 mm 

Tube B 

3 mm  

Tube C 

5 mm  

Resonance 

(Hz) 

1040 522 309  

Total 

Deflection 

(µm) 

277.5 678.1 607.8 

Table 3 

 

 A complete scanner was constructed using 

the 3 mm CFT and with the dimensions calculated 

using Equation 2.  While the 3mm CFT scanners do 

not have the largest resonant frequency, they have a 

much larger FOV than scanners with 2 mm CFTs. 

The piezoelectric linearity characterizations of its 

piezos are graphed in Figures 6 and 7. The first 

graph depicts both sides of the fast axis piezo’s 

deflection. The second depicts the same information 

for the slow axis piezo. As these two graphs are not 

identical, the scanner cannot image the same amount 

in the X and Y direction.  Further, the graph 

demonstrates that the two trimorph piezoelectric 

sides perform differently.  The linearity equations 

vary when the trimorph is initially receives a positive 

or negative voltage. This implies scans lines taken 

left to right are not identical to scan lines taken right 

to left.  

 

 
Figure 7:Linearity characterization of the fast axis piezo from a 
complete scanner. 3mm CFT with 20 mm overhang, fast axis 
overhang of 9mm, slow axis overhang of 7mm. 

 To verify this, the scanner was tested on an 

airforce-target using a 980nm laser diode. The fast 

axis was scanned at a frequency of 423.7 Hz, and the 

slow axis was scanned at 256 lines/frame. The 

resulting image, Image I, is shown in Figure 6.  By 

feeding this image through MATLAB, the left to 

right and right to left scan lines taken from each 

trimorph side were separated. These images are 

shown side by side with noticeable variations 

between the two. For example, Image II captures 

more of the air force target scan pattern below, while 

Image III captures more of the leftmost 

pattern.  When combined, resulting image is of low 

resolution. 

 

Figure 6:  Linearity characterization of the slow axis piezo. 



 

CONCLUSION 

Thus far, complete scanners have only been 

tested successfully at frequencies ranging from 400 

to 500 Hz. However, their scanning acquisition 

speeds do not exceed the performance of most other 

commercially available actuators today. Further 

work must be done to improve resonance 

frequencies. As for linearity characterizations, each 

of the trimorph’s piezoelectric sides have been 

demonstrated a varying voltage to displacement 

relationship, resulting in a non-uniform FOV.  To 

resolve this, an arbitrary waveform generator that 

corrects for this response must be installed for future 

testing.   
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Abstract: Three-photon microscopy provides neuroscientists a powerful tool to capture neural dynamics while the 
animal of interest is conducting a behavior task. In the study of Drosophila melanogaster, the development of this 
imaging technique would enable non-invasive chronic imaging of neural circuits as flies change physiologic and 
behavioral states. In this study, we demonstrated that the three-photon imaging procedure does not affect levels of 
Hsp70 in brain tissue, an indicator of stress, heating, and photo-damage, using immunohistochemistry. Our results 
suggest that the laser power used during three-photon microscopy of the fly brain does not affect the behavior or 
neural dynamics of imaged flies.     
 

 

Introduction 
 

 

Intricate neurological processes serve as the basis for 
complex behaviors and decision making in all animals. 
Behavior and underlying neural function change as an 
animal ages and experiences the world: increasing amyloid 
plaques in aged primate’s brains leads to decreased agility 
and movement, increased anxiety responses in older mice 
when introduced to new environments, and cyclical 
behavior changes in flies caused by clock neurons relaying 
time of day [1][2][3]. The fruit fly Drosophila 
Melanogaster is genetically tractable and exhibits a wide 
range of behaviors and is thus amenable to studying the 
neural correlates of behavior via imaging techniques like 
two-photon microscopy. Imaging the fly brain with this 
technique, however, requires removing the head cuticle, 
layers of fat tissue, and trachea. This process typically kills 
the fly within five hours, which gives neuroscientists a short 
window in which to study neural function thus preventing 
the study long-term behavioral and physiological changes 
[4].  

  
The development of a non-invasive procedure is 

therefore required to study chronic neural processes. Three-
photon microscopy is a possible method, and although 
largely unexplored in fly neuroscience research, has several 
advantages over traditional imaging methods. Due to the 
heterogeneity of brain tissue, light entering the brain 
typically becomes scattered, resulting in a high signal to 
background ratio which limits the applicability of traditional 
imaging techniques. Multiphoton microscopy (MPM) 
utilizes multiphoton excitation, wherein multiple lower 
wavelength photons can be simultaneously absorbed by a 
fluorophore that would normally only be excited by a single 
photon of higher energy [5]. The probability of this 

simultaneous quantum event is extremely low, so it is 
important to maintain a high excitation photon flux, 
generally achieved using femtosecond pulsed lasers [6]. 
Since MPM employs excitation photons of a longer 
wavelength and losses due to scattering decrease 
proportional to λ-4, imaging depth is increased to a point 
where in vivo imaging through the cuticle of Drosophila 
with subcellular resolution is possible using this longer 
wavelength imaging [4].  Additionally, the non-linearity of 
MPM allows for optical sectioning, since excitation can be 
maintained within the focal plane, decreasing background 
noise as the probability of absorption drops off rapidly as 
distance from the focal plane increases [7].  
 

In biological imaging three-photon microscopy (3PM) 
has advantages over the more commonly used two-photon 
setup. Due to the ability to use photons with a third of the 
excitation energy, 3PM benefits from further reduced 
scattering. The higher order nonlinearity results in improved 
signal to background ratio and subsequently, greater 
imaging depth [8]. In mice, 3PM has already been used to 
create a method for deep, high resolution, non-invasive 
imaging that was not previously possible with two photon 
systems [9] and it was recently shown in Drosophila that 
3PM can resolve single neurons in vivo through an intact 
cuticle [4].  

 
Despite these advancements and advantages, chronic 

studies with 3PM in Drosophila have yet to be explored 
outside of the Yapici lab. 3PM experiments studying odor 
responses as flies become increasingly starved demonstrate 
that chronic imaging through the cuticle is possible. 
Preliminary results suggest that neural activity reported by 
the calcium indicator GCaMP6s increases as a fly becomes 
hungrier over a ten-hour starvation period (Figure 1). 



Odor Response at 0th hour 

 
 

 

Odor Response at 10th hour 

 

Figure 1: Transcutical three-photon imaging of odor-
evoked responses in the neurons of the mushroom body. 
Highlighted region of the Ca2+ graph shows the three 
second odor stimulus, created by passing compressed air 
through reservoir of apple cider vinegar. Calcium 
dynamics show change in response after significant 
period without food.  

 

 
Although these results show that transcutical imaging 

using 3PM is possible, it remains unclear if short or long-
term imaging induces heating or non-linear damage in the 
brain, or if imaging stresses the fly. Identifying signs of 
brain damage or stress is important as imaging-induced 
changes to an animal’s behavioral and neural patterns will 
be difficult to distinguish from natural changes and will 
hence limit the insight provided by long-term neural and 
behavioral studies. Heating the brain can affect channel 
conductance, the waveform of nerve impulses, and at 
extreme levels, provoke inflammatory responses and cell 
death, all of which can affect behavior [10]. Non-linear 
photo damage can cause cells to lyse, create artificial spikes 
in Ca2+ and at high intensities damage DNA sufficiently to 
reduce cell division [11]. It would need to be established 
that the act of imaging neurons with this procedure, does not 

affect their function for three-photon imaging to be an 
effective technique for neuroscientists. 

 
 When most organisms are subjected to environmental 

stresses, heat, pH change, toxic exposure, etc. expression of 
heat shock protein 70 (Hsp70) increases. This protein 
functions as a molecular chaperone protecting cellular 
processes and reversing damage [12]. Hsp70 reduces the 
agglomeration of misfolded proteins by binding to exposed 
hydrophobic regions and utilizing an ATP driven 
mechanism to restore native confirmation [13]. This protein 
has been used as a marker for photo damage in similar 
experiments which examined non-linear and heating 
damage caused by two-photon experiments on mice [14] 
[10]. These experiments identified thresholds above which 
significant heating damage would occur, suggesting the 
existence of similar limits for 3PM. Inspired by these 
results, Hsp70 was selected as a photo-damage and stress 
indicator for the fly brain. If low levels of Hsp70 were 
found in imaged flies it would suggest that heating, non-
linear photo damage, and stress induced from 3P imaging 
are insubstantial, and may not affect long term neural 
function or behavior. 

 
Methods 
 
Fly Stocks 

 
The Drosophila melanogaster strain 20XUAS-

GCaMP6s; mef2Gal4 was used for histology, and all flies 
were between 2 and 5 days old upon dissection. Larvae and 
flies were raised in 25ºC incubators on an agar, yeast, corn 
meal, and sucrose medium.  

 
Fly Preparations 

 
The procedure for three-photon imaging alone has the 

potential of being sufficiently stressful to the flies that it 
could prompt Hsp70 expression without the use of the laser. 
It is therefore important to test all aspects of the imaging 
procedure to see if each may elicit a stress response that 
could obscure the Hsp70 expression in imaged flies. The 
current procedure first requires adhering the fly by its head 
to the underside of a coverslip with a UV curable liquid 
plastic. The coverslip is then attached to a plastic weighing 
dish which is mounted under the laser path during imaging. 
Chronic imaging necessitates that the fly be placed on a 
water ball which provides it the moisture necessary to 
survive the lengthy imaging. While imaging is occurring, 
the fly is illuminated by an IR lamp as motion data is 
collected by an IR camera. To test for stress induced from 
this procedure two groups of flies were mounted but not 



imaged for a similar time period, with one of the groups left 
under an IR lamp for the duration to test the effects of IR 
lamp illumination on Hsp70 expression. 

 
In addition to flies that had undergone imaging tests for 

ten minutes at 30 mW and a repetition rate of 1 MHz, four 
other preparations were created as positive and negative 
controls. Flies were starved and heat shocked, fed and heat 
shocked, starved without heat shock and fed without heat 
shock before dissections were performed. Heat shocking 
occurred for a period of one hour at 37ºC, a duration and 
temperature sufficient to ensure Hsp70 expression in brain 
tissue [12].  
 
Immunohistochemistry 
  

For the controls, male flies were anesthetized with CO2 

prior to brain dissection and trachea removal, which then 
occurred in 1x PBS (phosphate-buffered saline). Brains 
were then fixed in 50 µl of 4% paraformaldehyde for one 
hour and incubated with agitation via an orbital shaker.  

 
For imaged flies, after imaging was completed they were 

decapitated and fixed in paraformaldehyde for two-four 

hours and then placed in PBS for short term storage prior to 
the dissection process (same as above). 

 
After four fifteen-minute washes with 50 µl of PBT, 

gently agitated, brains were blocked with 50 µl of 5% NGS 
(normal goat serum) in PBT for one hour, gently agitated. 
Primary antibodies were then added, diluted in 5% NGS 
PBT solution, 50 µl of 1:20 anti-nc82 in mouse used to label 
the whole brain structure, 50 µl of 1:1000 anti-GFP in rabbit 
used to label the mushroom body structures, and 50 µl of 
1:200 anti-Hsp70 in rat to label areas expressing heat 
damage. Brains were set on orbit shakers and left in 4ºC 
cold room overnight to incubate. The following day, brains 
were rinsed five times in PBT, with gentle agitation, before 
secondary antibodies were added, 50 µl of 1:500 CY5 anti-
mouse, 50 µl of 1:1000 488 Alexa Fluor anti-rabbit, and 50 
µl of 1:1000 546 Alexa Fluor anti-rat. Brains were again set 
on orbit shakers and left in 4ºC cold room overnight to 
incubate. The following day, after four fifteen-minute PBT 
washes with gentle agitation, one drop of VECTASHIELD 
antifade mounting medium was added to the brains. 
Following one hour of incubation on an orbital shaker, 
brains were mounted on a glass slide.  

 
 
 
 
 
 
   

 
 
 
 
 
 
 

Figure 3: Image preparation, with IR lamp exposure for 24-
hour duration 

100 µm 100 µm 

Figure 3: Image preparation for 24-hour duration 



Results 
  
 Brains were imaged by confocal microscopy at a 
resolution of 340 by 340 µm using laser light at 561 nm to 
excite labeled Hsp70. The negative control, 24-hours 
starved without heat shock, displays little Hsp70 expression. 
This level is suggested by the grainy signal received and 
little to no discernable cellular features conveyed by 
microscopy (Figure 4A). However, the positive control 
shows clear Hsp70 expression, as fluorescence levels are 
sufficient to reveal cellular features (Figure 4B). The 24-
hour starved, and imaged brain shows low levels of detail 
suggesting that it is more similar to the negative control in 
its level of heat shock response (Figure 4E). 
 
 
 These levels of Hsp70 expression allow us to conclude 
that the imaging procedure on 24-hour starved flies results 
in no significant heating or non-linear damage in the fly 
brain. These results do not guarantee that the imaging 
procedure leaves the behavior of flies unaffected but 
provides one piece in a puzzle to understanding the full 
effects of in vivo 3PM imaging. 
  

 The two imaging preparations, with and without IR 
lamp exposure for 24-hours compare favorably against the 
controls, suggesting that the prep itself does not cause a 
stress response that evokes Hsp70 expression (Figure 2) 
(Figure 3). 
  
 Additional comparisons can be drawn between the 
starved and fed flies. It appears as though there is additional 
Hsp70 expression in flies that have been starved compared 
directly to their fed counterparts. For the purpose of our 
experiments however, this is not problematic. We expect 
that there will be behavioral differences between fed and 
starved trials. This is not an unexpected result as previous 
studies have shown in fish, that starvation period and Hsp70 
expression form a linear relation [15]. 
 
Conclusion and Future Directions 
 

Through this study, we have demonstrated that imaging 
flies using three-photon microscopy for a period of ten 
minutes at 30 mW and a repetition rate of 1 MHz, results in 
no significant expression of Hsp70 when compared to 
negative controls. There is no evidence of non-linear or 

Figure 2. A. Negative control, fly starved 24 hours before dissection, little Hsp70 expression. B. Positive
control, fly starved 24 hours and heat shocked for one hour at 37ºC, significant Hsp70 expression. C.
Negative control, fly fed prior to dissection, low Hsp70 expression. D. Positive control, fly fed prior to
dissection and heat shocked for one hour at 37ºC, significant Hsp70 expression. E. Three-photon imaged fly
starved 24 hours, similar levels of Hsp70 expression as negative control. Scale bar=100µm
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Figure 4. A. Negative control, fly starved 24-hours before dissection, little Hsp70 expression. B. Positive control, fly starved 
24-hours and heat shcoked for one hour at 37ºC, significant Hsp70 expression. C. Negative control, fly fed prior to 
dissection, low Hsp70 expression. D. Positive control, fly fed prior to dissection and heat shocked for one hour at 37ºC, 
significant Hsp70 expression. E. Three-photon imaged fly starved 24-hours, similar levels of Hsp70 expression as negative 
control. Scale bar = 100µm 



global heating damage as a result of the level of laser power 
necessary to complete transcutical imaging. 

To build upon this body of work, it would be useful to 
study flies that had undergone an imaging period in excess 
of 12-hours. If it could be shown that this extreme case, 
which is the most likely to excite a stress response or create 
photo-damage in tissue, produces no alteration to behavior 
or increases Hsp70 expression it would be a strong indicator 
as to the reliability of three-photo imaging for chronic 
studies. 

The conclusions of this study could be further reinforced 
by studying the behavior of flies after they have been 
imaged. If it could be shown that imaging has no effect on 

the mating or feeding behaviors of flies, there would be 
behavioral evidence as to the nondestructive capabilities of 
three-photon imaging. 
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ABSTRACT 

  

 

Spinal cord neural activity controls 

the limb motions that are necessary for 

locomotion. Essentially, spinal cord neurons 

fire to achieve continuous motion in 

vertebrates, but the problem is that the 

specific neurons that are responsible for 

these firings are not known. Correlating 

neural activity with specific locomotor 

patterns will aid in elucidating spinal 

locomotor circuitry. It is important for us to 

understand if there is a difference in gait 

patterns between tail held and spine fixed 

mice with surgical windows implanted on 

the spine. This question will be answered 

through conducting limb/gait video analysis 

of the 6 points of interest on a mouse’s hind 

legs, including the Iliac crest, hip, knee, 

ankle, foot, and toe regions. During this 

study, when comparing tail-held to spine 

fixed, we have found that the 3 major 

points that are analyzed do not differ for 

more than 20 ° in angel differences. 

Although statistically, we can see that there 

is a change in patterns, it is vital to 

understand that each mouse is different, 

and many circumstances will affect the 

locomotion of a mouse. 

 

  

  

  

 

 

 

 
 
 



 

 

 

 

  

  

  

 INTRODUCTION 

  

 A plethora of neurodegenerative 

diseases like Alzheimer’s disease, 

Parkinson’s Disease, and Spinal Muscular 

Atrophy are associated with the 

interruption/disturbances of gait and limb 

movement in vertebrates. Gait is essentially 

sequential movements executed by 

motoneurons that is necessary for 

locomotion, which is the ability to move 

from one place to another. Gait is 

composed of two critical phases: the swing 

phase and the stance phase, which 

contributes to the routine step cycle. The 

stance phase is when the foot/ankle is not 

in contact with the ground, while the swing 

phase is when the foot/ankle is not 

incontact with the ground . Locomotion 1  

can be perceived as an “effortless” function 

that accompanies vertebrates, but in 

reality, it is a highly complicated motor skill 

that relies on the activation of other limb 

and body muscles to produce a systematic 

routine that enables us to take steps . 11  

The initiation of the locomotor functions 

takes place in the cortex , basal ganglia 2

,midbrain  and the hindbrain . 3−5  6−7  8−10  

However, the specific timing and 

locomotive patterns are accommodated by 

sensory neurons that are located in the 

spinal cord tissue directly . These 11−12  

neurons fire to achieve locomotion, and we 

will record the activity of these neurons 

using a calcium indicator called GCaMP. We 

can observe neural activity via GCaMP 

fluorescence through a custom made 

surgical window that allows for long term 

optical access to the spinal cord . 13  

Previously, our lab has used two photon 

microscopy to visualize the spinal cord 

neurons, but we are currently transitioning 

to the usage of three photon microscopy, 

because it allows us to image much deeper 

structures in the the spinal cord tissue. It is 

important for us to understand if there is a 

difference in gait patterns between tail held 

and spine fixed mice with surgical windows 

implanted on the spine.  We will answer 

this question through conducting limb/gait 

video analysis of the 6 points of interest on 

a mouse’s hind legs, including the Iliac crest, 

hip, knee, ankle, foot, and toe regions. 

 

 

PROTOCOL/METHODS 

 

This protocol was adopted by 

Fiander and others  to analyze the video 1  

recordings of several of mice over the 

course of a specific timeframe, with 

frequent modifications and additions to the 

initial setup.  

 

 

3D MARKERS 

1. Prepared 100 to 200 3D marker 

print outs to place on the hind legs 

for each mouse 

 
 
 



2. Use tweezers to cut away the excess 

support surrounded by the print 

outs 

3. Use Aluminum weighing dish to 

dispense adhesive glue that will be 

used to place markers on mice 

 

 

ANIMAL PREPARATION FOR VIDEO 

RECORDING 

 

1. Set up sterotax and nose nozzle that 

is required to keep the mouse down 

during preparation  

2. Use heating pad that is heated up to 

37 degrees celsius because mice will 

loss body heat under anesthesia 

3.  Connect the oxygen plug to the 

oxygen tank, and connect the 

vacuum plug to the vacuum tank. 

The oxygen is used to dilute the 

isoflurane, while the vacuum is used 

to suck out redundant Isoflurane 

leaking from the tube joint 

4. Oxygen tube is suggested to be up 

to level 20, while he vacuum tube is 

suggested to be up to level 30 

5. Anesthetize the mouse with 

Isoflurane gas 

6. Once the mouse is out, attach his 

nose to the tube in order for him to 

stay under during preparation 

7. Apply eye gel to eyes so that retina 

will not dry out  

8. Shave desired side of hind legs to 

apply the 3D markers used for 

motion tracking 

9.  Apply 3D markers to the six points 

of interest: Iliac crest, hip, knee, 

ankle, foot, and toes 

 

LOCOMOTION RECORDING 

 

1. Setup high definition camera; adjust 

the exposure time, aperture,light 

source, gain, and black level 

2. Design wheel that allows for video 

recording for the side view of where 

the 3D markers are located 

3. Position camera at the same height 

and level as the custom made wheel 

4. Adjust LED speed monitor 

approximately 2 millimeters from 

wheel to obtain speed data  

5. Select ideal number of frames that is 

relative to seconds 

6. Begin recording the mouse until 10 

to 15 consecutive steps have been 

achieved on each trial 

7. Once recording is complete, turn off 

camera and return mouse to its 

cage. Clean wheel off with 90% 

ethanol to reduce the stress levels of 

each mouse 

 

 

 

VIDEO ANALYSIS 

 

1. Upload and crop videos using the 

computer software program ImageJ 

2. Enable a good blob diameter and 

threshold to manual track the 6 

points of interest 

3. Set filters on the X and Y coordinates 

to eliminate access diameter points 

 
 
 



4. Go through video frame by frame to 

catch any missed diameter points 

5. Export all statistics to microsoft 

excel 

6. Identify the start and ending of each 

gait cycle based on the toe off  

7. Use statistics to plot out angle 

averages using computer software 

program MATLAB 

8. Go through video frame by frame to 

derive the number of pixels needed 

to convert pixels to centimeters to 

obtain stride length 

9. Multiply the start and ending of the 

gait cycle, then divide by the 

number of frames in each pixel to 

obtain the stride frequency 

 

 

 

 

 

 

EXPERIMENTAL DATA 

 

A. 

 

 

B.  

 

In graph (A), we derived these coordinates 

from a motion tracking video program 

MATLAB, which will help us to analyze the 

hip, ankle, and knee joints. In graph (b) we 

show the steps that are needed for a 

completed gait cycle, which includes the 

Midstane, Terminal Stance, Pre Swing, Toe 

Off, Mid Swing, and Foot Flat. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 



 

 

 

 

C. 

 

 

 

 

 

In graph (C)  we averaged the hip, knee, and 

ankle joints to one single gait cycle, which is 

derived from 10 to 15 normalized steps that 

the mouse has taken in a single recording 

 

 

 

D. 

 

 

In graphs (D) the knee is represented by the 

blue line, the hip is represented by the red 

line, and the ankle is represented by the 

ankle. We compared our tail-held and spine 

fixed averages of the gait cycle, and we 

noticed that there was a general trend that 

each angle followed.  

 

 

 
 
 



 

E. 

  

Although there is a general trend in the 

joint angles, in graph (E) we determined 

that there is a difference in angles that is no 

more than 20 °. 

 

 

 

RESULTS/DISCUSSION 

 

The Parameters that we measured during 

this study, includes the stride length, stride 

frequency, range of motion, RMS difference 

of angles, video velocity, distance traveled, 

percent time moving, average moving 

velocity, and maximum velocity.  

 

 We performed a T-test on all ratios of the 
parameters, and derived each of the specific 
P-values, 
 
 
  
 

 

  

Parameter 
(RATIO) 

P-Value 

Stride Length  0.260 

Stride Frequency  0.0832 

Video Velocity  0.169 

RMS Differences 
● Hip 
● Ankle 
● Knee 

 
● 0.299 
● 0.125 
● 0.0295 

Range of Motion 
● Hip  
● Ankle 
● Knee 

 
● 0.0304 
● 0.0324 
● *0.252 

Total Distance 
Traveled  

*0.0040 

Percent Time 
Moving  

0.0659 

Average Moving 
Velocity 

*0.0201 

Maximum Velocity *0.0005 

 

The P-Values that are labeled with a 

*Star* indicates that the locomotive 

patterns between the ratio of tail-held and 

spine-fixed mice are significant, while the 

parameters without the star, indicates the 

the locomotive patterns are not 

significantly different. Although statistically, 

we can see that there is a change in 

patterns, it is vital to understand that each 

mouse is different, and many circumstances 

will affect the locomotion of a mouse. 

 

 

 
 
 



CONCLUSION 

 

In summary, we have developed a method 

for awake spinal cord imaging without 

inhibiting a mouse's gait cycle, and 

developed a motion tracking protocol using 

computer software programs like MATLAB 

and IMAGEJ. Steps that should be taken in 

the future includes increasing the time it 

takes to train each mouse, finding a routine 

structure that enables us to accurately 

place the 3D Markers on the desired points 

of interest, and finding different adhesive 

glues that will not irritate the mice, which in 

turn will affect how they walk.We can say 

with confidence that neural activity in 

locomoting mice is likely to accurately 

represent the activity of locomotor neural 

circuits in freely behaving mice. 
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I. Abstract 
 
Zebrafish have features that offer the 

possibility of revealing underlying principles of 
neuronal functionality that apply across all 
vertebrates. Our work focused on the organization of 
the neurons in the hindbrain. Earlier work revealed 
columns of neurons in hindbrain that differed in 
structure and neurotransmitter. We set out to use 
light sheet microscopy to determine functional 
patterning of these columns. We asked whether 
neurons with similar activity patterns are arranged in 
columns ordered by age. From light sheet calcium 
imaging, neurons were correlated by waveform to 
others within the hindbrain, thereby showing the 
distribution of neurons with similar function. Data 
was also analyzed to determine if cells showed 
similar functionality dorsal-ventrally, to test possible 
organization by neuronal age, which maps along the 
dorsoventral axis of hindbrain . The data revealed 
broad columnar patterning in the hindbrain that 
likely underlies many behaviors. The data also 
indicated that neurons at similar dorsoventral 
locations share activity patterns, supporting a broad 
functional organization based on age. 
 

II. Introduction 
 

The zebrafish has become a fundamental 
part of our ability to explore and understand the 
complexities of the vertebrate brain. With the use of 
such an animal model we have been able to advance 
research in many ways due to its advantageous 
characteristics. At a young age, the zebrafish larvae 
are small and transparent, allowing us to see into the 
spinal cord and brain with ease. The fish are also 
genetically accessible, so we are also able to create 
transgenic lines of the animal with calcium sensors, 
which make it possible to monitor neuronal activity.3 

Until recently, point-scanning methods such 
as confocal and 2-photon microscopy were the  
 

 
preferred technology available to image the entire 
brain. These methods were very slow and inefficient  
for examining how the brain works as a whole. Due 
to recent technological advances, however, light-
sheet microscopy has improved the efficiency of 
whole brain imaging with a method 100-1000 faster 
than point-scanning. Light-sheet microscopy 
provides fast data collection by imaging in small-
width sheets. For our purposes, 5um sheets of 
images were recorded, while the laser and objective 
moved rapidly up and down to cover the entire brain. 
These sheets are then stacked on top of each other in 
order to construct a whole-brain image. This method 
is extremely fast as it produces whole-brain image 
data at about 1 brains/sec.4 

Our experiments used light-sheet 
microscopy in order to image the hindbrain of 4-6 
dpf (days post fertilization) zebrafish larvae. The 
hindbrain is important as it is where a lot of circuits 
for control of movement are located, including 
circuits for eye, jaw and body movements. It was 
found in previous research that the neurons in the 
hindbrain of the larval zebrafish form columns based 
on different neuronal morphologies and 
neurotransmitters, with the columns extending 
through hindbrain. Figure 1 shows a top view of 
these hindbrain columns. Figure 2 shows cross 
sections of the hindbrain stained for different 
markers. These markers form columns that run 
through hindbrain, which contain particular neuron 
types, suggesting that there is a columnar 
organization of the hindbrain structurally. We set out 
to ask whether there is evidence for this columnar 
organization functionally as well. 



 

 
 
Figure 1: Top view of the zebrafish brains 

with arrows on the right side indicating the columns 
that run through the hindbrain.1 

 

 
 

Figure 2: Cross sections of the larval 
zebrafish hindbrain indicating columnar patterning 
by transgenic markers.2 

 
Another aspect of the hindbrain our work 

focused on was an existence of functional age 
patterning along the dorsal-ventral axis. Earlier 
research shows a structural age patterning in the 
columns of the hindbrain, as well as a functional 
patterning within circuits involved in swimming. 
These studies showed that older neurons are located 

more ventral and are associated with big, powerful 
movements, while younger ones are more dorsal, 
and are used for finer movements. We set out to 
determine if this functional patterning extends to all 
different behaviors associated with columns of 
neurons in the hindbrain.2 

Thus, there were two key questions that our 
work addressed. The first was whether the columns 
of the hindbrain contained functionally similar 
neurons, and second was whether neurons of similar 
age also share similar functional roles. We predicted 
that if we could monitor activity on the whole brain 
scale, neurons that have similar activity patterns 
would form columns in the hindbrain.  Further, we 
expected neurons that are at similar positions from 
the top to the bottom of the brain would have similar 
activity patterns. With the use of fast, whole-brain 
imaging through light-sheet microscopy, we were 
able to test these predictions. 

 
III. Materials and Methods 

 
 We were in a position to test our predictions 
because of the recent development of high-speed 
imaging through light-sheet microscopy. For our 
purposes of imaging activity in the hindbrain, we 
used 4-6 dpf fish of transgenic line Casper 
HUC:H2B GCamp6f. Several steps were required in 
order to collect the necessary data. 
 Between 8-10 fish of the desired line were 
screened using a fluorescence dissecting scope to 
determine if the calcium indicator was present in the 
neurons of the fish and bright enough to provide a 
sufficient fluorescence output during activity. The 
positive fish were then given a health evaluation in 
order to assess the viability of the fish for 
experimental use. We looked for fish with strong 
blood flow with no occlusions, as well as no visible 
deformities. From this filtered group of fish, on each 
experimental trial one was separated. This fish was 
then paralyzed using the neurotoxin bungarotoxin. 
The fish was isolated in the toxin for 4-5 minutes, 
returned to regular solution, and monitored for up to 
10 minutes to determine the effectiveness of the 
drug. If the fish was completely immobilized and 
still in good health, it was ready to be prepared for 
imaging. 



 The fish was then embedded in a 2% agar 
solution at a particular orientation. A block of agar 
containing the fish was then mounted onto a stand in 
a 3D printed chamber that allows the laser light to 
reach the sample from the left, and for the camera to 
record the fluorescence from above. This chamber 
was placed in the laser apparatus, which utilized a 
488 nm laser to excite the GFP calcium indicator 
protein. We collected activity of the fish by letting 
the fish do different behaviors with no stimulation 
for 10 minutes, imaging at a brain per second. This 
allowed us to look at the spontaneous activity 
pattern of each neuron over time. 
 These stacks of hundreds of brains were 
then processed to allow us to register and extract the 
images of the neurons in the brain. First, the initial 
images were filtered to remove background so that 
only the pixels that had sufficient fluorescence 
intensity were registered. This cut down processing 
and registration time significantly. We were then 
able to overlap the images and determine if the fish 
drifted at all during the data collection, which could 
then be corrected. 

We then inputted the raw fluorescence data 
into Imaris software. From this we were able to 
localize the fluorescence to individual regions in the 
brain. From this initial plot, we then used several 
filters to eliminate potential extraneous data that 
could be mistaken for cells. From this we were able 
to segment the fluorescence to individual neurons, 
whose intensity we could track through a whole time 
series of brains to get fluorescence changes over 
time. 

The first experiment that was conducted 
used 4-day old fish embedded in a dorsal-up position 
(Figure 3). Further experiments were conducted with 
fish mounted at different orientations for validation 
purposes. Fish were imaged at 45 and 90 degree tilts 
toward the laser (Figure 4, Figure 5). Sets of images 
were collected at these angles to show that the 
conclusions were not altered by the orientation of the 
fish, which might influence correlation patterns 
because of the orientation of the light sheets relative 
to the neurons. 

 

 
Figure 3: Single-plane image of dorsal-up fish. 

 
Figure 4: Single-plane image of fish angled at 45 

degrees toward laser. 

 
Figure 5: Single-plane image of fish angled at 90 

degrees toward laser. 
 

IV. Results and Discussion 
  
 From the data we collected in the first type 
experiment with the dorsal-up fish, we were able to 
examine our first question of whether or not cells in 
hindbrain columns have similar patterns of activity 
to one another, which would allow us to identify 
columns functionally.  
 We were able to analyze cells in a LabView 
program. Through the program we were able to plot 
the cells on a 3D trace and visualize the neurons 
individually to see their waveform and fluorescence 
intensity. Waveform traces are shown as 
fluorescence vs time. The highest correlated clusters 
of cells based on comparisons of their calcium signal 
waveforms, and therefore function, were found. 
Groups of highly correlated cells of different 
functionality were color coded and plotted. (Figure 
6).  These cells were often organized  into columns 
extending from rostral to caudal in the brain. 



 

 
Figure 6: 3D plot highlighting highly correlated cell 
clusters, indicated by colors. The waveforms of each 

cluster were indicated by a color key. 
 

 Therefore, the answer to the first question 
we asked was that we saw a functional organization 
into columns in some sets of cells, so there is a 

columnar functional organization that we revealed 
with light-sheet microscopy. 
 We were also able to examine the second 
question which asked if there is a functional 
patterning in the dorsal-ventral axis of the brain. If 
there is functional order by age, then we expected 
cells that are nearby one another along the axis 
would have similar activity patterns. We used a 
strategy that color codes cells based on correlation 
patterns. We explored  the correlation patterns from 
top to bottom, as is shown in Figure 7, by plots in 
which cells that have high correlations have similar 
colors in cross sections of the brain. This revealed 
that there are high correlations among neurons close 
together along the dorsoventral axis, since the colors 
are patterned dorsal-ventrally. (Figure 7) 
 
 

 
 

Figure 7: Plot showing the functional correlation 
pattern that maps onto dorsal-ventral position and 

therefore age. 
  

V. Conclusion 
 
 Based on our data, we were able to provide 
evidence supporting our predictions our work set out 
to examine. With respect to a functional organization 
of the columns in the hindbrain, the data revealed 
broad columnar patterning that likely underlies many 
behaviors. For a functional organization by age 



along the dorsal-ventral axis in columns, the data 
indicated that neurons at similar locations along the 
axis share activity patterns, supporting a broad 
functional organization based on age. Further 
experimentation and statistical analysis of such 
conclusions must be executed in order to validate 
our findings. 
 The purpose of determining the organization 
of the hindbrain is to develop a more complete 
understanding of the functional organization of the 
brain. The similarity between vertebrate brains 
makes it likely that the patterned we revealed will be 
shared by other vertebrates, including humans, 
which would make them fundamental principles of 
the organization of the brain. 
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