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Thesis summary

Strong and growing quantitative evidence is at hand that the Earth's climate has undergone
distinct changes in the past. During the last millennium the in�uence of external and internal
processes rendered both warmer and colder periods, the most pronounced of which are referred
to as the Medieval Climate Anomaly and the Little Ice Age, respectively. To disentangle the
di�erent in�uences and to determine the importance of individual forcing factors during such
periods is a key task of climate research. In view of the current anthropogenically induced
climate change, a robust understanding of the climate system's sensitivity to di�erent forcings
represents a crucial prerequisite for reliable projections of future climate change. However,
achieving this understanding is not always straightforward as the climate system's internal
variability is often large and di�erent forcings act at the same time, making the detection and
attribution of climate change a delicate endeavor. Further, most information of past climate
variations comes from stationary proxy archives that can only draw an incomplete picture of
the dynamics associated with those climate variations.

At this point climate models become an indispensable tool, o�ering unique possibilities to
tackle these issues. Unlike in the real world, natural and anthropogenic forcing can be kept
constant or applied separately in models and thereby permit the study of their isolated in-
�uence on climate. Additionally, ensembles of simulations that apply identical forcing but
are started from di�erent initial conditions are used to separate a forcing signal from internal
variability. Ultimately, these approaches are applied across di�erent models to reduce the risk
that a single model lacks a crucial process. When thoroughly validated against observations
and reconstructions, these models can be used to project future climate change, based on an
expected evolution of the natural and anthropogenic forcing.

This thesis embraces all of these model approaches to address past and future changes in
the hydrological cycle. The model studies in this thesis are to a large part motivated by
the temporal and spatial limitations of observations and reconstructions and aim at closing
the gap between the signal from such data sources and the dynamical understanding of it.
Given the potential for advancing our knowledge of past climate change, collaborations be-
tween the observational and modeling community are still too few. Often, reconstructions
are founded solely on the author's interpretation and are weakly supported by process un-
derstanding and model results, thereby increasing the chance for misinterpretation. Growing
availability of state-of-the-art model output o�ers an excellent opportunity to test and back
up the interpretation of reconstructions.

The hydrological cycle receives increasing attention in climate research as its future fate
is of great importance for society and for the climate system itself. Freshwater stored in
reservoirs of the polar regions is an important component of the global hydrological cycle,
and a redistribution of this freshwater can have climatic impacts beyond the polar region.
Therefore, the sensitivity of these reservoirs to climate change has been of interest for quite a
while, yet, the scarceness of observations and reconstructions in the polar regions complicates
the analysis of it. Using model simulations from 1500-2100AD, we are able to put past changes
in the polar freshwater cycle into context of ongoing and projected future climate change in
these regions. The di�erent reservoirs sea ice, ocean, and atmosphere exhibit di�erent response
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behavior to preindustrial changes in external forcing such as low solar activity or volcanic
eruptions. While being signi�cant in some cases, these variations are dwarfed compared to
future changes, when both polar regions are projected to become a strong source of freshwater
for lower latitudes with implications for ocean circulation.

A second study investigates the issue of stationarity in a millennial proxy reconstruction of
the North Atlantic Oscillation (NAO). This reconstruction has received a considerable level
of attention as it suggests that the NAO has remained in a positive state for several centuries
during the Medieval Climate Anomaly, potentially exhibiting a strong control on European
climate during that time. Using pseudo-proxies from model simulations the explanatory power
of the precipitation proxies used in this reconstruction is estimated. In the particular case,
the proxy locations were found to be insu�cient to robustly describe the NAO over the last
millennium. Recommendations are made as to the improvement of the reconstruction concept.

Following from the criticism of this NAO reconstruction, alternative explanations for the North
Atlantic-European climate variations during the last millennium are explored in an ensemble
of model simulations from the Medieval Climate Anomaly to the Little Ice Age. A feedback
mechanism between sea ice, ocean, and atmosphere is discovered in the region of the subpolar
North Atlantic and Nordic Seas that can account for much of the climate variations during
the transition from the Medieval Climate Anomaly to the Little Ice Age without relying
on signi�cant excursions of the NAO. This feedback mechanism is thoroughly tested with
sensitivity experiments in which sea ice growth is arti�cially enhanced in certain locations of
the Arctic Ocean and the northern North Atlantic. This represents a new approach to study
the impact of sea ice on climate in the coupled system. Potential future applications of this
approach are discussed in the outlook.

In the appendix of this thesis, preliminary results of a last millennium simulation with a com-
prehensive coupled Earth system model are presented. This simulation o�ers new opportuni-
ties to address a variety of research questions and will allow us to improve our understanding
of past and future climate change.



Chapter 1

Introduction

Driven by the paramount need to project the climate system's response to ongoing and future
changes in Earth's atmospheric composition, understanding the causes and mechanisms be-
hind past and present variations in Earth's climate is a key task of today's climate research.
Reconstructions of natural and anthropogenic forcing parameters and climate variables allow
to draw a picture of past climate variations. Models, driven by the reconstructed forcing,
attempt to reproduce these climate variations and provide the opportunity to study the dy-
namics underlying the variations.

In this thesis the impact of natural and anthropogenic external forcing on the climate system
is investigated in simulations with global climate models. This chapter provides a brief intro-
duction to the climate system and processes governing its variability on timescales of months
to centuries. As the hydrological cycle represents the overarching theme of this thesis, it is
introduced in more detail. Thereby, a focus is set on regions and processes important for this
thesis. Further, a section on climate modeling provides a description of the model of choice
for this thesis as well as the simulations conducted. The outline of the thesis is given at the
end of this chapter.

1.1 The climate system

Climate is de�ned as average weather in terms of its mean and variability over a certain time
period and a certain area (IPCC, 2007). However, climate is also often referred to as the state
of the climate system as a whole, whereby the hydrosphere, the cryosphere, the land surface,
and the biosphere are considered along with the atmosphere. These climate components are
constantly exchanging energy, mass, and momentum on di�erent time scales (Fig. 1.1). The
primary energy source for this system is the incoming shortwave radiation from the Sun.
The amount of energy not directly re�ected back to space is absorbed or redistributed across
the globe and eventually leaves the system via thermal radiation. Thus, when neglecting
the geothermal heat �ux, Earth's energy balance is closed. However, the climate system
can never be considered in equilibrium. This paradox arises from the facts that, (i) the
Earth's orbital con�guration varies on multi-millennial time scales, (ii) the incoming energy
from the Sun is not constant over time, and (iii) the di�erent mechanisms that redistribute
or temporally store energy on Earth are neither stable nor do they act synchronously. For
these reasons, the climate has undergone substantial changes in the past. Strong variations in
Earth's temperature and the accompanied degree of global glaciation during the Quaternary
(glacial-interglacial cycles) represent well-documented � but not necessarily well-understood
� manifestations of the interplay between the above-mentioned parameters. On shorter time
scales, such as during the Holocene, changes in system-internal processes gain importance
relative to the slow-changing parameters of Earth's orbital con�guration. This thesis focuses
on variations in the climate system during the late Holocene and the twenty-�rst century.
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Figure 1.1: Components of the climate system and the interactions among them, including the human
component (modi�ed from Karl and Trenberth, 2003).

1.1.1 Climate components

The atmosphere is the fastest changing component of the climate system with reaction times
ranging from virtually instantaneous (e.g., condensation of water vapor) to a few years (e.g.,
inter-hemispheric exchange). Considering a dry atmosphere, it consists of nitrogen (N2,
78.09% volume mixing ratio), oxygen (O2, 20.95%), argon (Ar, 0.93%), several trace gases and
aerosols (small solid and liquid particles). In the real atmosphere water vapor (H2O, varying
volume mixing ratio <1-4%) forms an additional constituent. As some of these constituents
(e.g., water vapor and the trace gases CO2, CH4, N2O, and O3) can emit and absorb radi-
ation, they play a key role in Earth's energy balance: part of the thermal radiation emitted
by land and ocean is absorbed by these atmospheric constituents and is radiated back to the
Earth's surface resulting in an additional increase of surface air temperature. This process is
coined greenhouse e�ect, and the involved constituents are called greenhouse gases (GHGs).
The natural greenhouse e�ect, i.e., considering the preindustrial atmospheric composition,
amounts to a global temperature di�erence of about 33 ◦C , implying that without GHGs the
Earth's mean temperature would be about −19 ◦C . Based on their concentration and radia-
tive properties, the individual GHGs contribute di�erently to this natural greenhouse e�ect,
with water vapor and CO2 being the most important ones (causing warming of ∼21 ◦C and
∼7 ◦C , respectively; e.g., Mitchell, 1989; Schmidt et al., 2010).

The Earth receives a total solar irradiance of about 1,361 Wm−2 (e.g., Kopp and Lean,
2011), however, due to the Earth's spherical shape the mean daily incoming solar radiation
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is with 340 Wm−2 only a quarter of this (Fig. 1.2). Depending on cloud cover, aerosol
concentration and atmospheric humidity, about 22% of the incoming solar radiation is directly
re�ected back to space. Together with the direct re�ection at the Earth's surface, this so-called
planetary albedo re�ects back about 30% of the total incoming solar radiation. The thermal
upward emission of 397 Wm−2 is to a large extent absorbed by the GHGs in the atmosphere
(the atmospheric window between 8 and 14 µm allows for about 40 Wm−2 to pass through
the atmosphere directly). The atmosphere emits the absorbed radiation in all directions
amounting to a downward emission of 342 Wm−2. Given these �uxes, about 106 Wm−2 are
available at the surface to drive evaporation (85 Wm−2) and heat the air (20 Wm−2). Note
that Fig. 1.2 features a residual radiative �ux indicating the current imbalance of the energy
�uxes at the top of the atmosphere. This residual is predominantly going into the ocean
(Trenberth et al., 2009; Wild et al., 2012).

The fact that the solar irradiance is larger at the equator than at the poles results in a
distinct meridional temperature gradient. Due to the second law of thermodynamics this
gradient drives a constant poleward energy transport in the atmosphere and ocean. In both
climate components the most e�cient means of energy tranpsort is via circulation, such as
overturning cells (e.g., the Hadley cell in the atmosphere or the Atlantic Meridional Over-
turning Circulation) but also smaller-scale phenomena (e.g., atmospheric cyclones or oceanic
eddies).

Figure 1.2: The global mean energy balance of the Earth for present-day (units of Wm−2). The uncertainty
range is given in brackets. TOA refers to top of the atmosphere. Fig. from Wild et al. (2012)

The ocean stores a large amount of energy that is redistributed across the globe via wind-
and density-driven circulations. Due to its large inertia, the ocean has a profound regulating
function for global temperature. Compared to the atmosphere, the ocean has larger over-
turning times of up to several thousand years and transports � except for the inner tropics �
substantially less energy polewards than the atmosphere (Trenberth and Caron, 2001; Fasullo
and Trenberth, 2008). Nevertheless, in certain areas of the globe the oceanic heat transport
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exerts a strong control on regional climate. In the Atlantic, for example, the net meridional
heat transport is northward everywhere, leading to higher surface temperatures and di�er-
ent ecosystems in the North Atlantic than at similar latitudes in other regions (Kuhlbrodt
et al., 2009, and references therein). When transferring its heat to the atmosphere the North
Atlantic cools and therefore becomes denser. Surface freshening from precipitation and melt-
ing sea ice from the Arctic tend to counteract this density trend. Nevertheless, the surface
waters eventually start to sink in the Labrador and Nordic Seas and form deep water that
�ows southward in deeper layers. This process is called the Atlantic Meridional Overturning
Circulation (AMOC) and has its analogue in the Southern Ocean, where denser waters sub-
side in the Weddell and Ross Sea. These deep water formation sites are essentially drivers of
the global thermohaline circulation, a density-driven circulation system connecting all ocean
basins (for an overview on the thermohaline circulation and the AMOC, see Kuhlbrodt et al.,
2007).

The Atlantic meridional heat transport is also of interest in the context of glacial-interglacial
climate change, as it links the two hemispheres in a seesaw mechanism (Stocker, 1998). Chap-
ter 4 will touch on the role of the heat transport into the North Atlantic and Arctic region
during the last millennium. Representing the largest reservoir of water, the ocean is further a
key player in the hydrological cycle, as will be illustrated in section 1.3 and in chapter 2. Dur-
ing glacial times as well as during the industrial age the ocean has also taken up large amounts
of carbon, characterizing it as a crucial reservoir of the global carbon cycle (Sarmiento and
Gruber, 2006, see appendix A).

The cryosphere includes land ice (glaciers, ice caps, ice sheets) and sea ice and impacts
the Earth's climate on a range of temporal and spatial scales. The slow-reacting masses of
land ice are integrators of climate change with response times of centuries to millennia and
contribute strongly to changes in global sea level. Together with the faster-reacting sea ice
they further in�uence deep water formation and therewith ocean circulation (IPCC, 2007).
Finally, the albedo of land and sea ice directly impacts the above surface climate on a regional
to hemispheric scale through alteration of surface heat �uxes (see chapter 4).

1.1.2 The hydrological cycle

The hydrological cycle is of crucial importance for the climate system as it is involved in the
global distribution of energy and moisture, but also nutrients. While temperature has been
observed widely during the industrial era by simple thermometer measurements, monitoring
the hydrological cycle has proven more di�cult. Gridded land precipitation data exists only
back into the nineteenth century and with large spatial gaps (Dai et al., 2004; Mitchell and
Jones, 2005). The same is true for evaporation, river runo� and many oceanic parameters
such as sea surface temperature, salinity, or precipitation over the ocean (Woodru� et al.,
2011). It was not before the start of the satellite era in the 1970s that spatial coverage
improved signi�cantly for many of these quantities. One of the �rst detailed estimates of the
hydrological cycle is the book by Baumgartner and Reichel (1975). An updated and more
comprehensive estimate was compiled in Gleick (1993). Finally, Trenberth et al. (2007) used
these and newer data in an estimate of the mean hydrological cycle for the period 1979-2000,
including reservoirs and exchange �uxes (see Fig. 1.3).

Due to the variety of techniques with which individual components of the hydrological cycle
have been measured and estimated in the past, it is di�cult to combine these numbers into a
closed budget (Trenberth et al., 2007). Also, the limited temporal length of the data prohibits
a placement of reliable error bars. After the ocean (96.9% of total) the largest reservoirs of
water are global ice masses (1.9%) and groundwater (1.1%). The remaining water is stored
in rivers and lakes, soil moisture, permafrost, and the atmosphere. Note that some of these
components currently exhibit a trend and cannot be regarded as constant (e.g, shrinking ice
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volumes and diminishing groundwater aquifers; Pritchard et al., 2009; Gleeson et al., 2012).
The ocean, being the primary source of water for the hydrological cycle, evaporates about
413 · 103 km3 yr−1, 90% of which is precipitated back onto the ocean surface. The remaining
40 km3 yr−1 are transported over land where they join with the water evaporated from the
land surface (73 km3 yr−1) to form continental precipitation of about 113 km3 yr−1. The main
source of land precipitation is therefore the land surface itself. This �nding signi�es that areas
where (seasonal) precipitation is limited by the availability of surface moisture rather than
by atmospheric moisture convergence face the potential for a positive drought feedback (e.g.,
southern Europe; Lorenz et al., 2010).

Storages in 103 km3

Fluxes in 103 km3 yr –1

Figure 1.3: The hydrological cycle (modi�ed from Trenberth et al., 2007).

The global picture

Using evaporation (E)−precipitation (P) from the reanalysis ERA-40 (hindcast simulations of
a forecasting model with data assimilation; Uppala et al., 2005) one can readily illustrate the
present-day large-scale dynamics of the atmospheric branch of the hydrological cycle (Fig. 1.4):
in the subtropics over the oceans strong evaporation occurs due to high temperatures and the
constantly blowing trade winds (E > P). In the intertropical convergence zone on the other
hand, atmospheric moisture convergence and convection lead to heavy precipitation and con-
sequently E < P. The Atlantic is a net evaporative basin with positive values dominating.
Once evaporated from the subtropical Atlantic, moisture is transported across Central Amer-
ica to the Paci�c. The return �ow from the Paci�c to the Atlantic at mid-latitudes, however,
is hindered by the Rocky Mountains, making the Atlantic saltier than the Paci�c (Durack
and Wij�els, 2010). The Arabian Sea and the Indian subcontinent clearly show the Monsoon
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pattern with positive E−P values over the ocean (moistening of the air) and negative values
in the larger region of Bangladesh (rain-out). In the mid-latitudes of both hemispheres neg-
ative values dominate along the westerly path of extra-tropical cyclones, which are primarily
responsible for precipitation at these latitudes. Over land one would generally expect nega-
tive E− P as there occurs a permanent runo� to the ocean, although in dry regions such as
Australia E−P can become positive. However, uncertainties remain with these values as the
moisture budget in ERA-40 is not closed (Trenberth et al., 2007).

Figure 1.4: The 1979-2001 annual mean evaporation−precipitation (E− P) computed from monthly means
of the vertically integrated atmospheric moisture budget using the 6-hourly ERA-40 reanalyis. Fig. from
Trenberth et al. (2007).

On a more regional scale certain characteristic circulation patterns determine much of the
precipitation and evaporation signal throughout the year. In the North Atlantic-European
region, the North Atlantic Oscillation (NAO) is the leading mode of atmospheric winter circu-
lation (see also chapter 3, which features a study of the NAO in models and reconstructions).
Generally described by the meridional gradient in sea level pressure over the North Atlantic,
the NAO is considered to be a measure of the strength and direction of the westerly winds
(Wanner et al., 2001). These in turn dictate the moisture distribution over Europe as their
mean �ow transports relatively wet and warm air into the continent. Depending on the do-
main and time period selected, the twentieth century NAO accounts for about 35-45% of the
winter variability in sea level pressure (SLP) or 500 hPa geopotential height (e.g., Marshall
et al., 2001, and references therein). During an NAO positive phase (strong meridional SLP
gradient), a rain band across the northern North Atlantic with increased precipitation in
Northern Europe goes along with drier conditions in the Mediterranean region; and vice versa
during the negative phase (weak meridional SLP gradient). During summer, the classical
NAO pattern is less dominant and continental blockings and localized convection are more
important for the hydrological signature over Europe. However, in recent years the term
'summer NAO' has emerged as a description of the dominant July-August SLP pattern over
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the North Atlantic-European region (e.g., Portis et al., 2001; Bladé et al., 2012). This pattern
features centers of action shifted from the Azores to the British Isles and from Iceland to
Greenland and an explained variance of about 28-34% (Bladé et al., 2012). Given the spatial
displacement relative to the classical SLP pattern of winter, the temperature and precipita-
tion patterns associated with this leading summer mode are also quite di�erent from the ones
associated with the winter NAO (Fig. 1.5).

EOF1 DJF (1950-2010): 44.9% EOF1 JA (1950-2010): 34.0%

–2       –1               1          2
SLP anomaly [hPa]

a b

Correlation with Precipitation Correlation with Precipitation

Correlation with Temperature Correlation with Temperaturee f

–0.9     –0.6     –0.3       0.3       0.6       0.9
Correlation

–0.9     –0.6     –0.3       0.3       0.6       0.9
Correlation

c d

Figure 1.5: Patterns of leading winter and summer mode of sea level pressure (SLP) in the North Atlantic-
European domain. (a) First Empirical Orthogonal Function (EOF1) of December-February (DJF) mean SLP,
regressed onto SLP anomalies, and the explained variance. This is one of the de�nitions of the winter NAO.
(b) EOF1 of July-August (JA) mean SLP. (c-d) Correlation of winter and summer leading mode, respectively,
with precipitation. (e-f) Correlation of winter and summer leading mode, respectively, with temperature. SLP
is based on the extended dataset of Trenberth and Paolino (1980), precipitation and temperature on E-OBS
version 3.0 (Haylock et al., 2008). Figures compiled and modi�ed from Bladé et al. (2012).

Emphasis is put here on the fact that robust knowledge of the NAO's spatial and temporal
variability is limited to the twentieth and twenty-�rst century when the spatial coverage of
observations and reanalyses enables us to study the underlying dynamics of the NAO. Despite
these limitations, many attempts to reconstruct the NAO further back in time using proxy
data have been made in recent years (for an overview see Pinto and Raible, 2012). The fact
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that these reconstructions disagree considerably among each other is a manifestation of the
potential instabilities of atmospheric circulation patterns and teleconnections over time, and
with them the regional precipitation signal (Raible et al., 2006; Lehner et al., 2012a).

The E − P signature seen in Fig. 1.4 can also be used to estimate the oceanic branch of the
hydrological cycle, i.e., the transport of mass and freshwater between basins. When integrating
evaporation−precipitation−runo� meridionally over each basin, the residual represents an
estimate of the oceanic freshwater transport into or out of the corresponding basin. Together
with an increasing availability of observational data of oceanic mass transports, a number of
estimates for the oceanic mass and freshwater transport have been published (e.g., Wij�els
et al., 1992; Ganachaud and Wunsch, 2000; Talley, 2008; Large and Yeager, 2009). Fig. 1.6
displays comprehensive mass and freshwater transport estimates.

Implied Meridional Freshwater Transport

−1          −0.5            0             0.5             1
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Figure 1.6: Global oceanic water transport. (a) Zonally integrated layer mass transports. The estimated
water transports are indicated for the di�erent density classes bounded by neutral surfaces (λn, in kgm−3)
and across selected hydrographic sections. Mass transport is derived from observed temperature, salinity and
tracer transects using an inverse model. Generally, upper waters (red arrows) are lighter than intermediate
and bottom waters (blue and green arrows). The color of the upwelling or downwelling arrows indicates the
layer from which the water is coming. Fig. from Ganachaud and Wunsch (2000). (b) Northward meridional
freshwater transports implied from surface �uxes for the global ocean, the Atlantic and the Indo-Paci�c.
Symbols are direct estimates across entire basins. Modi�ed from Large and Yeager (2009).

In the Atlantic, the structure of the Meridional Overturning Circulation (AMOC) is well
visible with a northward mass transport in the upper layer (red; Fig. 1.6a), downwelling
in the subpolar North Atlantic, and a compensating return �ow at depth (blue; Fig. 1.6a).
In the Southern Ocean downwelling mainly occurs at the deep water formation site in the
Weddell Sea, while the upwelling distribution is less certain (Ganachaud, 2003; Marshall and
Speer, 2012). With its low latitude northern boundary the Indian Ocean basin has a special
bathymetry compared to the other ocean basins, leading to temperature-dominated convection
and thus upwelling. It is fed by the warm Indonesian Through�ow, much of which is balanced
by a strong transport through the Mozambique Channel (between the African mainland and
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Madagascar). At the southern tip of Africa this latter current transforms into the so-called
Agulhas leakage, a water transport around South Africa that represents the main source of
warm and salty waters for the Atlantic (Biastoch et al., 2008). Through its in�uence on
the density distribution of the Atlantic the Agulhas leakage is thought to play an important
role in pacing the AMOC on decadal scale as well as during glacial periods (Franzese et al.,
2006). The Paci�c imports water at around 15 ◦ S, which is nearly balanced by the export
through the Indonesian Through�ow. Unlike in the North Atlantic, no deep water is formed
in the North Paci�c. Additionally, the North Paci�c exchanges only a small amount of water
mass with the Central Paci�c. Thus, the deep North Paci�c water masses are the oldest in
the world oceans (DeVries and Primeau, 2011). Finally, the Antarctic Circumpolar Current
connects all three ocean basins in a massive volume transport, illustrated in Fig. 1.6a by an
estimated �ow through the Drake Passage of 140 Sv.

The freshwater transports are often closely coupled to the mass transports. Due to the
northward transport of warm and salty water in the Atlantic by the upper branch of the
AMOC seen in Fig. 1.6a, the corresponding freshwater transport (that can be interpreted as
negative salt transport) in the Atlantic is mainly southward, although uncertainties on the
direction exist in the South Atlantic (Fig. 1.6b). The same holds true for the Indo-Paci�c
that transports freshwater southward on much of the Northern Hemisphere and down to
20 ◦ S. Consequently, a strong northward freshwater transport in the Southern Ocean closes
the global budget.

Arctic

While not evident in the zonal means of Fig. 1.6b, the freshwater cycle in the Arctic region
is of particular interest for the climate science community. Large quantities of freshwater
are stored in the form of the Greenland ice sheet, the perennial Arctic sea ice cover, and
the � compared to the North Atlantic � relatively fresh Arctic Ocean. As this freshwater,
once released into the North Atlantic, has the potential to alter sea level and the oceanic
circulation, the sensitivity of these freshwater reservoirs to past and future climate change
is investigated intensively. The modeling study in chapter 4 found an increase in Arctic sea
ice export at the inception of the Little Ice Age (∼1450AD) to have the potential to alter
the Atlantic Meridional Overturning Circulation (Lehner et al., in press). Another study in
chapter 2 projects the Arctic Ocean to substantially increase its freshwater export in the future
and that this increase is well outside the simulated natural variability of the past 500 years
(Lehner et al., 2012b).

However, the scarceness of observational data is particularly pronounced in polar regions
making it di�cult to establish reliable estimates even for the present-day Arctic freshwater
cycle. The main sources of freshwater for the Arctic region are the meridional import through
the atmosphere (∼60% of total import) and the in�ow of low-salinity waters through the
Bering Strait (∼30%; Serreze et al., 2006). A large fraction of the atmospheric import is
precipitated over the land domain of the Arctic (for details on the domain see Serreze et al.,
2006), which � due to the northward river-rooting in Canada and Siberia � leads to substantial
runo� to the Arctic Ocean. River runo�, together with direct precipitation over the ocean and
brine rejection from sea ice formation, translates into a strong freshwater forcing for the upper
Arctic Ocean. As a consequence, a stable halocline exists that prevents warm Atlantic waters
residing below about 100m from rising to the surface. The freshwater is primarily exported
from the Arctic in liquid form through the Canadian Arctic Archipelago and the Fram Strait
(∼69% of total export). Another considerable portion leaves the Arctic in the form of drifting
sea ice through the Fram Strait (∼28%), representing an important freshwater forcing to the
Nordic Seas and the subpolar North Atlantic.
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Ongoing changes

Considering theoretical arguments and numerical models, an intensi�cation of the hydrological
cycle is expected in a warming climate (e.g. Allen and Ingram, 2002; Stocker and Raible,
2005; Held and Soden, 2006; O'Gorman et al., 2012). Among the more robust responses is an
increase in horizontal moisture transport and the associated enhancement of the pattern of
evaporation minus precipitation, leading to the general rule of 'wet gets wetter and dry gets
drier' (Held and Soden, 2006; O'Gorman et al., 2012). As global temperature has increased by
about 0.7 ◦C over the last 100 years (IPCC, 2007, and updates of the various temperature data
sets), the detection of a corresponding response in the hydrological cycle has become a crucial
veri�cation exercise. Allen and Ingram (2002) illustrated, on the example of precipitation,
that such a global intensi�cation, however, does not scale with the Clausius-Clapeyron relation
between a change in speci�c humidity ∆qs and temperature ∆T (∆qs

∆T ∼ 6.5%K−1). Instead,
global precipitation is thought to change only by about 2-3%K−1 because of the latent heat
from precipitation not being radiated away by the troposphere fast enough. This makes it
harder � together with the large natural variability of precipitation � to detect signi�cant
changes in the short observational record. Nevertheless, on a regional basis signi�cant trends
have been detected for the twentieth century that are coherent with the theoretical framework
laid out in the literature (Huntington, 2006).

The Arctic region, for example, has been warming at more than twice the speed of the global
average during the twentieth century (IPCC, 2007; Kaufman et al., 2009) and a number of
changes in its freshwater cycle have been detected already (White et al., 2007). Along with
a global increase in runo� (Syed et al., 2010), the rivers routing to the Arctic Ocean show
increased discharge over recent decades (Peterson et al., 2002). Together with melting sea ice
cover and increased atmospheric moisture import one would expect a freshening of the Arctic
Ocean. However, changes in the atmospheric circulation lead to a simultaneous increase in
oceanic freshwater export to the North Atlantic, making it di�cult to detect a signi�cant
freshening trend in the Arctic Ocean (White et al., 2007; McPhee et al., 2009).

1.1.3 Perturbations

Following thermodynamic laws the Earth has to radiate away as much energy as it receives
from the Sun, implying that the three radiative �uxes at the top of the atmosphere (incoming
and re�ected solar radiation, outgoing thermal radiation) balance each other. As mentioned
previously, there are several possibilities how these radiative �uxes can become unbalanced
and change the mean climate (as is the case in Fig. 1.2). Such a radiative imbalance is
referred to as radiative forcing (in Wm−2) and takes negative or positive values when cooling
or warming the Earth, respectively (IPCC, 2007). Processes that govern the radiative forcing
are either of natural or anthropogenic origin and are summarized under the term 'external
forcing'. Additionally, the energy storage and distribution on Earth itself can change through
climate system-internal processes and feedbacks, also leading to perturbations of the mean
climate.

External forcing

On time scales of decades to centuries, the natural external forcing is mainly caused by
variations in the Sun's activity and volcanic eruptions. When considering time scales of
millennia, changes in Earth's orbital parameters eccentricity, obliquity, and precession become
increasingly important in determining the net solar energy available on Earth. On even longer
time scales, weathering, continental drift, uplift, or lowering due to plate tectonics can cause
profound climate change. As this thesis focuses on the last millennium, the time scales of
millennia and beyond are not addressed in detail.
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Measurements and reconstructions of the Sun's activity show a relatively regular oscillation
with a period of about eleven years and a varying amplitude of about 0.5-2.0 Wm−2 (Froehlich,
2006; Muscheler et al., 2007). However, larger variations, occurring on decadal to centennial
time scales, tend to be more important for climate. Pronounced highs and lows in solar
activity during the last millennium, such as the increased activity during the Middle Ages
or decreased activity during the Maunder Minimum, are usually linked to warmer or colder
climate, respectively (e.g., Crowley, 2000; Mann et al., 2009).

Volcanic eruptions, when explosive enough, in�uence the climate via emission of sulfate
aerosols into the lower stratosphere, where the aerosols scatter and absorb solar and ther-
mal radiation inducing stratospheric warming and tropospheric cooling (Robock, 2000, and
references therein). Explosive tropical eruptions are the most in�uential ones for global cli-
mate as in this case aerosols can be distributed across both hemispheres. The radiative
perturbation disappears within a few years as aerosols settle out from the stratosphere, while
in the upper ocean the cooling signal remains detectable for several decades (e.g., Stenchikov
et al., 2009). Further, the cumulative climate impact of serial volcanic eruptions has been
proposed to contribute to prolonged cold periods such as the Little Ice Age (Zhong et al.,
2011; Miller et al., 2012).

The accelerated consumption of natural resources by humans during the last roughly 250 years
has several impacts on global climate in terms of radiative forcing:

• The anthropogenic burning of fossil fuels, intensi�cation of agriculture, and the release
of halocarbons change the chemical composition of Earth's atmosphere and along with
that its radiative properties. Increasing concentration of GHGs cause a positive radiative
forcing of about 2.6 Wm−2, dominating the global radiative imbalance observed since
about 1750. CO2 increases at the highest rate since 22,000 years (Joos and Spahni, 2008)
and exceeds any concentration measured during the last 800,000 years (Luethi et al.,
2008) and is the main contributor. Interestingly, while not considered a major forcing
agent in 2007 (IPCC, 2007), new estimates of the radiative forcing from black carbon
suggest it to be the second most important contribution to anthropogenic radiative
forcing since 1750 (on the order of 1.1 Wm−2; Bond et al., 2013).

• The anthropogenic emission of aerosols has a complex, not yet well understood impact
on Earth's climate through direct and indirect e�ects on atmosphere's interaction with
radiation, cloud formation, precipitation, or snow albedo (for reviews see, e.g., Haywood
and Boucher, 2000; Tao et al., 2012). Despite the medium-low level of scienti�c under-
standing of their climatic impact, the net radiative forcing of aerosols is estimated to
be negative. However, the uncertainty range for the magnitude of negative forcing is
large. Since the Intergovernmental Panel on Climate Change's (IPCC) 4th assessment
in 2007, progress in observing and modeling of aerosol-climate interactions has slightly
improved the scienti�c understanding (e.g., Loeb and Su, 2010; Lohmann et al., 2010;
Myhre et al., 2013). It nevertheless remains the largest source of uncertainty in the
estimate of anthropogenic radiative forcing.

• The anthropogenic change of Earth's re�ective properties through changes in land-use
(e.g., urbanization, deforestation) is estimated to provide another small negative radia-
tive forcing.

Internal processes

The climate system varies even in the absence of varying external forcing, indicating that
climate system-internal processes are in part responsible for climate variations. This behavior
of the climate system is termed internal variability and can be illustrated by, e.g., coupled
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model simulations with �xed external forcing, i.e., constant TSI and GHGs, and no volcanic
eruptions (e.g., Goosse et al., 2002; Hofer et al., 2011): climate variables (e.g., ocean circu-
lation) are found to vary or oscillate due to either internal processes in one component or
interaction between di�erent components of the system. Particularly in the case of interac-
tions between components, non-linearities can occur that limit our possibilities to forecast
climate on interannual to decadal time scales.

A prominent example is the El Niño-Southern Oscillation, a climate mode that involves a
complex coupling of ocean and atmosphere in the tropical Paci�c and impacts climate globally
through teleconnections. At present-day it exerts a quasi-periodic oscillation of 2-7 years
(AchutaRao and Sperber, 2006), yet there is only little forecast skill beyond the seasonal time
scale for the occurrence of its anomalous states El Niño and La Niña (e.g., Jin et al., 2008;
Zhu et al., 2013).

Feedback mechanisms

The response of a climate system process to external forcing or internal variability can trigger a
response in a second process that in turn in�uences the initial one. This so-called feedback can
intensify (positive feedback) or weaken (negative feedback) the original process (IPCC, 2007).
A number of feedbacks have been discovered within the climate system, which are crucial for
our understanding of climate's natural variability as well as its response to external forcing.

An important feedback in the context of current and future anthropogenic warming is the
water vapor feedback: a warmer atmosphere will hold more water vapor that acts as a GHG
and further ampli�es the warming. This positive feedback is estimated to roughly double the
warming from external forcing alone, e.g., due to increased GHG concentrations (Held and
Soden, 2000). Water vapor is therefore not considered an external forcing but a feedback.
In turn, increased moisture in the tropical troposphere triggers a negative feedback: the
upper troposphere warms more than the surface and the lapse rate decreases, which results
in increased upward emission of thermal radiation and therefore a cooling of the Earth (Bony
et al., 2006; Sherwood et al., 2010). This negative feedback only dampens the aforementioned
positive feedback, but does not outweigh it. Overall, the water vapor feedback is a net positive
feedback that enhances warming from external forcing by about 50%.

Feedback mechanisms are also discussed in the context of climate variations during the last
millennium, as often the regional scale temperature variations found in reconstructions cannot
be explained solely by changes in external forcing (Wanner et al., 2008). Chapter 4 of this
thesis investigates the transition from the Medieval Climate Anomaly (MCA, ∼950-1250) to
the cold period of the Little Ice Age (LIA, ∼1400-1700) and introduces a feedback mechanism
that acts to amplify and prolong the cold phase of the LIA: with negative external forcing
from decreasing TSI and serial volcanic eruptions, Arctic sea ice expands and is increasingly
exported to the subpolar North Atlantic, where it melts and reduces convection. The Atlantic
overturning circulation is weakened to the extent that less heat is transported northward,
which reinforces the initial Arctic sea ice growth (positive feedback). In the Barents Sea the
expanded sea ice cover has a direct thermal e�ect on the ambient air temperature and the
atmospheric circulation. Thereby, the externally-induced cooling over Northern Europe is
ampli�ed by an internal feedback mechanism.

Detection and attribution of forced perturbations

In order to detect a perturbation of the climate system and to then attribute this perturbation
to a speci�c forcing, two criteria have to be ful�lled: (i) the perturbation must stand out
against natural internal variability, i.e., the hypothesis that an observed pattern occurred
solely due to internal variability must be rejected at a certain con�dence level. (ii) A speci�c
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external forcing must be able to explain the observed pattern, i.e., the hypothesis that this
forcing can explain the observed pattern must withstand rejection at a certain con�dence
level. Both criteria are di�cult to ful�ll in climate science as the natural internal variability
of the climate system is large and/or not yet fully known due to limited observational records.

At that point, climate models become an indispensable tool, o�ering two possibilities to ful�ll
the before-mentioned criteria of detection and attribution:

• By running a climate model with �xed external forcing for a long time (i.e., a control
simulation), an approximation to the full range of the internal variability of the climate
system is created. Then a set of transient simulations � a so-called ensemble � with
temporally varying external forcing (e.g., increasing GHG concentrations) is performed,
using di�erent initial conditions from the control simulation. Each ensemble member
represents a physically consistent realization of the real world's climate evolution. How-
ever, given the di�erent initial conditions of each ensemble member, the sampling of
internal variability is more comprehensive than in the sole observational record and en-
ables to estimate the amplitude of the actual internal variability. Synchronous changes
in all ensemble members indicate the in�uence of external forcing. The expanded sample
size of an ensemble allows statistical tests to detect such changes with higher con�dence.
This ensemble approach is used in all the studies presented in this thesis.

• Alternatively, the prescribed external forcing is changed between di�erent simulations
and the model is run only with a single or a subset of the known external forcing. This
allows studying the isolated in�uence of di�erent forcings on climate. To determine
the importance of natural versus anthropogenic external forcing in driving the global
warming since the beginning of the industrial era, this approach has been combined
with the ensemble approach to arrive at particularly robust conclusions (e.g., IPCC,
2007; Meehl et al., 2012). When using a state-of-the-art coupled model the combination
of the two approaches is costly due to the many high-resolution simulations needed.
Despite increasing computational power, this combinatory approach is rarely applied in
the context of multi-century paleoclimatic simulations.

Both approaches � and model-based sciences in general � are limited by our understanding of
the underlying physics and the models' ability to correctly represent these physics.

1.2 Past and future climate change

1.2.1 Last millennium

The last approximately 1,000 years saw a relatively stable climate (e.g., as compared to glacial-
interglacial cycles) and are therefore a good test bed for studies of natural climate variability.
The abundance of proxy data (climate data inferred from natural archives such as tree rings
or speleothems) permits a rough reconstruction of the overall climate evolution over the last
millennium. However, spatial or temporal details of the climate evolution as well as underlying
dynamics are usually not resolved su�ciently by the proxy data. This provides an opportunity
for climate models to complement the proxy data. In order to make meaningful use of models
in paleoclimatic research, the external forcing needs to be known and a possibility for model
validation must exist. Unfortunately, both criteria are not easily ful�lled. On the one hand,
a consensus on the external forcing over the last millennium does not yet exist. On the other
hand, until now only a few climate parameters, such as temperature, have been reconstructed
and can be used for model validation. Here, the origin of these issues is discussed along
with an overview on the last millennium's climate evolution and a brief discussion of model
applications in paleoclimatic research.
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Forcing uncertainties

TSI has been varying throughout the last millennium and is thought to have played a key role
in multi-decadal departures from the mean climate trend of the Holocene. Slightly higher TSI
values have prolonged from about 850-1250AD, followed by weaker TSI until the beginning
of the nineteenth century (Fig. 1.7b). The variations in TSI over the last millennium have
been reconstructed by use of satellite data (since 1978; e.g., Fröhlich, 2009), observations of
sunspot numbers (since the seventeenth century; Lean et al., 1995, e.g.,), and cosmogenic iso-
topes from tree rings (14C) or ice cores (10Be; several thousand years, but only low-frequency
variations, i.e., without resolving the 11-year solar cycle; Steinhilber et al., 2009). Most of
these reconstructions show similar temporal variations, but di�er considerably in amplitude
due to di�erent assumptions made in the reconstruction concepts. A common measure of this
amplitude is the mean TSI di�erence between the Maunder Minimum (a phase of particu-
larly weak solar activity around 1700AD) and present-day. In recent years, a range of new
reconstructions seemed to converge towards an amplitude of about 0.1% (Muscheler et al.,
2007; Vieira and Solanki, 2010; Steinhilber et al., 2009; Delaygue and Bard, 2011). How-
ever, Shapiro et al. (2011) recently proposed a much higher amplitude again. To account for
these uncertainties, the protocol of the third phase of the Paleoclimate Model Intercompari-
son Project (PMIP3) includes all of these reconstructions as well as a synthetic 11-year solar
cycle back to 850AD (see Schmidt et al. (2012) and appendix A for further details). Another
source of uncertainty is found in variations of the spectral solar irradiance (SSI). Measured
with satellites only since about a decade, the past variability of SSI and its in�uence on cli-
mate are still debated and not yet widely used in simulations of the last millennium (Schmidt
et al., 2011).

Volcanic eruptions constitute the second major external forcing during the last millennium
and are proposed to have been involved in triggering or amplifying the onset of the Little
Ice Age during the thirteenth century (e.g., Miller et al., 2012). Prior to that only smaller
eruptions are recorded and volcanoes are thought to have had a minor in�uence on climate.
For the reconstruction of past volcanic eruptions there are even more degrees of freedom than
for TSI, as the spatial distribution and radiative properties of the volcanic aerosols have to be
known in addition to the timing and magnitude of an event. Using satellite data (since the
1980s; Stenchikov et al., 1998, and references therein), ground-based observations (since about
1850; Sato et al., 1993; Ammann et al., 2003), or ice cores (last millennium; e.g., Crowley,
2000), several reconstructions of volcanic eruptions (reconstructed as changes in optical depth
or aerosol mass) have been created that di�er in their timing or their magnitude. Especially
on time scales where only information from ice cores exists, the di�erences can be substantial
due to diverse assumptions in the reconstruction concepts (Fig. 1.7a and Schmidt et al., 2011).

As mentioned in section 1.1.3, the main anthropogenic in�uence on climate started around
1750AD with the emission of GHGs and changes in land cover. Prior to that anthropogenic
changes in land cover may had regional e�ects on climate via the albedo (IPCC, 2007), how-
ever, these are subject to some uncertainty as agricultural activity has not been documented
in detail before about 1700AD (Pongratz et al., 2008). Continuous measurements of GHGs
exist only since the mid-twentieth century (e.g., CO2 since 1958 Keeling, 1960; Keeling et al.,
1976), which is why the reconstruction of GHGs bases primarily on ice cores. The �nding
that the GHGs are well-mixed allows us to infer robust estimates of global concentrations
from ice core measurements in Antarctica and Greenland for the last millennium and beyond
(e.g., Luethi et al., 2008; Schilt et al., 2010). During the last about 150 years anthropogenic
aerosols became an important forcing agent, the exact strength of which is still associated
with large uncertainties due to their spatially heterogeneous distribution and the low level of
scienti�c understanding of their radiative properties.
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Reconstruction of past climate evolution

The large majority of reconstructions available are concerned with temperature. The abun-
dance of temperature-sensitive proxies, such as tree rings, ice cores, boreholes, sediments,
corals, and documentary evidence, has been utilized to reconstruct temperature on global,
hemispheric, or even regional scale for the last millennium (e.g., Mann et al., 2008; Neukom
et al., 2011; PAGES 2k network, 2013). The uncertainties of those reconstructions generally
increases further back in time as the number of proxies and their temporal resolution decrease
(Fig. 6.11 in IPCC, 2007). Additional uncertainties arise from measurement errors or di�ering
calibration techniques for the individual proxies (Jones et al., 2009). Fig. 1.7d displays the
overlap of many individual reconstructions of the Northern Hemisphere temperature back to
900AD, where the growing spread further back in time illustrates these uncertainties. Begin-
ning in the eighteenth century, instrumental temperature measurements start to reduce the
uncertainties. The last millennium generally is composed of a warm �rst half, followed by a
colder period lasting until the onset of a rapid warming during the nineteenth and twentieth
century.

The number of proxies has grown steadily, and in recent years this allowed one to reconstruct
temperature also spatially (e.g., Luterbacher et al., 2004; Mann et al., 2009). These spatial
reconstructions, while agreeing with the broad hemispheric signal, show that the timing and
geographic signature of temperature variations can be quite heterogeneous. A prominent ex-
ample is the Medieval Climate Anomaly (MCA; ∼950-1250AD), during which temperatures
exceeded those of today in some location while remaining below globally (Mann et al., 2009).
Similarly, the inception of the subsequent Little Ice Age (LIA; ∼1400-1700AD) was not syn-
chronous globally nor was the amplitude of the cooling the same everywhere (for a review
see, e.g., Diaz et al., 2011). These examples indicate that not only uniform external forcing,
but also internal processes and feedbacks are needed to fully explain spatial heterogeneities
in temperature evolution (Wanner et al., 2008). Chapter 4 of this thesis speci�cally addresses
the question of external forcing versus internal processes/feedbacks at the example of the
ampli�ed cooling of Northern Europe at the onset of the LIA.

Attempts to reconstruct climate variables other than temperature are often limited to certain
regions or time periods or provide no or only coarse spatial resolution; for example European
precipitation (e.g., Pauling et al., 2006; Büntgen et al., 2011), European sea level pressure
(e.g., Luterbacher et al., 2002b; Kuettel et al., 2010), Arctic sea ice extent (Kinnard et al.,
2011), North Atlantic sea surface temperature (SST; Sicre et al., 2008), or the occurrence of
droughts in Africa, Asia, or North America (e.g., Cook et al., 2010a,b). These reconstructions
nevertheless help to draw a picture of past hydro-climate and, e.g., describe the MCA as warm
and wet in central to northern Europe.

Selected proxies have also been applied in reconstructions of past variability in atmospheric
circulation patterns, such as the NAO (e.g., Glueck and Stockton, 2001; Luterbacher et al.,
2002a; Cook et al., 2002; Trouet et al., 2009), or even oceanic modes, such as the Atlantic
Multidecadal Oscillation (AMO; e.g., Gray et al., 2004; von Gunten et al., 2012). In case
of the NAO, proxies that are known to be in�uenced by the NAO are used to retrace the
signature of the NAO in the North Atlantic region and condense it into a temporal index.
Obviously, due to the chaotic nature and the many non-linearities in the atmospheric cir-
culation, a temperature or precipitation proxy can only be indirectly linked to a speci�c
circulation pattern. Additionally, the proxy itself is only an indirect measure for temperature
or precipitation, relying on an empirical transfer function between the proxy signal, e.g., tree
ring width, and the climate signal, e.g., precipitation. These caveats assign a great deal of
uncertainty to such reconstructions, and a thorough validation of an applied reconstruction
concept is inevitable. Recently, an NAO-reconstruction proposed the warm and wet north-
ern Europe during the MCA to mainly originate from a persistent positive NAO-phase, that
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Figure 1.7: (a-c) Radiative forcing used in model simulations and (d) simulated and reconstructed Northern
Hemisphere temperature over the last millennium. All time series are expressed as anomalies from their 1500-
1899AD means and are smoothed with a Gaussian-weighted �lter to remove �uctuations on time scales less
than 30 years. Fig. from IPCC (2007).

shifted into a more negative phase during the LIA (Trouet et al., 2009). However, relying on
only two precipitation-sensitive proxies, the underlying reconstruction concept is error-prone
and has therefore been criticized in a recent paper (Lehner et al., 2012a, chapter 3).

Model applications

Fig. 1.7d also shows results from last millennium simulations with di�erent climate models.
Despite them applying di�erent forcing datasets and implementing the physics in di�erent
ways, the models show a reasonable agreement with the reconstructions of the major features
of last millennium's temperature evolution. While discrepancies exist regarding the amplitude,
higher-frequency variations, or the exact regional pattern of temperature, models still are
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useful analogues of the reconstructions and can be used in multiple ways. Models provide a
consistent physical framework and, once validated against observations or reconstructions, can
be used to study the dynamics underlying the patterns seen in reconstructions or to expand
our understanding into areas and time periods where reconstructions are scarce. Here, a few
examples of model applications in paleoclimatic research are given, including the studies of
this thesis.

As mentioned in section 1.1.2, observations on the Arctic freshwater cycle reach back only a
couple of decades and there are relatively few reconstructions of climate parameters in the
Arctic in general. In a model study in chapter 2 we attempt to close this gap with transient
model simulations of the Arctic and Antarctic freshwater cycle from 1500AD to the present
(and beyond). Thereby, ongoing changes in the Arctic today can be placed in context of past
variability in a consistent manner (Lehner et al., 2012b).

In another model study, Graham et al. (2011) introduced arti�cial warming in the Indian and
Eastern Paci�c Ocean in a climate model to mimic the reconstructed SST pattern during the
MCA in these basins. They found many of the reconstructed climate signals across the globe
to be reproduced by this perturbed model and concluded that an enhanced Indo-Paci�c SST
gradient is able to dynamically explain certain climate signals reconstructed for the MCA.
Similarly, arti�cial sea ice growth in a climate model is used in chapter 4 to understand
the in�uence of sea ice on the North Atlantic-Arctic region during the inception of the LIA.
Interestingly, results from these simulations provide an explanation for the European MCA-
LIA temperature change that does not rely on signi�cant changes in the NAO as proposed by
Trouet et al. (2009) (Lehner et al., in press).

Models can further be used in so-called 'pseudo-proxy' approaches (e.g., Bri�a and Jones,
1993; Bradley, 1996; Zorita and González-Rouco, 2002; Mann et al., 2005). There, output
from model simulations at the location of a speci�c real-world proxy is essentially considered
a mimic of the real-world proxy. This mimic or pseudo-proxy can then be studied in the
model world, where no temporal or spatial data gaps exist. Commonly, this approach is used
to determine whether a certain proxy location is suitable to be used in a reconstruction of a
climate parameter. Zorita et al. (2003), for example, used model output to give a theoretical
estimate of the number of proxies needed to reliably reconstruct the global temperature and its
variance. In the study in chapter 3, a similar approach is used to test the NAO reconstruction
concept of Trouet et al. (2009). By taking model-simulated precipitation at the location of the
two proxies used in Trouet et al. (2009), these proxies are mimicked multiple times. Unlike in
the real world, the NAO index can be calculated from simulated SLP and is therefore known.
The ability of the pseudo-proxies to describe this simulated NAO index can now be tested,
e.g., by means of correlation analysis, and inferences can be made on the suitability of the real-
world proxies (Lehner et al., 2012a). In a similar method, the proxy surrogate reconstruction
(PSR; Graham et al., 2007) approach, model states are selected when they match certain
point-scale proxy signals, providing a plausible climate �eld for a speci�c combination of
proxies (e.g., Franke et al., 2011). Of course, such analyses depend on the model's ability to
actually reproduce the variability and trends of the real-world climate. To account for that,
output from several di�erent models is used.

Finally, models are applied in combination with assimilation of observational and proxy data
to reproduce last millennium's climate evolution as realistically as possible while still founding
on the physical understanding as implemented in climate models. Such endeavors are compu-
tationally expensive as they usually require large ensemble simulations, which is why models
of intermediate complexity or atmosphere-only models rather than state-of-the-art coupled
model are commonly used in data assimilation (e.g., Goosse et al., 2010; Bhend et al., 2012).
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1.2.2 Future

Similar to reconstructions of past climate, projections of future climate are inevitably uncer-
tain due to our incomplete understanding of the system. In the case of future projections,
however, the outcome does not depend solely on physics and our understanding of them, but
also on the future human development. Therefore, the term 'projection' is used rather than
'prediction' or 'forecast': future climate is projected based on certain assumptions regarding
demographic, social, economic, technological and environmental development. In so-called
scenarios a variety of narrative storylines of future human development are created that re-
sult in di�erent GHG emission pathways, which are then used in climate models to project
the climate response to those pathways. An overview on recent scenarios is given here along
with a brief discussion of concepts and challenges in modeling the future climate and the
hydrological cycle in particular.

Scenarios

For the last IPCC report in 2007 four distinct scenario families were developed that project
emissions of GHGs (often illustrated by CO2) to peak within the twenty-�rst century (A1 and
B1 scenarios) or continue to increase throughout the twenty-�rst century at a high and low rate
(A2 and B2; Special Report on Emissions Scenarios (SRES), IPCC, 2000). The A2 scenario,
which is used in model simulations in chapter 2, represents the so-called 'business-as-usual'
scenario with emissions continuing to rise at roughly the present-day rate during the twenty-
�rst century, based on a heterogeneous world with more fragmented and slower technological
change than in other scenario families. This scenario projects a doubling of today's CO2

concentration until the 2090s. Recent estimates of global annual CO2 emissions since 2000
are on track with the A2 scenario (Le Quere et al., 2009; Friedlingstein et al., 2010; Peters
et al., 2012, and updates from the International Energy Agency (IEA, 2013)).

CMIP3 models, SRES scenarios CMIP5 models, RCP scenarios
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Figure 1.8: Global temperature change (mean and one standard deviation as shading) relative to 1986-2005
for (left) the SRES scenarios run within the third World Climate Research Programme's (WCRP's) Coupled
Model Intercomparison Project (CMIP3; Meehl et al., 2007) and (right) the RCP scenarios run within CMIP5.
The number of models used is given in brackets. Fig. from Knutti and Sedlá£ek (2012).

For simulations with the most recent generation of climate models to be used in studies
contributing to the upcoming IPCC Fifth Assessment Report, new scenarios have been devel-
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oped (Moss et al., 2010; van Vuuren et al., 2012). These scenarios are based on projections
of a prescribed radiative forcing relative to preindustrial for the year 2100. Using integrated
assessment models (coupled energy-economy-land use-climate models), representative concen-
tration pathways (RCP) were selected that result in radiative forcing at year 2100 of about
2.6 Wm−2, 4.5 Wm−2, 6.0 Wm−2, or 8.5 Wm−2 (termed RCP 2.6 and so forth). Reduced-
complexity carbon cycle climate models then calculate corresponding GHG concentrations,
thereby taking climate-feedbacks between temperature and the carbon cycle into account
(e.g., Meinshausen et al., 2011). Resulting GHG concentrations, which cover a larger range
than in the SRES scenarios, are then used to force comprehensive high-resolution coupled
models (Fig. 1.8). Models with prognostic carbon cycle components are forced directly by
GHG emissions (e.g., Jungclaus et al., 2010).

Uncertainties

The larger spread in GHG concentrations in the new RCP scenarios and the larger number of
models leads to a widening of the spread in projected global mean temperature anomaly as
compared to the last IPCC report (Fig. 1.8). This, however, does not mean that model pro-
jections have become more uncertain. As models now incorporate more processes, con�dence
has grown that the crucial components of the climate system are actually considered (Knutti
and Sedlá£ek, 2012). Also, Hawkins and Sutton (2009) illustrated that projection uncertainty
for decadal global temperature is dominated by model uncertainty and climate-system inter-
nal variability only during the �rst decades of the twenty-�rst century but then quickly gives
way to scenario uncertainty, i.e., an uncertainty that is di�cult to constrain further by the
scienti�c community (Fig. 1.9c). Interestingly, the sum of these uncertainties results in the
mid twenty-�rst century being the time of smallest total uncertainty, as trends start to stand
out against internal variability while the di�erent scenarios have not diverged that much yet
(Fig. 1.9a).

The picture changes on the regional scale, e.g., temperature on the British Isles, where internal
variability and model uncertainty (e.g., due to limited spatial resolution) are far greater sources
of uncertainty. They dominate the cumulative uncertainty throughout the whole twenty-�rst
century and lead to a higher total uncertainty (Fig. 1.9b and d). This has been con�rmed by
similar examples from North America, where the spread between the warmest and coldest or
wettest and driest member in an ensemble of projections serves as indicator for the in�uence
of internal variability in future projections of regional climate (Deser et al., 2012).

Hydrological cycle

The hydrological cycle is expected to intensify in a warming world (see section 1.1.2). The
overall intensity of the hydrological cycle is controlled by the available energy rather than the
available moisture. As touched upon in section 1.1.2, the ability of the troposphere to radiate
away latent heat comprises the key handle on the hydrological cycle. This can be depicted
in a simple model of the tropospheric energy budget for the case of a warming world (due
to doubling of CO2) using theoretical or observational estimates for the di�erent quantities
(Mitchell et al., 1987; Allen and Ingram, 2002, and references therein):

L∆P = ∆RC +∆RT = ∆RC + k∆T, (1.1)

where L∆P is the latent heating due to changes in precipitation (∼1 Wm−2 per 1% precipita-
tion change; note that ∆P here stands for ∆P

P ), ∆RC is the change in radiation independent
from changes in temperature ∆T (i.e., decreased net outgoing thermal radiation due to dou-
bling of CO2; −2 to −3 Wm−2), and ∆RT = k∆T is the change in tropospheric radiation
dependent on ∆T and a radiative property of the troposphere k (∼ 3 Wm−2K−1). First,
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Figure 1.9: (a-b) The relative importance of sources of uncertainty in decadal mean surface temperature
projections (relative to 1971-2000) as fractional uncertainty, calculated as the 90% con�dence level divided
by the mean prediction. (c-d) Fraction of total variance in decadal mean surface air temperature predictions
explained by the three components of total uncertainty. Modi�ed from Hawkins and Sutton (2009).

it becomes obvious that the e�ect of CO2 alone (∆RC) would decelerate the hydrological
cycle as it would yield a negative L∆P . Therefore, the slope of ∆P

∆T in Fig. 1.10 does not
go through zero but through ∆RC . Second, and more importantly, it can be seen that the
radiative property of the troposphere, k, determines the slope of the relation ∆P

∆T (values for
k around 8 Wm−2K−1 would yield a Clausius-Clapeyron-like relation).
∆P
∆T in model simulations for equilibrium climate sensitivity (ECS) or transient climate re-
sponse (TCR) come to lie on a slope of about 3%K−1 (Fig. 1.10). The blue circles in Fig. 1.10
show actual ∆P

∆T from TCR simulations from the new �fth Coupled Model Intercomparison
Project (CMIP5; Taylor et al., 2012), while for the green and orange circles CMIP5-based
TCR and ECS values, respectively, by Andrews et al. (2012) were simply fed into Eq. 1.1.
This con�rms that the theoretical principle behind Eq. 1.1 is a good approximation to the
results from complex models. This �nding is largely independent of the model generation, as
the slope of this circle distribution is very similar to the slope by Allen and Ingram (2002), who
used ∆P

∆T from older GCMs of the second Coupled Model Intercomparison Project (CMIP2;
Covey et al., 2000).

On the other hand, the intensi�cation of extreme precipitation events is expected to follow
Clausius-Clapeyron, as in that case the amount of precipitation is determined by the amount
of moisture in the air (e.g. Allan and Soden, 2008; Lau et al., 2013). Therefore, extreme
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Figure 1.10: Revisiting Allen and Ingram (2002). The solid gray line is the relation ∆P
∆T

, derived by Allen and
Ingram (2002) from CMIP2 (second Coupled Model Intercomparison Project) equilibrium climate sensitivity
(ECS) and transient climate response (TCR) experiments. The dashed gray line indicates the slope if ∆P

∆T
were

to follow Clausius-Clapeyron. Orange circles are estimates of ∆P
∆T

using ∆T from CMIP5 ECS by Andrews
et al. (2012) and Eq. 1.1 to estimate ∆P (emulated precipitation). Thereby, k is 3 Wm−2K−1 and ∆RC

is mimicked as a random normal distribution with µ = −2.5 Wm−2 and σ = 0.3 Wm−2. Green circles are
estimates of ∆P

∆T
using ∆T from CMIP5 TCR by Andrews et al. (2012) and again Eq. 1.1 to estimate ∆P

(emulated precipitation). Blue circles are estimates of ∆P
∆T

using ∆T and actual ∆P from the CMIP5 1pctCO2
experiments (+1% CO2 yr−1) at the year of CO2 doubling (20 year average centered on year 70), i.e., the TCR
(IPCC, 2007). In the latter case no correction of ∆T for disequilibrium, such as accounting for the ocean heat
uptake, has been conducted. Kernel-estimated probability density functions for the samples of ∆P and ∆T
are given on the y-axis and x-axis, respectively. The linear trend of all circles is given by the solid black line.

precipitation events are expected to intensify faster than the mean precipitation and changes
due to global warming will therefore be easier to detect (Min et al., 2011; IPCC, 2012).

Nevertheless, and despite our robust understanding of the energetics of the hydrological cycle,
projections of future changes in precipitation are still more uncertain than the ones for tem-
perature. Also, the con�dence in regional precipitation projections has not changed markedly
since the last IPCC's assessment (Knutti and Sedlá£ek, 2012).

1.3 Modeling the climate

As illustrated at a number of examples in the previous sections, climate models are an in-
dispensable tool for climate change research and are applied on a variety of time scales. In
the context of past and present climate change, models o�er the possibility to investigate
and understand the dynamics underlying observations and reconstructions (chapter 2), to
validate concepts of proxy reconstruction (chapter 3), or to test hypotheses of a mechanism
(chapter 4). To project future climate change, models are in fact the only tool available, as
illustrated in Fig. 1.10.

Today, a large number of models exists, di�ering by their spatial resolution, their set of
components, or their computational requirements. Therefore, the �rst step of a modeling
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study is to choose a suitable model. The following provides a brief overview on di�erent
climate models available, introduces the model of choice for this thesis � the Community
Climate System Model �, and outlines the general experimental setup.

1.3.1 Model hierarchy

Climate models are usually classi�ed according to the set of components that they include
and the complexity of those components (usually the atmosphere or ocean are the decisive
components; Stocker, 2011). Simpler models comprise of boxes for the di�erent components at-
mosphere, ocean, and land that exchange tracers based on conservation laws and parametriza-
tions and are usually applied to explore theoretical considerations and to establish principle
understanding. In this case, the atmosphere can be represented by, e.g., a one-layer energy
(and moisture) balance model (EBM). Similarly, the ocean is a so-called 'slab ocean', a box
model that allows for heat exchange with the atmosphere, but only parameterizes the heat
distribution across the ocean and therefore cannot account for dynamic changes in currents.

Evolving from that, ocean models based on zonally averaged equations to conserve momentum,
mass, heat, and salt allow for a dynamical representation of meridional transports of these
quantities. Combined with a zonally averaged atmospheric EBM this already enables the
investigation of the role of the ocean in di�erent climate states (e.g., Stocker et al., 1992).
In some models, the atmosphere EBM is substituted by a statistical dynamical (e.g., Sokolov
and Stone, 1998), a two-dimensional dynamical (e.g., Petoukhov et al., 2000), or a quasi-
geostrophic atmospheric component (e.g., Opsteegh et al., 1998). Analogously, the ocean
can be simulated by a coarse-resolution three-dimensional dynamical GCM (OGCM; e.g.,
Ritz et al., 2011). These models are summarized under the term 'climate models of reduced
complexity' and, when additionally coupled to biogeochemical components or (dynamical) ice
sheet models, are called 'earth system models of intermediate complexity' (EMIC). Due to
their computational e�ciency EMICs can be used for either paleoclimatic research (e.g., Ritz
et al., 2013), which requires long simulations, or multi-ensemble projections (e.g., Steinacher
et al., 2010).

The most complex class of climate models relies on a high-resolution three-dimensional nu-
merical solution of the Navier-Stokes equations to describe atmospheric or oceanic dynamics
and, when coupled, forms an atmosphere-ocean GCM (AOGCM). Often these models also
include a thermodynamic or dynamic-thermodynamic sea ice model and a land model that
dynamically exchanges energy and moisture with the atmosphere, computes runo�, or changes
albedo due to snow cover. These fully-coupled models are sometimes referred to as coupled
GCM (CGCM) and the model used in this thesis, the Community Climate System Model,
falls into this class. Due to their high-resolution and the many processes implemented, these
models are computationally expensive and are used to simulate shorter time scales up to sev-
eral centuries. Among the longest simulations conducted with CGCMs are the deglaciation
simulation by Liu et al. (2009) and the Holocene simulations by Varma et al. (2012), albeit
in the latter case orbital forcing was changed faster than in reality to shorten the integra-
tion time. Depending on the research question, a complex atmospheric GCMs (AGCM) is
still coupled to prescribed sea surface temperatures or a 'slab ocean' (e.g., Hofer et al., 2012;
Frierson and Hwang, 2012) or, vice versa, a high-resolution OGCM is forced with prescribed
atmospheric conditions (e.g., Timmermann et al., 2009). The model classes discussed here
are all global climate models. There exists a variety of regional climate models as well, which
are not addressed here.

With the development of an increasing number of independent models, the urge for a struc-
tured model intercomparison arose. Today, a number of intercomparison projects provide a
helpful overview on across-model performance and potential consensus with regard to scien-
ti�c questions, e.g., AMIP (Atmospheric Modeling Intercomparison Project), OMIP (Ocean
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MIP), C4MIP (Coupled Climate-Carbon Cycle MIP), CMIP (Coupled MIP), or PMIP (Paleo
MIP).

1.3.2 Community Climate System Model

The Community Climate System Model version 3 (CCSM3) is the third generation in a family
of coupled climate models by the National Center for Atmospheric Research in Boulder,
Colorado, USA. The fact that its code, released in 2004, is freely available to the scienti�c
community makes it one of the most-used climate models to date.

A comprehensive description of CCSM3 is given by Collins et al. (2006b) and summarized here.
The model consists of the four components atmosphere, ocean, sea ice, and land, all linked
through a coupler that exchanges �ux and state information. Initially developed by di�erent
modeling centers, the individual components can be discretized on a variety of spatial grids.
The coupled version, however, provides only three scienti�cally tested resolutions, applying
the same set of components at di�erent resolutions:

• The low-resolution version (T31x3) includes the Community Atmosphere Model (CAM)
version 3.1 (Collins et al., 2006a). Truncated at T31, the atmosphere has a nominal
horizontal resolution of approximately 3.75 ◦× 3.75 ◦. The horizontal grid resolves 26
hybrid sigma-pressure levels, i.e., they gradually transform from terrain-following levels
at the bottom to purely pressure-based levels at the top of the atmosphere from about
83 hPa to 2.9 hPa.

The land component is the Community Land Model (CLM) version 3, applying the same
horizontal resolution as CAM (Oleson et al., 2004). Each land grid cell is further divided
into a speci�c land unit (glacier, wetland, vegetated, lake, or urban), which determines
soil characteristics and multiple plant functional types of a grid cell. The soil resolves
ten layers, while on the surface up to �ve levels of snow height are distinguished. River
runo� is calculated by a separate river transport model, operating on a high-resolution
grid of 0.5 ◦× 0.5 ◦.

The ocean component is the Parallel Ocean Program (POP) version 1.4.3 (Smith and
Gent, 2004) with an irregular displaced-pole grid for the Northern Hemisphere that
smoothly transforms into a standard Mercator grid at the equator (3.6 ◦ in longitude
and 0.6 ◦ to 2.8 ◦ in latitude). Re�nements around Greenland and in the Tropics allow for
an open passage through the Canadian Arctic Archipelago and a better representation
of equatorial upwelling, respectively. POP has a maximum depth of 5,000 m, stretched
over 25 levels with a layer thickness expanding from 8 m at the top to 500 m towards the
bottom. An implicit free-surface formulation in the solution of the barotropic equation
allows the surface layer thickness to vary � the ocean volume, however, is kept constant
as freshwater �uxes are implemented as virtual salt �uxes.

The Community Sea Ice Model (CSIM) version 5 is the dynamic-thermodynamic sea ice
component of CCSM3 and is discretized on the same horizontal grid as POP (Briegleb
et al., 2004). Ice dynamics are based on the elastic-viscous-plastic rheology. A param-
eterized subgrid-scale ice thickness distribution allows for a diversi�ed computation of
vertical heat conduction through the ice. An explicit salt exchange with the ocean based
on a non-zero reference salinity guarantees salt conservation in the coupled ocean-sea
ice system.

The Coupler version 6 (Kau�mann et al., 2004) receives �ux and state information from
the di�erent components every hour (atmosphere, land, sea ice) or once per day (ocean)
and passes them on, conserving state variables.

A description of the present-day climate of the low-resolution CCSM3 is provided by
Yeager et al. (2006). This resolution version is used in chapters 2 and 3.
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• The intermediate-resolution (T42x1) version's atmosphere and land component are trun-
cated at T42, which yields a horizontal resolution of approximately 2.8 ◦× 2.8 ◦while the
vertical resolution is the same as in the low-resolution version. The marked di�erence
is in the ocean and sea ice component, where a nominal grid spacing of about 1 ◦ results
in an order of magnitude more grid cells than in T31x3. Again, the displaced North
pole leads to a re�nement around Greenland with grid cells as small as 20×30 km. The
ocean component deploys 40 levels at depth, reaching 5,500 km.

Otto-Bliesner et al. (2006) used the intermediate-resolution version for control simula-
tions of the Last Glacial Maximum and the mid-Holocene. This resolution version is
used in chapters 3 and 4.

• The high-resolution version (T85x1) applies a T85 truncation for atmosphere and land
with a horizontal resolution of approximately 1.41 ◦× 1.41 ◦. The ocean and sea ice
components work at the same resolution as in the intermediate-resolution version.

A review of the high-resolution version's performance is given in Collins et al. (2006b).
Due to limitations regarding the computational resources, the high-resolution version
was not used in this thesis.

1.3.3 Simulations used in this thesis

Several simulations with di�erent resolution versions of CCSM3 as well as complementary
simulations from other modeling groups are used in this thesis. The simulations can be
grouped into (i) control simulations with perpetual external forcing, (ii) transient simulations
with realistic, time-varying external forcing, and (iii) sensitivity experiments with an idealized
external forcing. The simulations conducted with CCSM3 speci�cally for this thesis were
performed on a CRAY XT5 and XE6 at the Swiss National Supercomputing Centre (CSCS)
in Manno (now Lugano), Switzerland.

An overview on the simulations is given in Fig. 1.11. Chapter 2 features simulations with
the low-resolution CCSM3 (T31x3) conducted by Masakazu Yoshimori and Dominik Hofer on
an IBM SP4, a CRAY XT3, and a CRAY XT5 (the simulations were checked for scienti�c
consistency when the machine at CSCS was changed; Yoshimori et al., 2010; Hofer et al., 2011).
An ensemble of four transient simulations from 1500-2098AD (TR1a-TR4a) was branched
from di�erent initial states of a 1500AD control simulation (CTRL1500), which itself was
branched from an extension of the multi-century NCAR 1990AD control simulation by Yeager
et al. (2006). CTRL1500 has weaker external forcing than the 1990AD control simulation
(e.g., 282.3 ppm versus 355.0 ppm CO2; 1,364.3 Wm−2 versus 1,367.0 Wm−2, respectively),
which resulted in the CTRL1500 drifting towards a new, colder equilibrium after branching
from the 1990AD control simulation. While the atmosphere adjusts within a couple of years,
the ocean does not equilibrate due to the long time scale of deep ocean adjustment (Yeager
et al., 2006). Therefore, at the time of branching for the transient simulations, CTRL1500 still
exhibits a trend that is accounted for by detrending each variable in the transient simulations
by a quadratic least-squares �t derived from CTRL1500 (for details see Hofer, 2010). The
results in chapter 2 were additionally compared to a three-member ensemble of high-resolution
CCSM3 (T85x1) simulations from 1870-2100AD by Meehl et al. (2006).

For the study in chapter 3 an ensemble of transient simulations from 1150-1500AD was per-
formed with the intermediate-resolution CCSM3 (T42x1). Therefore, a control simulation
with 1150AD external forcing was run (CTRL1150), based on restart �les from a reasonably
equilibrated 400 year-long 1870AD control simulation by the NCAR (Otto-Bliesner et al.,
2006). The changes in external forcing from 1870AD to 1150AD are relatively small (Ta-
ble 1.1), which is why no strong trends are observed after branching for the CTRL1150.



1.3. MODELING THE CLIMATE 25

800 1000 1200 1400 1600 1800 2000 2200

Time [Years AD]

0 200 400 600 800 1000 1200

Time [Model Years]

Chapter 4

Chapter 3

Chapter 2

CTRL1500

(CCSM3 T31x3)

CTRL1150

(CCSM3 T42x1)
CTRL850

(CESM)

TRa1-TRa4

(CCSM3 T31x3)

TRb1 (CCSM3 T31x3)

MPI

ECHO-G

CNRM

TR1-TR6

(CCSM3 T42x1)

BSf25
LSf25

external

BPRD_trans

(CESM) (planned)

Control Simulations

Transient Simulations

Branching for
Transient Simulations

Sensitivity Experiments

TR3_novolc

CCSM3 T85x1

Figure 1.11: Overview of simulations used and conducted for this thesis. Upper panel shows the control
simulations (time in model years), including the time of branching for the ensemble members of the transient
simulations. For CCSM3, the model resolution is given in brackets. Two sensitivity experiments (BSf25,
LSf25) were branched from CTRL1150 (see chapter 4). The lower panel shows the ensembles of transient
simulations. Six simulations from other modeling groups ('external', see text for details) are also shown, as
well as the sensitivity experiment TR3_novolc, a transient simulation with solar but no volcanic forcing.
The shading indicates in which chapter the simulations are used. The last millennium simulation with the
Community Earth Sysem Model (CESM) is described in appendix A.

The individual members of the transient ensemble were branched at di�erent times between
100-150 years from CTRL1150. The start dates were chosen to cover a broad range of AMOC
states with the goal to sample the North Atlantic internal variability (Fig. 1.12). At the
time of branching for the transient simulations, CTRL1150 was not yet completed, making
it di�cult to optimally place these start dates. When CTRL1150 �nished, it was revealed
that the chosen AMOC states are on average slightly above the long-term AMOC mean of
CTRL1150.

After testing on our own simulations, the analysis in chapter 3 was extended to an ensemble
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Table 1.1: Forcings changes in the CTRL1500 simulation from their speci�cations in the 1870AD control
simulation from NCAR. Greenhouse gases are expressed as volume mixing ratios.

Forcing 1870AD control simulation CTRL1150
Otto-Bliesner et al. (2006) this thesis

CO2 280.0 ppm 283.9 ppm
CH4 760.0 ppb 704.9 ppb
N2O 270.0 ppb 265.0 ppb
CFC11 0 0
CFC12 0 0
TSI 1,365.0 Wm−2 1,366.4 Wm−2

Orbital con�guration 1950AD 1150AD
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Figure 1.12: Initial conditions for the transient ensemble with CCSM3 T42x1. Time series of the Atlantic
Meridional Overturning Circulation (AMOC) as the maximum of the meridional overturning circulation in the
Atlantic north of 28 ◦ N in CTRL1150. The inset shows the entire simulation with the zoom-in indicated. The
AMOC values for the start dates of the individual transient simulations are marked with crosses and given in
Sv next to the crosses (January mean and annual mean of start year).

of last millennium simulations with other models: a three-member ensemble with the Max
Planck Institute for Meteorology Earth System Model (MPI-ESM, here MPI; Jungclaus et al.,
2010), two simulations with the ECHO-g (ECHAM4 and HOPE-g; González-Rouco et al.,
2006), and a simulation with the Centre National de Recherches Météorologiques Climate
Model (CNRM-CM3.3; Swingedouw et al., 2011). The simulations were kindly provided by
the authors.

For the study in chapter 4 complementary sensitivity experiments were conducted. One
member of the ensemble of transient simulations from 1150-1500AD was rerun with the same
setup except that volcanic eruptions were omitted to isolate the e�ect of solar versus volcanic
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forcing (TR3_novolc). Additionally, two 200-year simulations were branched from CTRL1150
at the same time, in which the external forcing of CTRL1150 prevailed, but frazil ice growth
was arti�cially enhanced by a factor of 25 in the Barents Sea (BSf25) and the Labrador Sea
(LSf25) for the �rst 100 years. As the latter sensitivity experiments are a novelty in coupled
modeling, they are described in more detail in chapter 4.

1.3.4 Transient forcings and their implementation

In its standard con�guration CCSM3 is forced exclusively in the atmosphere. The technical
description of CAM (Collins et al., 2004) provides a detailed depiction of the implementation
of forcing, a short summary of which is provided here along with the forcing datasets used.

The solar irradiance depends on the orbital year and the TSI and in CAM is calculated accord-
ing to Berger (1978). The orbital year, which determines Earth's orbital parameters eccentric-
ity, obliquity, and precession, is held �xed in the simulations with the low-resolution version
(chapters 2 and 3) and is implemented manually as time-varying in this thesis' intermediate-
resolution version (chapters 3 and 4). The TSI is prescribed as time-varying annual means,
based on a scaling of the net radiative forcing from Crowley (2000) to a solar irradiance re-
construction by Lean et al. (1995) (Fig. 1.13b; details in Yoshimori et al., 2010). The model's
formulation for the actual solar irradiance at the top of the atmosphere further includes the
solar zenith angle and diurnal cycle. The spectral distribution resolves 19 �xed bands from
0.2 to 5µm and does not allow for temporal changes in spectral distribution.

The volcanic forcing is prescribed as zonal and monthly means of volcanic aerosol mass. These
were obtained by converting the TSI changes due to volcanoes of Crowley (2000) to aerosol
mass using linear regression coe�cients obtained from the six strongest volcanic eruptions
post-1890 (Ammann et al., 2003). The model assumes the aerosols to consist of 75% sulfuric
acid and 25% water and their sizes to be log-normal distributed with an e�ective radius
= 0.426µm and σ = 1.25µm. These assumptions determine the optical properties of the
aerosols for the di�erent spectral bands, which results in a column-integrated optical depth
for incoming solar radiation (Fig. 1.13c). Due to limited knowledge of the exact timing of past
volcanic eruptions, the forcing starts at the beginning of a speci�c year and is kept constant
throughout the year. Besides volcanic aerosols, other aerosols such as sulfate, sea salt, black
and organic carbon, or soil dust can be included. No anthropogenic sulfate emissions are
included in the transient simulations, which leads to an overestimated increase in surface air
temperatures during the twentieth century (Hofer et al., 2011).

The GHGs CO2, CH4, N2O, and chloro�uorocarbons (CFC11 and CFC12) are prescribed as
annual means based on splined reconstructions (Etheridge et al., 1996; Blunier et al., 1995;
Flückiger et al., 1999, respectively) joined with measurements from 1970 to 2005 (Keeling and
Whorf, 2005; Dlugokencky et al., 2003; Thompson et al., 2004, Fig. 1.13d-h). For the rest
of the twenty-�rst century, the concentrations follow the A2 scenario from the IPCC Special
Report on Emissions Scenarios (IPCC, 2000). While the GHGs are considered well-mixed in
the troposphere, a latitudinal dependence is applied in the stratosphere to mimic the spatial
distribution due to stratospheric circulation. Ozone (O3) is prescribed as three-dimensional
present-day climatology. The radiative calculation treats the transmission of incoming solar
radiation according to absorptivity and emissivity of the atmospheric composition in several
di�erent spectral bands.

The CCSM3 does not allow simulating transient land cover changes, as a change in the land
cover data requires a recompilation of the model code. In the simulations for this thesis, a
�xed present-day land cover mask was implemented.
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Figure 1.13: Natural and anthropogenic forcing used in the transient simulations with CCSM3 (T31x3 and
T42x1). (a) Radiative forcing from total solar irradiance (TSI) and greenhouse gases (GHGs) relative to 1961-
1990AD is calculated according to IPCC (2001). The inset in (a) shows the period 1000-1900AD. (b) Total
solar irradiance with minima of solar activity indicated by gray shading. (c) Volcanic forcing as optical depth
changes due to volcanic aerosols. (d-h) Concentration of GHGs. The continuation of these forcing functions
into the twenty-�rst century is prescribed by the A2 scenario (orange shading; see text for details).

1.4 Outline

This thesis is part of the third phase of the project MONALISA (Modelling and Reconstruc-
tion of the North Atlantic Climate System Variability), a project initiated within the National
Centre for Competence in Research (NCCR) Climate (2001-2012). Within the project the
following leading research question was derived for this thesis:

"What is the response of the hydrological cycle to changes in external forcing func-

tions in the North Atlantic during key periods of the past 1000 years and which

feedback mechanisms are operating between the atmosphere and the ocean?"
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The overall aim of this thesis is therefore to investigate the hydro-climatic variability of the
climate system during the last millennium.

The thesis is structured as follows:

• Chapter 2 addresses the polar freshwater cycle in transient simulations over the time
period 1500-2100AD. The sensitivity of the freshwater reservoirs and exchange �uxes to
variations in external forcing is investigated. Thereby, future changes in polar regions �
which have been studied intensively already with other and higher resolved models � are
for the �rst time put in the context of centennial-scale preindustrial natural variability.
The study was published in Climate Dynamics (Lehner et al., 2012b).

• Chapter 3 investigates the decadal-to-centennial-scale variability of the North Atlantic
Oscillation (NAO) in model simulations over the last millennium. Thereby, the question
is addressed whether a signi�cant NAO shift dominated the transition from the warm
Medieval Climate Anomaly to the cold Little Ice Age � a claim made by a recent proxy-
based NAO reconstruction. The concept underlying this reconstruction is further tested
in a classical pseudo-proxy approach using di�erent models and reanalyses. As the
concept is found to lack robustness, suggestions are made regarding achieving a possible
stabilization of the approach. The study was published in Quaternary Science Reviews
(Lehner et al., 2012a).

• Chapter 4 deals with the role of Arctic sea ice in the transition from the Medieval
Climate Anomaly to the Little Ice Age. In an ensemble of simulations with CCSM3
sea ice advances in the Barents Sea are found to exhibit a strong control on Northern
European temperature. Using a new style of sensitivity experiments with arti�cial sea ice
growth a complex sea ice-ocean-atmosphere feedback mechanism is revealed that is able
to explain a large part of the temperature pattern expected from proxy reconstruction.
The study will be published in Journal of Climate (Lehner et al., in press).

• Chapter 5 provides a short discussion of this thesis' results, their shortcomings and an
outlook of potential follow-up studies.

• In appendix A a currently running last millennium simulation with the Community
Earth System Model is introduced and preliminary results are presented.
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Abstract The ocean and sea ice in both polar regions are

important reservoirs of freshwater within the climate sys-

tem. While the response of these reservoirs to future

climate change has been studied intensively, the sensitivity

of the polar freshwater balance to natural forcing variations

during preindustrial times has received less attention.

Using an ensemble of transient simulations from 1500 to

2100 AD we put present-day and future states of the polar

freshwater balance in the context of low frequency vari-

ability of the past five centuries. This is done by focusing

on different multi-decadal periods of characteristic external

forcing. In the Arctic, freshwater is shifted from the ocean

to sea ice during the Maunder Minimum while the total

amount of freshwater within the Arctic domain remains

unchanged. In contrast, the subsequent Dalton Minimum

does not leave an imprint on the slow-reacting reservoirs of

the ocean and sea ice, but triggers a drop in the import of

freshwater through the atmosphere. During the twentieth

and twenty-first century the build-up of freshwater in the

Arctic Ocean leads to a strengthening of the liquid export.

The Arctic freshwater balance is shifted towards being a

large source of freshwater to the North Atlantic ocean. The

Antarctic freshwater cycle, on the other hand, appears to be

insensitive to preindustrial variations in external forcing. In

line with the rising temperature during the industrial era the

freshwater budget becomes increasingly unbalanced and

strengthens the high latitude’s Southern Ocean as a source

of liquid freshwater to lower latitude oceans.

Keywords Freshwater balance � Hydrological cycle �

Polar climate � Little Ice Age � External forcing

1 Introduction

The hydrological cycle is of crucial importance for the

climate system in terms of energy, moisture, and nutrient

distribution (Allen and Ingram 2002). Socio-economic

impacts of climate and climate change are often closely

linked to the corresponding regional characteristics of the

hydrological cycle (floods, droughts; IPCC 2007). Along

with a broad consensus on the recent and projected future

anthropogenic global warming, an intensification of the

hydrological cycle is expected based on the Clausius-

Clapeyron relation which suggests specific humidity to

increase exponentially with temperature (approximately

7% K-1; IPCC 2007). In fact, widespread evidence for

such an intensification is already available from twentieth

century observations, as summarized, e.g., in Huntington

(2005), White et al. (2007), and Syed et al. (2010).

Additionally, numerous model studies are able to repro-

duce the intensification of the hydrological cycle in the second

half of the twentieth century and project it to continue in the

twenty-first century (Wu et al. 2005; Held and Soden 2006;

IPCC 2007; Williams et al. 2007; Khon et al. 2010; Seager

et al. 2010). Wu et al. (2005) found the freshwater forcing to

the ocean surface to change in a non-uniform way across

latitudes. While high latitudes tend to receive more fresh-

water, the sub-tropicswill receive less.However, as the rate of

change of the freshwater forcing in the northern high latitudes

is larger than in the southernhigh latitudes thequestion about a

possible global redistribution of major water masses in the

hydrological cycle and specifically in the ocean arises

(Stocker and Raible 2005; Peterson et al. 2006).
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One example of major water masses are the large

quantities of freshwater stored in liquid and solid form in

both polar regions. This freshwater, once released, can alter

the hydrography and circulation in ocean basins (Peterson

et al. 2002). The cycling of freshwater within polar

regions, as well as the exchange with sub-polar latitudes, is

driven by an interplay of oceanic and atmospheric quanti-

ties and processes, of which many are known to respond to

interannual to decadal variations in temperature, e.g.,

atmospheric moisture content, atmospheric circulation, sea

ice extent, volume, and transport. Such variations in tem-

perature can be caused by anthropogenic greenhouse gases

(GHGs) or natural forcing, such as volcanic eruptions or

changes of the solar irradiance.

The purpose of this study is to put results from climate

model simulations of present-day and future polar climate

in the context of multi-decadal variability of the past five

centuries. We focus on the freshwater cycling within the

polar regions as well as the meridional exchange with

lower latitudes. The study complements earlier work which

address the hydrological cycle in polar regions with a focus

on the industrial era and on the Arctic Ocean alone (Hol-

land et al. 2006b; Koenigk et al. 2007; Arzel et al. 2008).

To investigate the freshwater cycle in the polar regions

at different climate states, and to estimate its sensitivity to

natural and anthropogenic forcing, we analyze simulations

with a coupled General Circulation Model (GCM), apply-

ing transient external forcing from 1500 to 2100 AD.

This paper is structured as follows: a description of the

model and experimental setup as well as a short validation

of the simulations are presented in Sect. 2 In Sects. 3 and 4

we examine the simulated freshwater budgets of both polar

regions, subdivided in (1) present-day state, (2) changes in

the preindustrial era, and (3) future projections. A summary

and conclusions follow in Sect. 5.

2 Model and methods

2.1 Model

The model used for the simulations is the Community

Climate System Model version 3.0.1 (CCSM3), which

was developed by the National Center for Atmospheric

Research (NCAR) (Collins et al. 2006). The model

includes four components, namely the atmosphere, ocean,

sea ice, and land surface, all linked through a coupler

which exchanges fluxes (without flux corrections) and state

information. We selected the low-resolution version: 3.75�

by 3.75� in the atmosphere (26 vertical levels) and on land

and a sea ice and ocean resolution of about 3.6� in longi-

tude and 0.6� to 2.8� in latitude with finer resolution in the

tropics and around Greenland, allowing for an open

passage through the Canadian Arctic Archipelago. The

ocean has 25 levels and a rigid lid. The land model does not

include a dynamic ice sheet model but is able to lose and

grow snow and ice up to 1,000 kg m-2. Additional mass

above this threshold is inserted into runoff. We discuss the

implications of a missing ice sheet model for our study in

Sect. 5.

More detailed descriptions of the model components are

available at the NCAR CCSM webpage (http://www.cesm.

ucar.edu/models/ccsm3.0). The version used here and its

simulation of present-day climate is comprehensively

described in Yeager et al. (2006).

2.2 Experimental setup

For this and other studies (Yoshimori et al. 2010; Hofer

et al. 2011) a series of model simulations was conducted.

In this paper we use the following two setups: a 1500 AD

equilibrium simulation with perpetual 1500 AD conditions

(hereafter CTRL1500) and an ensemble of four transient

simulations from 1500 to 2100 AD (TRa1 to TRa4, as in

Hofer et al. 2011).

The transient simulations were branched from different

years of the multi-century control simulation CTRL1500.

The CTRL1500 simulation itself was initialized from a

control simulation with perpetual 1990 AD conditions, an

extension of the simulation presented by Yeager et al.

(2006). As the CTRL1500 simulation has not fully reached

an equilibrium state it exhibits a slight drift. Therefore, all

transient simulations branched from the CTRL1500 inherit

this drift as well and need to be corrected for it by detr-

ending them with a quadratic fit estimated from CTRL1500

for every quantity, grid point, and month. For most quan-

tities the trends are in the order of 0.01-0.02% year-1.

The time-varying forcing consists of GHG concentrations,

solar forcing, and volcanic aerosols and is summarized in

Fig. 1. For details on the detrending technique and on the

forcing datasets the reader is referred to Hofer et al. (2011).

Our analysis focuses on six 31-year periods with dif-

ferent forcing levels: the quasi-equilibrium period just after

branching from CTRL1500 which corresponds approxi-

mately to the beginning of the Little Ice Age (Mann et al.

2009), when the solar forcing generally is lower than today

(averaged over 1500–1530 AD, hereafter Initial Condi-

tions); the period of the pronounced solar forcing minimum

of the Maunder Minimum (1685-1715 AD); the Dalton

Minimum (1800-1830 AD), when a solar forcing minimum

coincides with two large eruptions of tropical volcanoes; a

period when GHGs start to increase (1840-1870 AD, Pre-

industrial); a period of present-day climate (1960-1990

AD, Present-Day) and finally, a period at the end of the

twenty-first century when the average radiative forcing is

projected to be approximately 5 W m-2 larger than 1990
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AD (2068-2098 AD, Future Projections). For the twenty-

first century we apply the IPCC SRES A2 scenario (IPCC

SRES 2000).

2.3 Methods

Freshwater budgets and transports are computed from the

monthly means of the four ensemble members, however, in

figures and tables we show annual means. The spatial

domains are 60-90�N (as in ACIA (2005)) and 60-90�S.

This selection enables us to compare equivalent areas at

both polar regions and to include all major processes

influencing the polar freshwater balance. To compute the

freshwater balance we need to consider the atmospheric

import of water, i.e., meridional water transport VQ

(including eddy-induced transport), precipitation P, and

evaporation E over land (lnd), ocean (ocn), and sea ice (ice).

Water imported into the domain over land by rivers that

cross the 60�N boundary from the south as well as the

discharge into the oceans (called R) is calculated by the

river transport model. This is a 2-dimensional model on an

independent 0.5� by 0.5� grid. The land model also allows

for a limited storage of water and ice in grid cells defined

as wetland and glaciers, thus changes in soil moisture,

glacier mass, and permafrost are crudely represented in the

model. The sea ice and ocean budget terms include the

storage and transport of freshwater. The ocean liquid

freshwater (FW) storage is computed as

FWðSÞ ¼

Z Zz1

zmax

S0 � S

S0
dz dA; ð1Þ

with S being the in-situ salinity and S0 a reference salinity.

z covers all model levels while A represents the ocean

domain’s area. The ocean freshwater transport across a

transect is

FWTðu; SÞ ¼

Zl2

l1

Zz1

zmax

u
ðS0 � SÞ

S0
dz dl; ð2Þ

where u is the horizontal velocity perpendicular to the

transect and l1 and l2 are the start and end point of the

transect, defining its length.

In Eqs. (1) and (2) S0 is estimated from the CTRL1500

so that the complete freshwater budget for the Arctic

domain is closed in its initial state under perpetual 1500

AD conditions. This means that total net import of fresh-

water into the Arctic domain is nearly zero at year 1500

AD. This leads to a S0 of 34.88 g kg-1 for the Arctic

domain. In the Antarctic domain, however, using monthly

instead of instantaneous values to calculate the FW trans-

port introduces significant errors as the meridional velocity

field shows strong variations on sub-monthly time scales. To

overcome this problemweuse a different approach to estimate

the FW transport for the Antarctic domain, i.e., the residual

from changes inFW storage (with S0 = 34.88 g kg-1) and all

ocean surface freshwater fluxes:

FWTðtÞ ¼ FWðt þ 1Þ � FWðtÞ �
PocnðtÞ þ Pocnðt þ 1Þ

2

�
EocnðtÞ þ Eocnðt þ 1Þ

2
þ
RðtÞ þ Rðt þ 1Þ

2

þ
MðtÞ þMðt þ 1Þ

2
ð3Þ

where M is the melt flux from sea ice and t indexing the

monthly time-stepping. A comprehensive description of the

significance of the reference salinity can be found in

Serreze et al. (2006), and with respect to rigid lid ocean
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Fig. 1 Natural and anthropogenic forcing used in the simulations: the

combined radiative forcing from GHGs and solar irradiance in W m-2,

calculated as in IPCC (2001) with reference to (wrt) 1990 (solid line),

assuming a global average albedo of 0.3, and the volcanic forcing as

optical depth (dashed). The inset highlights the changes in forcing by

stretching the vertical scale, however, the curve is the same as in themain

plot. Further details on the forcing dataset can be found in Hofer et al.

(2011).The timeperiods as used throughout the study are indicatedby the

vertical bars and labeled at the top: Initial Conditions (IC, 1500–1530

AD), Maunder Minimum (MM, 1685–1715 AD), Dalton Minimum

(DM, 1800–1830 AD), Preindustrial (PI, 1840–1870 AD), Present-Day

(PD, 1960–1990 AD), and Future Projections (FP, 2068–2098 AD)
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model components in Pardaens et al. (2003). For the sea

ice storage and transport, where the error from using

monthly means is negligible, the salinity is set to 4 g kg-1

in the model. Finally, freshwater exchange rates between

sea ice and ocean are calculated, whereby precipitation that

directly runs off the sea ice into the ocean is included in the

flux from the sea ice to the ocean.

2.4 Validation

The CCSM3 has been thoroughly tested for various reso-

lutions (Hack et al. 2005; Yeager et al. 2006; Kiehl et al.

2006; Bryan et al. 2006; Holland et al. 2006a, b). Gener-

ally, the low-resolution version differs more strongly from

observations than the middle or high-resolution version.

This is largely due to the fact that the middle and high-

resolution versions both run with the higher resolved 1�

ocean/sea ice component. This has implications for pro-

perties such as salinity, heat flux, sea ice extent and volume

as will be discussed here.

The simulated annual mean surface air temperature

(SAT) evolution on the Northern Hemisphere (NH) over

the past five centuries is in good agreement with recon-

structions, except for an overestimation of the twentieth

century warming due to the absence of sulfate aerosols in

the simulations (Hofer et al. 2011). The twenty-first cen-

tury is dominated by the rapid increase in GHGs (as pre-

scribed by the IPCC SRES A2 scenario), which results in

an ensemble mean NH warming of 2.9�C, calculated as the

difference between the averages over the periods

1990-2000 AD and 2088-2098. The equilibrium climate

sensitivity of the low-resolution version is 2.32�C (Kiehl

et al. 2006) and is therefore at the lower end of the range of

likely climate sensitivities (2-4.5�C, IPCC (2007)). The

Arctic domain’s SAT anomaly (60-90�N) follows the

SAT of the NH including a cooling during the Maunder

Minimum and Dalton Minimum (Fig. 2). However, due to

the effect of polar amplification (Holland and Bitz 2003;

Masson-Delmotte et al. 2006; Bekryaev et al. 2010) the

amplitudes are generally about 100% larger than in the

hemispheric average. In the Antarctic domain (60-90�S)

on the other hand, no robust signal of the Little Ice Age is

detectable (Fig. 2). During the twentieth century, simula-

tions show a smaller trend of Antarctic’s domain temper-

ature and variability compared with reanalysis data. Due to

the absence of time-variable ozone in the simulations the

temperature over Antarctica also does not show the

observed late-twentieth century dipole temperature anom-

aly pattern (as in Thompson and Solomon 2002, not

shown). The simulated twenty-first century warming

remains below the warming simulated in the Arctic domain

due to the comparably weaker sea ice-albedo feedback

(Masson-Delmotte et al. 2006; Walsh 2009) and larger

ocean heat uptake. The simulated Arctic domain’s

ensemble mean during 1980–2000 AD is too cold with a

bias of 3.5–7.3 K, depending on the reanalysis, while the

Antarctic domain is too cold by 1.5–4.1 K. Note that this is

within a 10% range of the documented general cold bias of

the model (Yeager et al. 2006).

The simulated polar oceans are generally too fresh com-

pared to the salinity field of the Polar Science Center Hydro-

graphic Climatology (PHC, Steele et al. 2001; Fig. 3). In the

Arctic Ocean the model is able to reproduce the fresh shelf

conditions arising from the shallow water and the river runoff

into those, although the detailed spatial pattern is not captured

verywell. Further, the Beaufort Gyre is larger and storesmore

freshwater than is estimated from observations (Fig. 4b,

compare with Fig. 3 in Serreze et al. 2006). In the Barents

Sea, Greenland-Iceland-Norwegian (GIN) Seas, Labrador

Sea, Baffin Bay and off the south-eastern coast of Greenland,

the model tends to be too fresh. The salinity biases in the

Barents Sea are mainly caused by an underestimation of the

meridional transport of warm and salty Atlantic waters into

the Barents Sea and the Arctic Ocean (Yeager et al. 2006).

Along with this the sea ice extends further to the south

(especially in the Barents Sea, Fig. 3), which results in a

spatial anomalous melt flux. Additionally, the simulated sea

ice covers larger areas, suppressing evaporation from the

ocean surface and therefore further freshening the ocean.
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Conditions (IC, 1500–1530 AD), Maunder Minimum (MM,
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smoothed by a 30-year Gaussian-weighted filter. Bekryaev et al.

(2010) updated the GISS dataset (Hansen et al. 2010) in the Arctic

region. 20CR is Compo et al. (2010). ERA-40 data is available from

ECMWF in 2.5� 9 2.5� resolution
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In the Antarctic region the model generally tends to be

too fresh as well (Fig. 3). Still, it is able to simulate the

more saline areas of the Weddell Sea and Ross Sea but it

underestimates the amplitude and spatial extent. Further-

more, the model produces a patch of relatively fresh water

at the northern end of the Antarctic Peninsula which is not

observed in reality. The pattern of the sea ice concentration

around Antarctica generally agrees with observations,

while the total sea ice extent and area are overestimated by

about 23 and 22%, respectively, during 1990–1999 AD

(not shown). Regionally, the sea ice is overestimated in the

Atlantic sector and underestimated in the Ross Sea sector.

In recent years efforts in data collection resulted in new

estimates of the large-scale Arctic freshwater cycle (Serreze

et al. 2006) which is compared to the ensemble mean of this

study (Table 1). The numbers from a multi-model study by

Holland et al. (2007) are listed for additional comparison.

The simulated freshwater budget of the Arctic Ocean is in

reasonably good agreement with observations regarding the

oceanic and terrestrial freshwater fluxes (FW transport, sea

ice transport, R) while the atmospheric fluxes P and E are

underestimated by about 30 and 50%, respectively. However,

a recent study reveals large uncertainties regarding absolute

values still inherent in observations of P-E in the Arctic

(Rawlins et al. 2010). The ocean imbalance of our simula-

tions (194 ± 331 km3 year-1) is indistinguishable from zero

relative to the standard deviation and in this respect

qualitatively agrees with observations, where the imbalance

is indistinguishable from zero relative to measurement errors

(Serreze et al. 2006). The freshwater reservoir of the ocean is

substantially overestimated due to an Arctic Ocean that is too

fresh throughout the column with a larger bias in the top

400 m (Fig. 4a). This stands in contrast to the negative

freshwater reservoir obtained from the high-resolution

CCSM3 of the model set analyzed by Holland et al. (2007).

The storage in sea ice is too large as well, a consequence of

the too cold Arctic in the low-resolution version. However,

the spread among models regarding these two reservoirs is

known to be large (Holland et al. 2007). Confidence in the

simulated Arctic hydrological cycle arises from the relatively

small bias in the transport terms and in the overall balanced

budget in the present-day state. For reasons of data lack we

refrain from a validation of the Antarctic domain’s freshwater

budget.

3 Freshwater balance of the Arctic domain

3.1 Present-day climate

The simulated freshwater cycle of the Arctic domain is

illustrated in Fig. 5, where the ensemble means for the time

periods Initial Conditions, Maunder Minimum, Present-

Day and Future Projections are presented. The standard
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deviation (±) for a specific budget term and time period is

estimated from the 124 annual means of the four ensemble

members (4 9 31 years). The difference in mean from

Initial Conditions, the Maunder Minimum and Future

Projections to Present-Day is tested for significance for

each ensemble member, using a Mann-Whitney rank sum

test at the 5% level. A pie chart illustrates the number of

ensemble members that show a significant difference

between Present-Day and the other time periods (Figs. 5

and 6). This serves as a simple metric for the robustness of

a given signal. The same procedure is then used to illustrate

changes during the preindustrial era (Table 2). Addition-

ally, time series and running 50-year linear trends of

selected budget quantities are presented.

The simulated present-day freshwater cycle of the Arctic

domain correctly reflects observations in a qualitative

manner. VQ accounts for approximately 91% of the

domains’s net freshwater import. In agreement with

Sorteberg and Walsh (2008) the majority of this import

takes place over the Bering Sea and the Eastern North

Atlantic/European sector (Fig. 7). The equivalent of less

than 3% of this imported freshwater is temporarily stored

in the atmosphere as water vapor Q. While land and ocean

each cover about 50% of the total domain area, the atmo-

spheric freshwater is preferentially delivered to the land

surface where approximately 55% of total P and 65% of

total P–E end up. For the ocean the largest net source by far

is R (82%), as P–E, as well as the freshwater exchange

between sea ice and ocean, are each nearly in balance on

basis of the annual means. Note that, when focusing on the

Arctic Ocean only, this distribution is somewhat different:

Pocn-Eocn is positive and the sea ice balance negative (not

shown, but in agreement with Serreze et al. (2006)).

We mentioned the overestimated freshwater storage in

the ocean and sea ice. The domain’s freshwater budget is

balanced in part by export of sea ice and ocean freshwater.

Thereby, the Labrador and Irminger Sea, and to a smaller

extent the western Bering Sea, are the major areas of export

for both sea ice and ocean freshwater (Fig. 7). The eastern

part of the Bering Sea including the Bering Strait imports

about as much ocean freshwater as is exported through the

Irminger Sea, thereby providing the second largest source

of freshwater to the Arctic domain. Finally, rivers crossing

60�N (e.g., Ob, Yenisey, Lena, see Fig. 7) close the land

budget.

3.2 Preindustrial changes

The present-day freshwater budget differs significantly

from those during the two preindustrial time periods (Initial

Conditions and Maunder Minimum) when NH as well as

Arctic temperatures were lower than during Present-Day

(see Fig. 2). VQ and Q are significantly smaller during

Initial Conditions and the Maunder Minimum, resulting in

a decrease of Plnd, Pocn and Pice, i.e., total P over the

domain. As a consequence of the reduction in Plnd, R is
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reduced as well. Changes in E during Initial Conditions and

the Maunder Minimum are robust only over land where

Elnd is significantly decreased. The sea ice volume is sig-

nificantly larger in Initial Conditions and the Maunder

Minimum than during Present-Day, resembling the colder

conditions of the preindustrial era.

The sea ice volume maximum is reached during the

Maunder Minimum when the annual sea ice growth exceeds

the melt rate by approximately 300 km3 year-1. Not sur-

prisingly, the sea ice export reaches a maximum as well

during that time. The ocean liquid freshwater export (FW

transport), on the other hand, is significantly reduced during

Initial Conditions and the Maunder Minimum. However, the

ocean as a whole is saltier, i.e., stores less freshwater than

during Present-Day. This is largely because during the

Maunder Minimum sea ice grows, resulting in a negative

freshwater flux to the ocean surface. In other words, brine

rejection from the sea ice growth makes the ocean saltier and

overcompensates for the reduced FW transport. In fact, the

sum of all fluxes to and from the ocean (through the surface

and ocean-internal) during theMaunderMinimum is less than

half of that during Present-Day (300 vs. 800 km3 year-1).

Due to large internal variability, however, this difference is

significant only in two ensemble members.

The detection of significant and robust changes within

the preindustrial era (Initial Conditions-Preindustrial,

1500–1870 AD) proves to be difficult as the interannual

variability of several budget terms is high; although in

Table 1 Ensemble mean freshwater budget of the Arctic Ocean

Study

Averaging period

Serreze et al. (2006)

*1980–2000 AD

Holland et al. (2007)

1980–1999 AD

This study

1980–2000 AD

Precipitation 3,300 ± 680 2,411 ± 360 2,265 ± 109

Evaporation -1,300 ± 710 -868 ± 275 -687 ± 32

Runoff 3,200 ± 110 3,162 ± 776 3,482 ± 187

Ocean transp. liquid -3,450 ± 693 -2,899 ± 569

– without CAA -250 ± 615 -1,388 ± 2,332 -395 ± 579

Ocean transp. solid -2,460 ± 340 -1,967 ± 421

– without CAA -2,300 ± 340 -1,841 ± 626 -1,967 ± 421

Imbalance ocean -710 ± 1,255 194 ± 331

Storage ocean 24,200 47,756 177,930 ± 1,652

Sea ice storage 10,000 13,851 29,347 ± 2,557

Fluxes in km3 year-1, stores in km3, as calculated in Holland et al. (2007) and with the same reference salinity of 34.8 g kg-1. Fluxes leaving the

Arctic Ocean are negative. ± Corresponds to the measurement error and to the measurement error propagation in case of the ocean imbalance for

Serreze et al. (2006); to the inter-model standard deviation for Holland et al. (2007); and to the standard deviation of the four ensemble members

for this study. Holland et al. (2007) provide no numbers for the transport through the Canadian Arctic Archipelago (CAA) because most models

investigated did not have an open passage through the CAA
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6'800 ± 220

6'700 ± 210
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2'500 ± 60
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3'000 ± 110

3'000 ± 110
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44'300 ± 1'200

47'400 ± 1'100

37'300 ± 1'200

16'900 ± 1'000

251'100 ± 2'800

239'100 ± 2'000

269'200 ± 2'000

355'400 ± 3'100

16'500 ± 960

16'200 ± 840

18'000 ± 840

20'900 ± 780

16'600 ± 610

16'500 ± 500

17'100 ± 590

18'100 ± 640

5'000 ± 180

5'000 ± 220

5'300 ± 220

6'700 ± 240

730 ± 60

710 ± 60

740 ± 60

910 ± 70

6'500 ± 350

6'400 ± 350

7'100 ± 370

9'000 ± 440

2'300 ± 430 2'400 ± 380 1'800 ± 370 800 ± 170

5'000 ± 1'500 4'400 ± 1'200 5'700 ± 1'500 11'300 ± 2'400

60° N

1500-1530

1685-1715

1960-1990

2068-2098

flux in km3 yr-1

inventory in km3

reference salinity

for ocean storage

and transport

= 34.88 g kg-1

members differing

significantly from

period 1960-1990

4 of 4

3 of 4

2 of 4

1 of 4

0 of 4

IC:

MM:

PD:

FP:

liq
u

id

s
o

lid

P E P E P E

VQ

RR

m
e
lt

fr
e
e
z
e

Fig. 5 Freshwater budget of

60-90�N. Values are ensemble

mean 31-year averages

according to the color shading

in the upper left corner: Initial

Conditions (IC), Maunder

Minimum (MM), Present-Day

(PD), and Future Projections

(FP). Further details in the text
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observations of the Arctic freshwater cycle interannual

variability is even larger than in GCMs (Rawlins et al.

2010). Prior to Preindustrial the freshwater balance of the

Arctic domain as a whole is stable with the only notable

change being internal redistribution of freshwater masses.

Table 2 compares selected quantities of the polar fresh-

water budgets for different preindustrial time periods: FW

storage, sea ice storage, and Q are storage terms inside the

domain, while FW transport, sea ice export and VQ are

transport terms at the domain’s boundary. With the com-

parison of Initial Conditions, the Maunder Minimum, and

the Dalton Minimum we try to determine whether these

three periods of similarly weak external forcing differ

significantly among each other.

In general, changes between Initial Conditions and the

Maunder Minimum are more robust in the storage terms

than in the transport terms. This can be seen by the sig-

nificant reduction of FW storage in all and of Q in three of

the ensemble members, respectively. In concert with that,

the sea ice storage significantly increases in three members.

This is consistent with the absolute numbers in Fig. 5

where sea ice grows at the expense of FW, while all
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Fig. 6 As Fig. 5, but for

60-90�S

Table 2 Domain freshwater storage and transport terms at the boundary

* members with significant difference, e.g.:

4 of 4       3 of 4       2 of 4       1 of 4       0 of 4

2 members increase, 1 member decrease, 1 insignificant

Number of ensemble members, which show a significant change between certain preindustrial time periods, is given as pie chart. Black denotes

an positive difference in mean between two time periods, gray a negative difference. This gives a hint whether the sign of a trend is consistent

among ensemble members and how robust that trend is. Time periods: Initial Conditions (IC, 1500–1530 AD), Mauder Minimum (MM,

1685–1715 AD), Dalton Minimum (DM, 1800–1830 AD), and Preindustrial (PI, 1840–1870 AD)
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transport terms at the domain’s boundary change only

insignificantly. Comparing Initial Conditions to the Dalton

Minimum, the decrease in FW storage is the only signifi-

cant and robust change. Comparing the Maunder Minimum

to the Dalton Minimum, the reduction of the sea ice storage

is the only robust change. All other changes are either not

significant or, if they are, do not show a consistent sign of

change among the ensemble members. This allows for a

first conclusion that the difference between the three peri-

ods Initial Conditions, Maunder Minimum and Dalton

Minimum is characterized by minor redistributions of

freshwater between the reservoirs of the ocean and sea ice.

At the same time, the total amount of freshwater in the

domain does not change notably.

To relate these domain-internal redistributions of the

freshwater to changes in the external forcing, we show the

transient behavior of the different budget terms (Fig. 8).

The exact timing of change in the Arctic FW storage is not

linearly connected to the external forcing. This manifests

itself in the coexistence of positive and negative trends in

the FW storage ensemble members and the following

substantial spread among the members during the seven-

teenth and eighteenth century (Fig. 8a). Note that the

members originally started from only slightly different

initial conditions and have experienced identical external

forcing since. Thus to a large extent the decadal changes in

FW storage in the preindustrial era are driven by internal

variability. In fact, for the ensemble members TRa2 and

TRa3 the timing of the transition of FW storage from its

initial conditions to a lower value coincides with similar

transitions found in time series of Atlantic maximum

overturning circulation (AMOC) from the same simula-

tions (Hofer et al. (2011); using their method to determine

the transition phase). In these cases, a weaker AMOC is

largely responsible for a decrease in salinity in the GIN

Seas and the Atlantic part of the Arctic domain. The

salinity decrease in these areas in turn is crucial to explain

the decrease of the Arctic domains’s total FW storage

during that time. However, this indirect attribution of

ramp-like FW storage changes to variations in the AMOC

(a)

(b)

Fig. 7 Ensemble mean

freshwater transport as liquid

(FW transport), water vapor

(VQ), and solid (sea ice) across

60�N (a) and 60�S (b), summed

up over 45� longitudinal

transects; positive values

indicate a northward transport.

The bars in the chart correspond

to the time periods Initial

Conditions (IC, 1500–1530

AD), Maunder Minimum (MM,

1685–1715 AD), Present-Day

(PD, 1960–1990 AD), and

Future Projections (FP,

2068–2098 AD). Due to the

computation of FW transport

from residuals on the SH it is

not possible to show this term

for each sector. The bottom

panels in a and b show the

ensemble mean freshwater flux

(P - E ? R ? sea ice melt

flux) anomaly of FP minus PD,

as well as river runoff during

PD. The model land mask is

given in white
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is not robust throughout the ensemble—but a further

investigation is beyond the scope of this study. The running

trend of the sea ice storage, opposed to one of FW storage,

follows the variations in external forcing more closely

(Fig. 8b).

The atmospheric terms Q, VQ, total P-E, and R (which

is largely controlled by Plnd-Elnd) do not show a signifi-

cant response in the Maunder Minimum, but gradually

increase along with the radiative forcing from the Maunder

Minimum onwards (Fig. 8c, e, f). During the Dalton

Minimum, however, these terms experience an abrupt dip.

This dip sets them back to values similar as during Initial

Conditions and the Maunder Minimum, even though the

radiative forcing from solar and GHGs was approximately

5 and 10% weaker during Initial Conditions and the

Maunder Minimum than during the Dalton Minimum,

respectively. This raises the question of the necessity of the

volcanic forcing to explain the atmospheric state of the

Arctic freshwater balance during the Dalton Minimum. On

a shorter time scale, the atmospheric response to volcanoes

has been investigated using a composite of the years fol-

lowing the 21 largest eruptions from 1500 to 2000 AD (not

shown). There, no significant large-scale response on high

latitude total P-E and VQ could be detected. However,

P-E and VQ are reduced just at 60�N in the first 2 years

after an eruption. This contributes to the simulated reduc-

tion in the fields of P-E and VQ during the Dalton Min-

imum, nevertheless, the solar forcing is the main driver.

Note that while the direct radiative effects from volcanic

aerosols are correctly represented in the CCSM3, it has its

deficits in simulating the dynamical effects of volcanic

eruptions. This is namely the absence of the NH mid- to

high-latitude winter-warming pattern that would result

from a positive phase of the North Atlantic Oscillation

(Stenchikov et al. 2006). Interestingly, Schneider et al.

(2009) found a winter-warming in idealized experiments

with the medium resolution version of CCSM3 while the

high (Stenchikov et al. 2006) and low-resolution version

do not reproduce this pattern.

As the solar minimum of the Dalton Minimum ceases

and GHGs start to increase the combined radiative forcing

exceeds the preceding range since 1500 AD and so does the

Arctic domain’s SAT (Fig. 2). As a consequence the

atmospheric terms VQ, Q, and total P-E recover to pre-

Dalton Minimum values and then continue to increase in

line with the strengthening radiative forcing. At the same

time trends in FW storage become positive and are better

constrained, i.e., the ensemble members’ spread becomes

smaller. This indicates a robust response to the change in

forcing. Trends in sea ice storage, however, remain around

zero until the end of the nineteenth century when they

finally become negative in all ensemble members. This

means that the increase in FW storage just after the Dalton

Minimum cannot be attributed to a redistribution of the

freshwater from sea ice to the ocean. It rather seems that

the synchronous increases of total P-E and R after their

forcing-induced minimum during the Dalton Minimum are

responsible for the freshening ocean. This increase of total

P-E and R is consistent with the significant and robust

increase of VQ and Q from the Dalton Minimum to Pre-

industrial (Table 2).

This leads to the conclusion that the mean state of the

Arctic freshwater balance during Initial Conditions, the

Maunder Minimum, and the Dalton Minimum is fairly

stable, the exception being small but significant differences

in the freshwater reservoirs which seem to reflect the multi-

decadal to centennial variations in the external forcing.

During the sustained cold conditions of the Maunder

Minimum a saltier ocean, more sea ice and less water vapor

(compared to the onset of the Little Ice Age at 1500 AD)

were the marked anomalies in the freshwater balance.

During the Dalton Minimum a short-lived response of the

atmospheric component of the freshwater cycle occurred.

However, the small signal-to-noise ratio indicates the

important role of the internal variability of the freshwater

cycle.

3.3 Future projections

The changes in the freshwater budget projected for the

Future Projections are substantial and very robust, as for

every investigated budget term all four ensemble members

show a significant difference in mean compared to our

reference Present-Day. VQ is roughly 27% larger than

during Present-Day, caused by the thermally induced

increase of the moisture holding capacity. At the same time

the volume transport remains largely unchanged, which is

reflected also in the cyclone activity in the domain: Both

the number and mean intensity of the cyclones stay con-

stant in winter and even decrease slightly in spring, sum-

mer, and autumn for the Future Projections (not shown).

This confirms that the strengthened atmospheric water

import is due to the amount of water transported by

cyclones rather than by an increase of their frequency or

intensity. Cyclones are detected as minima in the 12-hourly

1,000 hPa geopotential height field and need to exceed a

gradient of 20 gpm 1,000 km-1 across a surrounding area

of 1,000 km 9 1,000 km (a detailed description of the

cyclone detection and tracking method is given in Raible

et al. 2007, 2010). The additional precipitable water in the

domain is the reason for an increase of total P. As annual

mean sea ice extent is reduced by 12% compared to

Present-Day (not shown) the open ocean area grows and

receives much more P directly from the atmosphere

(?43%). Runoff from lower latitudes and Plnd-Elnd

increase as well, leading to a substantial increase in R to the
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ocean of roughly 26% (manifested in the positive anoma-

lies close to the river’s discharge areas in Fig. 7a, bottom

panel). Further, the annual mean melt-freeze ratio of sea

ice rises from 1.05 during Present-Day to 1.15 during the

Future Projections, representing an enhanced release of sea

ice-stored freshwater to the ocean (due to the large sea ice

volume at present-day no sea ice-free summer conditions

are reached in these simulations). This leads to a spatial

shift in the freshwater flux to the ocean surface, causing

strong local anomalies in the GIN Seas (Fig. 7a, bottom

panel). Together with R, sea ice is the main driver of

changes in the ocean freshwater budget.

Overall, the freshwater flux from Pocn-Eocn and R to the

Arctic domain’s ocean increases by 39% from Present-Day

to the Future Projections. Consequently, the export of

freshwater from the Arctic Ocean is strongly increased as

well during the twenty-first century. Sea ice export, on the

other hand, is decreased in all sectors and disappears

−500

0

500

1,000

k
m

3
 y

r-1

2

2.5

3

3.5

1
0

5
 k

m
3

−200

−100

0

100

0

2

4

−10

0

10

20

30

6

8

10

12

−50

0

50

100

150

2

6

10

14

0

20

40

12

14

16

0

10

20

5

6

7

1500 1600 1700 1800 1900 2000 2100

−20

0

20

0

1

2

3

−500

0

500

1,000

4.7

4.8

4.9

5.0

5.1

−200

−100

0

100

0

1

2

−10

0

10

20

30

7

8

9

10

−50

0

50

100

150

2

4

6

8

0

20

40

8

9

10

11

0

10

20

2

2.2

2.4

2.6

1500 1600 1700 1800 1900 2000 2100

−20

0

20

4

5

6

7

TRa1 TRa2 TRa3 TRa4Arctic domain Antarctic domain 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

(h) 

(i) 

(j) 

(k) 

(l) 

(m) 

(n) 

CTRL1500

Running trend, ensemble range Run. trend, ens. mean Run. trend, CTRL1500

1
0

4
 k

m
3

1
0

3
 k

m
3

 y
r-1

1
0

3
 k

m
3

 y
r-1

1
0

3
 k

m
3

 y
r-1

1
0

3
 k

m
3

 y
r-1

1
0

3
 k

m
3

 y
r-1

1
0

5
 k

m
3

1
0

4
 k

m
3

1
0

3
 k

m
3

 y
r-1

1
0

3
 k

m
3

 y
r-1

1
0

3
 k

m
3

 y
r-1

1
0

3
 k

m
3

 y
r-1

1
0

3
 k

m
3

 y
r-1

k
m

3
 y

r-1
k
m

3
 y

r-1
 y

r-1
k
m

3
 y

r-1
 y

r-1
k
m

3
 y

r-1
 y

r-1
k
m

3
 y

r-1
 y

r-1
k
m

3
 y

r-1
 y

r-1

k
m

3
 y

r-1
k
m

3
 y

r-1
k
m

3
 y

r-1
 y

r-1
k
m

3
 y

r-1
 y

r-1
k
m

3
 y

r-1
 y

r-1
k
m

3
 y

r-1
 y

r-1
k
m

3
 y

r-1
 y

r-1

Time [Years AD]Time [Years AD]

FW storage (ocean)

Sea ice storage

VQ (atmosphere import)

FW transport (ocean export)

Total P−E

R

Sea ice export

FW storage

Sea ice storage

VQ

FW transport

Total P−E

R

Sea ice export

Fig. 8 Time series and trends of polar freshwater storage and

transport terms. 50 Years running trends (ensemble range in gray

shading, ensemble mean as thick black line, CTRL1500 as gray line;

left black y-axis) and 5 years running means (transient simulations as

colored lines, CTRL1500 as thin black line; right blue y-axis) of FW

storage, sea ice storage, VQ, FW transport, total P-E, R, and sea ice

export for the Arctic (a–g) and Antarctic domain (h–n). Values are

plotted at the middle-year of the 50 and 5 years window, respectively.

A narrow shading of the running trend indicates a consistent behavior

of the ensemble members, i.e., potentially externally forced varia-

tions. Opposed to that, a large spread of the shading indicates a period

dominated by internal variability
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completely in the eastern Bering Sea and in the Labrador

sector (Fig. 7). The latter causes the FW storage in the GIN

Seas to decrease as less sea ice is transported there. This

mechanism has been identified to counteract temperature-

driven stratification and thereby maintaining deep-water

formation in the GIN Seas (Holland et al. 2006b). The vast

rest of the Arctic domain’s ocean is freshening during the

twenty-first century. The largest changes occur in the

Beaufort Gyre, which strengthens and increases its fresh-

water storage in the future (Fig. 4). Correlation and trend

analysis suggest that, due to its proximity to the Beaufort

Gyre, the FW transport through the CAA is coupled

directly to the growing FW storage in the Gyre (not

shown). Together with increased surface freshwater forcing

in the CAA (Fig. 7a, bottom panel) and a growing sea

surface height gradient across the CAA (as described by

Jahn et al. (2010) for interannual transport variability) this

results in an increase of the FW transport in the Labrador

sector over the twenty-first century. This increase is about

three times stronger than the increase of FW transport in

the Irminger Sea sector (Fig. 7). The freshwater import

through the Bering Strait decreases in line with the weak-

ening of the meridional pressure gradient across the Bering

Strait due to the freshening Arctic Ocean (Arzel et al.

2008).

The findings for the mean changes from Present-Day to

the Future Projections are generally in agreement with

numerous model studies focusing on the Arctic Ocean only

(Holland et al. 2006a, b; Koenigk et al. 2007; Arzel et al.

2008). In some respect, however, different models still

perform differently. Koenigk et al. (2007) project the

Arctic Ocean total freshwater export to stay fairly constant

until the twenty-second century, i.e., the decrease in sea ice

export is matched by the increase in the liquid export. We

find, when considering either the Arctic Ocean only or the

complete Arctic domain north of 60�N, that the ocean

increases its total export of freshwater significantly already

during the twenty-first century. Arzel et al. (2008) dis-

covered a threshold behavior of the Fram Strait through-

flow as a consequence of ocean-atmosphere heat exchange

in an A1B simulation which was not reproduced in our

simulations. Here, the Fram Strait volume flux stays con-

stant. The increase in FW transport, which we find in the

Fram Strait, is mainly due to fresher waters transported and

not due to changes in the volume flux (not shown). The

proposed mechanism of Arzel et al. (2008) requires a

strong reduction of sea ice in the Barents Sea at the

beginning of the twenty-first century and a freshening of

the GIN Seas in the late twenty-first century. While the first

of these features occurs to a lesser extent (not shown), the

second is not simulated at all in the CCSM3 (see Fig. 7).

Regarding the transient behavior of the freshwater

budget remarkable changes in the trends of FW storage and

sea ice storage are found in the second half of the twentieth

century when these two terms accelerate their growth and

decay rate by a factor of about two, respectively (Fig. 8).

At the same time, the transport terms VQ, total P-E, and

R show a strong increase to more positive trends as well.

This indicates that a large part of the change in the Arctic

freshwater cycle is evident well before the maximum

warming in the simulations. This is in agreement with

Arctic Ocean-only results from one high-resolution

CCSM3 simulation using the A2 scenario (Holland et al.

2006b). There, solid and liquid freshwater transport as well

as runoff show their largest changes in the period of

1975–2025 AD, in line with an ensemble using the A1B

scenario (Holland et al. 2006b). The A1B scenario projects

a GHGs concentration peak around 2050 AD. In our case,

using the A2 scenario and the domain of 60-90�N, the

same terms (FW transport, sea ice export, and R) have their

largest trends at the end of the twenty-first instead of the

twentieth century. A possible cause for this disagreement is

the overestimation of end-twentieth century sea ice volume

in our simulations. This delays polar amplification (Hol-

land and Bitz 2003) and the peak in sea ice export and sea

ice melt flux, which both occur later in the low-resolution

CCSM3 ensemble. While we overestimate the absolute

amount of sea ice in the Arctic Ocean, the evolution and

amount of sea ice lost in the twenty-first century are similar

to the high-resolution CCSM3 (Fig. 9b). A direct com-

parison of flux terms for the domain 60-90�N from low-

and high-resolution CCSM3 simulations shows that the

trends of P-E over the ocean, R, sea ice melt flux, and FW

transport are similar (Fig. 9c). However, the low-resolution

CCSM3 simulation has a weaker FW transport resulting in

a faster accumulation of FW during the twenty-first cen-

tury. This strong FW storage increase is at the higher end in

comparison to other models, but still falls within the

standard deviation (Fig. 9a).

4 Freshwater balance of the Antarctic domain

4.1 Present-day climate

The Antarctic domain is characterized by a completely

different geographic setting compared to the Arctic. 63% of

the domain’s area as well as the domain’s lateral bound-

aries at 60�S are covered by ocean, which—together with a

larger atmospheric mass transport (not shown)—results in

more water vapor advected (VQ) to the Antarctic domain

than to the Arctic domain (Fig. 6). Due to the dominant

circumpolar circulation this import of water vapor is uni-

formly distributed along 60�S with a maximum in the

sector north to the Ross Sea (Fig. 7). This corresponds well

to observations (Tietäväinen and Vihma 2008). Total Q is
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smaller than over the Arctic domain owing to the lower

temperatures, especially south of 70�S, i.e., over the Ant-

arctic ice sheet (not shown).

For the larger part, P falls on the sea ice and ocean

surface while the Antarctic ice sheet receives only about

19% of total P during the reference period Present-Day.

Due to the lower temperatures the portion of P that is

evaporated to the atmosphere is smaller than in the Arctic

domain. P over the ice sheet falls mainly as snow (not

shown), which means that R is made up solely by the melt

flux from the terrestrial snow layers.

During Present-Day the sea ice freshwater balance is

positive as illustrated by the sea ice melt-freeze ratio of

0.96 (800 km3 year-1). However, as sea ice is exported at a

rate of about 6,100 km3 year-1 (more than a factor three of

the Arctic domain’s export rate during Present-Day) the sea

ice volume shrinks nonetheless during Present-Day. In

agreement with Schmitt et al. (2004), the vast majority of

the sea ice export takes place north of the Weddell Sea

(Fig. 7). As the FW transport in the Antarctic domain has

to be calculated from the residuals of the FW storage

changes and the ocean surface fluxes, we cannot split it up

into sectors. However, investigating a few years of sub-

daily output the model has proven to be capable of simu-

lating the Drake Passage effect (e.g., Talley 2008), i.e., the

major freshwater export due to Ekman transport in the

Drake Passage and the smaller return flow in the Atlantic

sector.

4.2 Preindustrial changes

Looking at the preindustrial time periods Initial Conditions

and the Maunder Minimum, the mean differences com-

pared to Present-Day are generally less robust than in the

Arctic domain. This could already be anticipated from the

smaller preindustrial temperature anomalies in the Ant-

arctic domain (Fig. 2). Nevertheless, we find significant

reductions in VQ and Q during Initial Conditions and the

Maunder Minimum (Fig. 6). Thereby the changes in VQ

are uniformly distributed across the sectors, i.e., no large

(a)

(b)

(c)

Fig. 9 a Change in Arctic Ocean freshwater storage of 2040–2049

AD relative to 1950–1959 AD from different models using a

reference salinity of 34.8 g kg-1. CCSM3 low-resolution corresponds

to our ensemble mean. All other numbers are as in Fig. 11 from

Holland et al. (2007) (M. Holland, pers. communication) and are

based on the A1B scenario. Further details on these simulations in

Holland et al. (2007). Note that our ensemble uses the A2 scenario,

however, the forcing is very similar to the A1B scenario for the time

period 1950–2049 AD (IPCC 2007). b Arctic Ocean sea ice storage as

anomaly to the year 2000 AD from simulations with the high-

resolution CCSM3, applying the A2 scenario, and our ensemble.

c Freshwater fluxes and transports to the ocean at 60-90�N (left axis)

and the anomalous ocean freshwater storage (reference salinity

34.88 g kg-1) from one high-resolution CCSM3 simulation and our

ensemble mean (right axis)

F. Lehner et al.: Freshwater balance of polar regions 359

123



53

changes in certain sectors dominate the total change in VQ

(Fig. 7). This reduced VQ results in less total P and P–E, in

turn influencing the FW transport, which is significantly

smaller during the Maunder Minimum in three of the

ensemble members. R and the export of sea ice remain

unchanged. The melt and freeze rates of sea ice are sig-

nificantly different compared to Present-Day, but not the

ratio of the two. Therefore, sea ice production during Initial

Conditions and the Maunder Minimum is only about

100 km3 year-1 larger than during Present-Day. As a

consequence the difference in sea ice volume between the

preindustrial time periods and Present-Day is small, but

significant in three ensemble members nevertheless

(Fig. 6). When comparing with the first half of the twen-

tieth century instead of Present-Day the difference quickly

becomes insignificant. This confirms results by Sedláček

and Mysak (2009), who found no significant long-term

trend in simulated Southern Hemisphere sea ice volume

between 1500 and about 1950 AD (see also our Fig. 8i).

This means that the ocean and sea ice freshwater budget

during Initial Conditions, the Maunder Minimum, and

Present-Day are primarily controlled by the atmospheric

input and stay approximately in balance. Note, however,

that the unstable behavior of the FW storage in the

CTRL1500 (Fig. 8h) points to a potential inaccuracy of the

FW transport calculated from monthly means.

As in the Arctic domain, most variations within the

preindustrial era in the Antarctic freshwater balance are

not robust. In fact, only the reduction of the FW storage

from Initial Conditions to the Maunder Minimum is sig-

nificant in all four ensemble members (Table 2). At the

same time, two members show a significant increase in

sea ice storage. As no notable change in the total amount

of freshwater in the domain is detectable, i.e., the fluxes

at the boundary stay constant, this corresponds to a shift

of freshwater from the ocean to the sea ice. However, the

signal-to-noise ratio does not allow for an attribution to

the external forcing. The same holds true for the com-

parison of Preindustrial with Initial Conditions, the

Maunder Minimum, and the Dalton Minimum: no robust

signal can be detected for any quantity of the budget as

either significance is not reached or the ensemble mem-

bers show significant, though opposed trends. This is not

surprising as the Antarctic SAT during preindustrial times

does not resemble the forcing variations such as the

Maunder Minimum or the Dalton Minimum.

Similar to the high northern latitudes, the volcanic

eruptions during the Dalton Minimum do not leave a

significant imprint in the P–E and VQ fields south of

60�S. This result is confirmed by the mean response of

P–E and VQ to the 21 largest eruptions from 1500–2000

AD in our simulations, as well as a case study of the

atmospheric circulation response to Pinatubo (Robock

et al. 2007). The response is even weaker than in the high

northern latitudes as the larger ocean area of the SH

dampens the radiative perturbation from the erupted

aerosols (Robock 2000) and as the stronger polar vortex

of the SH is thought to be more resistant to perturbations

(Stenchikov et al. 2002).

4.3 Future projections

For the Future Projections the changes are, similar to the

Arctic domain, very robust as nearly all budget and flux

terms in all ensemble members experience a significant

shift in mean. The domain is fed by 20% more water vapor

compared to Present-Day which mainly arises from

increased moisture content (Liu and Curry 2010). The

largest increase in VQ occurs in the Bellinghausen Sea

(Fig. 7) where the frequency of occurrence of cyclones

decreases, but on average cyclones carry more moisture

into the domain (not shown, see also Lambert and Fyfe

2006; Lynch et al. 2006). As in the Arctic, the majority of

this additional freshwater is precipitated onto the open

ocean surface, which is enlarged due to the reduction of the

sea ice area (-11%, not shown). The sea ice storage is

reduced by 32%, indicating that sea ice is substantially

thinned. This increases the freshwater flux to the ocean

surface in large regions of the Southern Ocean south of

55�S (Fig. 7b, bottom panel). While sea ice export weakens

in nearly all longitudinal sectors (Fig. 7), the export by FW

transport strengthens. The latter dominates these changes

as export substantially exceeds the import during the

twenty-first century.

5 Summary and conclusion

We use an ensemble of four transient simulations with the

low-resolution version of the CCSM3, spanning the time

period from 1500 to 2100 AD, to investigate past and

future changes of the polar freshwater balance. The simu-

lations produce a realistic general NH temperature evolu-

tion over the past five centuries with an overestimated

warming in the twentieth century due to missing aerosols

(Hofer et al. 2011). Temperatures on the poles, however,

are rather underestimated. The simulated present-day

freshwater cycle of the Arctic Ocean agrees reasonably

well with observations (Serreze et al. 2006), except that

freshwater stored in sea ice and ocean is overestimated

significantly.

We show that many of the transport and storage com-

ponents in the present-day polar freshwater cycle are sig-

nificantly different from preindustrial states and in

particular from the projected future state. While this con-

clusion is valid for both polar domains the relative
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magnitude of the differences is larger in the Arctic where

temperature anomalies in the past and future are larger as

well.

Regarding the Arctic, the simulated freshwater cycle

appears to be closely coupled to temperature on decadal

time scales. We showed this for the twentieth and twenty-

first century in consistency with other model studies (Go-

osse and Holland 2005; Holland et al. 2007) as well as

observational records (White et al. 2007). This relationship

was found to hold beyond the temporal scope of the studies

mentioned before as during the cold phase of the Little Ice

Age simulated freshwater transports are smaller than dur-

ing present-day and the domain contains less freshwater in

total. As temperature rises during the twentieth and twenty-

first century more water passes through the hydrological

cycle and the reservoir of FW grows at the expense of the

reservoir of sea ice and due to increased P-E and

R. Synchronously, the FW transport increases and repre-

sents a strengthening freshwater forcing to the North

Atlantic. These features are consistent among most coupled

GCMs (Holland et al. 2007), however, the magnitude of

change depends on the model and its resolution. This is

particularly evident for the reservoirs of sea ice and FW.

Compared to the high-resolution CCSM3 the low-resolu-

tion has a weaker ocean heat transport into the Arctic and a

weaker FW transport out of the Arctic. Resulting from that,

sea ice is overestimated in this study, leading in turn to a

lagged peak of freshwater release in the future. At the same

time, the weak FW transport yields a reservoir of FW that

grows faster than in the high-resolution CCSM3. Based on

this, the magnitude of preindustrial changes might be

model-dependent as well, which needs to be considered

when interpreting these results.

Within the preindustrial era of 1500–1870 AD the Arctic

domain’s total amount of freshwater is largely controlled

by VQ while for the present and future the changes in FW

transport and sea ice export contribute crucially as well.

Sedláček and Mysak (2009) showed that during prein-

dustrial times wind-stress plays an equally important role

as direct radiative effects regarding changes in sea ice

volume and ocean properties in the Arctic. At the same

time, the sea ice volume was found to be basically insen-

sitive to changes in radiative forcing as they occurred

during the Maunder Minimum and the Dalton Minimum.

We are unable to depict this hypothesis as precisely as the

sensitivity study of Sedláček and Mysak (2009). At least

we see a weak but significant response of sea ice storage

and FW storage to changes in the external forcing occur-

ring from 1500 AD to the Maunder Minimum. The Dalton

Minimum, on the other hand, leaves no imprint on the sea

ice and ocean freshwater storage, as its duration is too short

to significantly affect these slow-reacting reservoirs. The

atmospheric quantities of total P-E, VQ, and Q, on the

other hand, display a clear dip during the Dalton Minimum,

forced primarily by the sun.

As our domain 60-90�N includes Greenland, in contrast

to many other studies focusing on the Arctic Ocean only,

we need to account for potential melt fluxes from the

Greenland ice sheet when assessing the present-day and

future state of this domain’s freshwater balance. The pro-

cesses of a melting or disintegrating ice sheet are not

simulated by the land component of the CCSM3 due to the

absence of a dynamic ice sheet model. However, recent

estimates of both present-day (267 ± 38 km3 year-1;

Rignot et al. 2008) and future (year 2100 AD,

220 km3 year-1, Ren et al. 2011; [400 km3 year-1,

Graversen et al. 2011) Greenland mass balance are a

magnitude smaller than the changes projected for other

freshwater fluxes such as P, R, or the melting of sea ice.

The projected acceleration of the Greenland mass loss by

about 100-200 km3 year-1 over the twenty-first century

even lies within the ensemble uncertainty for, e.g., changes

in R or sea ice melting. Therefore, the absence of an ice

sheet model does not render the Arctic freshwater balance

of the CCSM3 unrealistic. Similar conclusions can be

drawn for the Antarctic domain, where recent literature

suggests the twenty-first century contribution of freshwater

from the ice sheet (\500 km3 year-1, Pfeffer et al. 2008;

Katsman et al. 2011) to be substantially smaller than

changes in other components of the ocean’s surface

freshwater balance, e.g., P - E (?1,400 km3 year-1).

However, the estimates and projections from current lit-

erature for the Antarctic mass balance are far less robust

than the ones for Greenland. Taking into account all pos-

sible scenarios in Pfeffer et al. (2008) and Katsman et al.

(2011) it remains uncertain, whether the Antarctic ice sheet

will retain a close-to-zero mass balance or become a sig-

nificant source of freshwater within the twenty-first

century.

The Antarctic domain’s response to changes in external

forcing is expected to be dampened compared to the Arctic.

This is due to the more zonal circumpolar current in both

atmosphere and ocean, hampering the heat exchange with

lower latitudes, as well as the larger ocean area, acting to

reduce amplitudes in surface warming due to changes in

the radiative balance (IPCC 2007). Additionally, the ice

and snow albedo feedback is smaller in the Antarctic

domain (Masson-Delmotte et al. 2006). This was con-

firmed in our study as anomalies in the freshwater cycle are

smaller than in the Arctic.

During the preindustrial period no significant and robust

changes in the individual terms of the Antarctic freshwater

balance could be detected from our ensemble, suggesting

that minima in external forcing (Maunder Minimum, Dal-

ton Minimum) do not leave an imprint on the SH high

latitudes’ water cycle. As FW transport and sea ice export
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do not change much during the first 450 years, the atmo-

spheric import VQ is the controlling mechanism regarding

the domain’s total freshwater content. The future projec-

tions then show a substantial acceleration of the hydro-

logical cycle, affecting all fluxes, with a linear dependence

on the SAT projections. Thereby, the strongly increasing

FW transport strengthens the Antarctic domain as a fresh-

water source to the lower latitude oceans. Liu and Curry

(2010) stress the potentially too weak response of the

twentieth century Southern Ocean climate to anthropogenic

forcing in models due to an overestimated sea surface

temperature internal variability. Taking into account this

and a possible lack of decadal SAT variability in the

southern high latitudes of the model, the simulated

amplitudes in the budget and transport terms of the Ant-

arctic domain have to be interpreted with caution as they

might have been larger during preindustrial times than

simulated in this study. Therefore, other millennial simu-

lations with new and higher resolved models are in need,

which – together with proxies – will add to the picture of

past variations of the polar freshwater reservoirs.
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a b s t r a c t

The reconstruction of past atmospheric circulation is crucial for the understanding of natural climate

change and its driving factors. A recent reconstruction suggests that, during Medieval times, the Euro-

pean region was dominated by a persistent positive phase of the North Atlantic Oscillation (NAO), fol-

lowed by a shift to a more oscillatory behavior. We test this hypothesis and the concept underlying the

reconstruction in a pseudo-proxy approach using instrumental records, reanalysis data sets and

millennial simulations with four different climate models. While a shift from a more positive to a more

negative phase of the NAO seems to be likely, the amplitude and persistence of the reconstructed positive

phase cannot be reproduced by models. The analysis further reveals that proxy locations that were used

in the reconstruction are not always sufficient to describe the NAO. This is reflected in a failure of the

reconstruction to verify against instrumental records of the NAO in the 19th century. By adding

complementary proxies, the robustness of an NAO reconstruction can be improved to the degree that it

would withstand the tests presented here.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The North Atlantic Oscillation (NAO) is the dominant mode of

atmospheric winter circulation over the North Atlantic and Euro-

pean region and is characterized by a meridional gradient in the

distribution of atmospheric mass over the North Atlantic (Hurrell,

1995; Wanner et al., 2001). The NAO modulates the extra-tropical

zonal flow and its positive and negative phases exhibit a strong

control on northern and southern European seasonal temperature

and precipitation. Therefore, the NAO has been of interest to human

society and science for more than a century. Usually, the NAO is

described by an index of the difference in normalized sea level

pressure (SLP) over Iceland and the Azores (Rogers, 1984) whereby

a high index corresponds to a deepened Icelandic Low and

a strengthened Azores High. There are a number of robust alter-

natives to this classical definition of the NAO index. To mention the

most commonly used ones: the principal component (PC) of the

leading Empirical Orthogonal Function of the winter SLP in the

North Atlantic-European sector (hereafter PC-based; e.g., Kutzbach,

1970), the normalized SLP difference between Iceland and Lisbon

(e.g., Hurrell, 1995), or between Iceland and Gibraltar (e.g., Jones

et al., 1997). The latter index represents the longest instrumental

time series of the NAO, going back to 1821 AD (Vinther et al., 2003).

However, in order to learn about the low-frequency variability

and stability of the atmospheric patterns associated with the NAO,

longer time series of the index are needed (Wanner et al., 2001, and

references therein). Such an extension beyond the instrumental

period can be achieved by using proxy data to reconstruct the NAO

index over the past centuries (e.g., Appenzeller et al., 1998; Cook

et al., 1998, 2002; Luterbacher et al., 1999, 2002; Cullen et al.,

2001; Glueck and Stockton, 2001; Rodrigo et al., 2001; Mann,

2002; Casty et al., 2007; Trouet et al., 2009; Kuettel et al., 2010).

In the last years, several reconstruction attempts resulted in

a diverse picture of the evolution of the NAO over past centuries

(for an overview see, e.g., Pinto and Raible, 2012). The longest

reconstruction (Trouet et al., 2009) reported an intriguingly

persistent positive NAO index during the Medieval Climate

Anomaly (MCA), which shifts into a more oscillatory behavior

during the subsequent Little Ice Age (LIA). The MCA refers to the

period w1000e1250 AD, during which relatively high solar irra-

diance prevailed together with a pause in large eruptions of tropical

volcanoes (Fig. 1), causing widespread warming on the Northern

Hemisphere. The LIA (w1450e1700 AD) then featured decreased

solar activity and an elevated volcanic activity, leading to a cooling.

For a recent discussion on the timing and spatial characteristics of

the MCA and LIA the reader is referred to Mann et al. (2009).
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The shift of the NAO suggested by Trouet et al. (2009) implies

a fundamental change in dynamics and, if true, should be understood

from a mechanistic point of view. Arising from tropical sea surface

temperature anomalies, this NAO shift was proposed as a dynamical

explanation for theEuropeantemperatureevolutionduring that time.

However, contradictory evidence from other proxy data suggests

changes inwinter-spring storminess to have been the distinct feature

of theMCA-LIAclimate transition in theNorthAtlantic-Europeanarea

around1400AD(MeekerandMayewski, 2002). Increasedstorminess,

however, is usually expected to go along with more positive NAO

values. A recent reconciliation of proxies and models provides a first

explanation onhow the two seemingly contradictory signals could be

merged into a coherent story (Trouet et al., 2012). Robust recon-

structions of past circulation changes are in any case a prerequisite to

further improveourunderstandingof naturally forced climate change

such as the MCA-LIA transition.

In the reconstruction of the NAO index, Trouet et al. (2009) used

a precipitation proxy from Scotland (width of luminescent bands in

a stalagmite from a sub-moorland cave) and a drought proxy from

Morocco (combination of 326 time series of ring width from cedars

in the Atlas mountains) to describe the two hydrological centers of

action that typically arise from an anomalous NAO: a rain band

across the northern North Atlantic with increased precipitation in

Scotland andwestern Scandinavia together with drier conditions in

the western Mediterranean region in the case of a positive NAO

index; and vice versa for the negative case (e.g., Hurrell, 1995;

Wanner et al., 2001). The NAO reconstruction by Trouet et al. (2009)

can be validated against the instrumental time series of the NAO in

the time of overlap. When going beyond that, however, one has to

assume a stable relationship between the proxy signal and the NAO

index without being able to validate this assumption. By default,

proxies are stationary in space and time, while atmospheric

patterns are not (Raible et al., 2006). This challenges the statio-

narity assumption inherent in proxy-based reconstructions and

calls for additional validation procedures applicable to these

reconstructions.

The aim of this paper is to use reanalysis data and results from

simulations with comprehensive climate models to test the longest

proxy-based reconstruction of the NAO with respect to (1) the

potential occurrence of persistent positive or negative phases of the

NAO, (2) the robustness of certain proxy locations in describing

centers of action of the NAO, and (3) the possibility of improving the

reconstruction by additional proxies. Regarding the third point, our

goal is to achieve an improvement of the reconstruction in a mini-

malistic approach, i.e., by providing only one additional proxy in

the proximity of each NAO-related hydrological center of action.

In Section 2 we give a brief overview of the models and rean-

alysis data sets used as well as themethodology applied. The results

are presented in Section 3, subdivided in results from instrumental

data, reanalyses andmodels. A discussion and conclusions follow in

Sections 4 and 5.

2. Data and methods

For our analysis we use output from four coupled general

circulation models of comparable complexity as well as two state-

of-the-art reanalysis data sets (Table 1). The models CNRM-CM3.3

(Salas-Mélia et al., 2005; Swingedouw et al., 2011, hereafter

CNRM), ECHO-G (González-Rouco et al., 2006), MPI-ESM (Jungclaus

et al., 2010, hereafter MPI), and CCSM3 (low-resolution version,

Hofer et al., 2011) were all run for the past millennium, an ensemble

of four simulations with CCSM3 was run from 1500 to 2000 AD

(used in, e.g., Lehner et al., in press). In addition, an ensemble of six

simulations over the time period 1149e1499 AD was carried out

with the medium-resolution CCSM3. This last time period corre-

sponds to the transition phase from the MCA to the LIA.

The forcings from greenhouse gases (GHGs), total solar irradiance

(TSI) and volcanic eruptions that were applied in the different simu-

lations are shown in Fig.1.While there exists some consensus onpast

variations of GHGs, the amplitude of the TSI is still a topic of debate

(e.g., Steinhilber et al., 2009;Grayet al., 2010; Shapiro et al., 2011). The

TSI reconstructions used here are all in the same range of having

a relatively large amplitude (approximately �3.5 W m�2 during the

MaunderMinimumcompared to 1950e2000 AD). All models exhibit

a realistic Northern Hemisphere temperature evolution over the past

millennium representing a warm MCA and a cold LIA (for further

details see references inTable 1). This temperature decrease from the

MCA to the LIA is also recorded in proxies of the Central European

−

−

−

−

l

l
-

CCSM3

CNRM

ECHO-G

MPI

l
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Fig. 1. Forcing used in the different model simulations, given as cumulative radiative forcing from greenhouse gases (GHGs: CO2, N2O, CH4, calculated as in IPCC (2001)) and solar

irradiance (right y-axis), with reference to (wrt) 1990 AD. For MPI, an Earth System Model that interactively calculates the CO2, the mean CO2 of the three ensemble members is

used. Forcing from volcanic eruptions is given as optical depth (CCSM3, CNRM) and W m�2 (ECHO-G, MPI) (left y-axis).

Table 1

Model simulations and reanalysis data used in this study. Note that Mitchell and

Jones (2005) refers to CRU TS 2.1, while we use the newer version CRU TS 3.0 for

which a publication is in preparation.

Model or

data set

Resolution

(atm/atm levels/ocn)

Time period used

(number of runs)

Reference

CCSM3 T31/26/w3�
� 3� 1000e2000 AD (1) Hofer et al. (2011)

CCSM3 T31/26/w3�
� 3� 1500e2000 AD (4) Lehner et al.

(in press)

CCSM3 T42/26/w1�
� 1� 1149e1499 AD (6) This study

CNRM T63/31/w2�
� 0.5e2� 1000e1999 AD (1) Swingedouw

et al. (2011)

ECHO-G T30/19/w2.8�
� 2.8� 1000e1990 AD (2) González-Rouco

et al. (2006)

MPI T31/19/w3�
� 3� 1000e2000 AD (3) Jungclaus

et al. (2010)

CRU

Reanalysis

1�
� 1� 1901e2009 AD (1) Mitchell and Jones

(2005)

20CR 2�
� 2� 1871e2008 AD (56) Compo et al. (2011)
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region (e.g., Mangini et al., 2005). Mangini et al. (2005) is an Alpine

winter temperature proxyusedby Trouet et al. (2009) to illustrate the

potential influence of the NAO on Europeanwinter temperature. The

models simulate a cooling at this location aswell (not shown), despite

not simulating anMCA-LIANAOdecrease of themagnitudesuggested

by Trouet et al. (2009).

Regarding atmospheric modes, themodels are able to reproduce

the temporal and spatial patterns of the NAO with intermediate

skill (CNRM, ECHO-G, MPI) and with good skill (CCSM3) (Stoner

et al., 2009). As a reference Stoner et al. (2009) used the ERA-40

and NCEP reanalysis data sets which cover only the second half of

the 20th century. Bearing in mind the 30-years resolution of the

proxy NAO reconstruction, the ERA-40 and NCEP data sets are not of

adequate length to be used in this study. We therefore refer to two

slightly longer reanalyses (which, nevertheless, are relatively

short): the station data-constrained precipitation and temperature

reanalysis from the Climate Research Unit (CRU;Mitchell and Jones,

2005) and the hindcast ensemble simulation from the Twentieth

Century Reanalysis Project (20CR; Compo et al., 2011). Additionally,

we use several instrumental NAO indices going further back in time

to test our results. It has been shown by Schmutz et al. (2000) and

Cook et al. (2002, after Schmutz et al. (2000)) that the length of the

validation/calibration period is crucial for the outcome of a recon-

struction and that therefore the longest available instrumental time

series should be used.

The model output and the reanalysis data sets are used in

a perfect pseudo-proxy approach (e.g., Zorita et al., 2003) to mimic

the two proxies used by Trouet et al. (2009) for a reconstruction of

the NAO index over the past millennium. The qualifier “perfect”

refers to the fact that we do not add artificial noise to the pseudo-

proxy but assume the model simulation to represent reality. To

mimic the first proxy, the Scotland stalagmite from Proctor et al.

(2000), DecembereMarch precipitation from northern Scotland is

extracted frommodels and reanalysis (hereafter Ps). For the second

proxy, the tree ring-based drought reconstruction by Esper et al.

(2007), the Standardized Precipitation Index (SPI; e.g., Guttman,

1999) is calculated from precipitation over Morocco and then aver-

aged from FebruaryeJune (Pm). These two pseudo-proxies are then

treatedas inTrouetet al. (2009) tocalculateanNAO index: smoothed

with a 30-year cubic spline, normalized over a common period, and

subtracted from each other. As in Trouet et al. (2009), this index is

hereafter calledNAOms. To investigate the sensitivity of theNAOms to

the geographical location of the precipitation signal in models and

reanalyses, we vary the averaging box for both proxy sites (four

boxes each for Scotland and Morocco; see Fig. 2a). Additionally, we

use DecembereMarch sea level pressure values from model simu-

lations and 20CR to calculate PC-based (over domain 25e80�N/

70�W-40�E), Iceland-Azores, Iceland-Lisbon, and Iceland-Gibraltar

NAO indices, which are the commonly accepted, or classical, NAO

indices (boxes, overwhich sea level pressure is averaged aremarked

in Fig. 2a). The corresponding station data-based indices are

provided by the Climate Analysis Section of the National Center for

Atmospheric Research in Boulder (Hurrell (1995); www.cgd.ucar.

edu/cas/jhurrell/indices.html [November 2011]).

3. Results

In a first step, the agreement of NAOmswith classical NAO indices

is tested in a surrogate of the realworlde stationdata and reanalysis

data sets. Thereby, we extend the set of tests that can be conducted

compared to Trouet et al. (2009) both temporally and in terms of

available data sets. In a second step, NAOms is calculated fromoutput

of 17 transient simulations with four different models, totaling

roughly 11,000model years. In this approachweare interestedmore

in the concept behind NAOms and its robustness over time.

3.1. Instrumental data

In Fig. 2 the classical NAO indices (from station data) are plotted

together with different realizations of the NAOms to test their

agreement. Fig. 2b shows the actual proxies used by Trouet et al.

(2009) and the NAOms together with the longest instrumental

NAO index (1821epresent, though the first twowinter contain data

gaps; Vinther et al., 2003), all as 30-yr smoothed time series.

Surprisingly, the correlation over the full common period

1823e1993 AD of the sole Scotland precipitation proxy (Ps proxy)

with the instrumental NAO index (1823e1993 AD:

rPs proxyjNAOVinther
¼ 0:90, p < 0.01) is slightly higher than the corre-

lation of NAOms with the instrumental NAO index (1823e1993 AD:

rNAOmsjNAOVinther
¼ 0:81, p < 0.05). Restricting the correlation to

different segments of the full period reveals that theMorocco proxy

supports the NAOms only during the period of 1914e1993 AD when

rNAOmsjNAOVinther
is larger than rPs proxy jNAOVinther

(p < 0.3), i.e., when the

inclusion of the Morocco proxy improves the correlation. Using

a longer time period, the NAOms is less, or at best equally well

correlated with the instrumental NAO index than is the sole Scot-

land precipitation proxy. Thus, the Morocco proxy seems to add

little to the stability and accuracy of the NAOms. During the 19th

century (1823e1899 AD), the correlation of both proxies, and

consequently the NAOms, with the instrumental NAO index strongly

decreases, suggesting that during that time neither the sole proxies

nor the combined index can correctly describe the instrumental

NAO index (visible also in Fig. 2b). This raises the questionwhether

the validation period adopted in Trouet et al. (2009) is long enough

and whether the proxies are capable of always adequately

capturing the signal of the NAO’s northern and southern centers of

action. Note, that the correlations on the 30-year smoothed 19th

century records are not significant due to the reduced number of

degrees of freedom. Further, there remains some doubt about the

reliability of the early instrumental pressure records due to missing

metadata and data inhomogeneities (Vinther et al., 2003).

3.2. Reanalyses

For both reanalysis data sets the classical NAO indices agree well

among each other (Fig. 2c,d). The correlation between PC-based,

Iceland-Azores, Iceland-Lisbon, and Iceland-Gibraltar on basis of

DecembereMarch means is 0.69e0.92 (p < 0.001; 20CR:

1871e2008 AD; CRU: 1901e2009 AD; Fig. 3a). These different

indices are distributed across the estimated range of spatial vari-

ability of the NAO centers of action (Fig. 2a, see also Wanner et al.,

2001). Therefore, they are potentially able to also capture the non-

stationary spatial behavior of the NAO (at least for the winter NAO;

Portis et al., 2001) and are regarded as a robust measure of the

atmospheric circulation associated with the NAO.

In Fig. 2c the CRU data set is used as a source for the pseudo-

proxies, i.e., to calculate NAOms. The gray shadings each represent

16 realizations (4 � 4 different boxes) of NAOms. Along with that,

station data-based NAO indices are plotted. While reproducing the

most recent decadal-scale negative-to-positive anomaly of the NAO,

the NAOms starts to diverge from the classical indices around the

middle of the 20th century and further back. Fig. 2c also features the

seasonal (DecembereMarch), unsmoothed NAOms calculated from

CRU (lightest gray shading). The comparisonwith the normalNAOms

suggests that through the normalization after the smoothing an

apparently persistent strong (>1.5s) positive or negative phase of

the NAO can be obtained whereas actually there is just an increased

frequencyofmorepositive or negative seasons (not necessarilywith

an average of �1.5s). This is important to keep in mind when

interpreting either the persistent þ2 phase of the Medieval NAOms

byTrouet et al. (2009) or any smoothed index presented in the study
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here, asweapply the samemethodas Trouet et al. (2009) for reasons

of optical comparability. Trouet et al. (2009), Fig. 1, is in that respect

misleading, as both the individual proxy time series as well as the

combined NAOms are tagged “z-scored”, when in fact only the two

proxy time series have been normalized. The alternative use of the

Palmer Drought Severity Index (PDSI; Dai et al., 2004) in the

construction of the NAOms further illustrates that the choice of the

drought index for the Morocco pseudo-proxy has a small effect on

the decadal-scale behavior of the NAOms (Fig. 2c).

When the NAOms is calculated from 20CR, the results are similar

(Fig. 2d). Theshift fromanegativeNAOphaseduring the1960se1970s

to amore positive NAO phase during the 1980se1990s is recorded by

the NAOms. However, when going further back in time the classical

indices and theNAOms start to diverge, despite the considerable range

of the 20CR ensemble (4 � 4 different boxes � 56 ensemble

members¼ 896 realizations of NAOms). At the same time the range of

the PC-based (56 realizations) is narrower and follows the station

data-based classical NAO indices more closely. This underlines the

consistency of the classical NAO indices, which appears to be inde-

pendent of the data source used (reanalysis or station data). Prior to

about 1890 AD, the uncertainty of 20CR precipitation seems to be too

large to constrain a clear NAOms (Fig. 2d).
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Fig. 2. (a)Precipitationandsea levelpressureanomalycompositeof thepositiveNAOphases (DecembereMarchPC-based>1.5� long-termmean) in the1� �1� ERA-40reanalysis (1958e2001

AD; Uppala et al., 2005). Boxes indicate pseudo-proxies regions used in this study: dashed black ¼ sea level pressure, blue ¼ Scotland (Ps), red ¼ Morocco (Pm), solid black ¼ supporting

precipitationpseudo-proxiesoverScandinavia(Pn)andthe IberianPeninsula (Px). (b)NAOms fromTrouetetal. (2009)andtheproxiesonwhich it isbased. (c)NAOmscalculatedwithCRU(Scotland

precipitationvs.MoroccoSPI orPDSI). (d)NAOmsandPC-basedNAO indexcalculated from20CR. (c, d)Alongwith thatupto four instrumentalNAO indices are given.The commonnormalization

period is indicated by the vertical dashed lines. (For interpretation of the references to color in this figure legend, the reader is referred to theweb version of this article.)
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3.3. Models

3.3.1. Persistence of anomalous NAO phases

Due to the chaotic nature of the atmospheric circulation the

coupledmodels are not expected to reproduce the decadal variability

of the actualNAO.On longer time scales (or in caseof a strong volcanic

eruption), however, external forcing might impact climate variables

that are crucial for the NAO. This then provides the opportunity to

compare proxy and model NAO indices with regard to their low-

frequency trends, i.e., a persistent positive NAO during the MCA and

the suggested shift to a more negative NAO from the MCA to the LIA.

However, none of the model simulations examined here shows

century-scalepersistentphasesofpositiveornegativeNAO, regardless

of the index in question. In the smoothed and normalized time series

themodels showa fewanomalousphases of up to 40e60years length

(Fig. 4). In Fig. 4a theMedieval part of theNAOmsbyTrouetet al. (2009)

is plotted for comparison. It becomes apparent that the amplitude of

the Medieval NAOms by Trouet et al. (2009) is extraordinary.

As a consequence of not simulating a century-scale persistent

positive NAO, the models also do not reproduce the clear shift of the

NAOindex frompositive tomorenegativevalueswhengoing fromthe

MCA into the LIA. None of the millennial simulations produces

a significant shift (5% level using seasonal values) of the classical NAO

indices from the MCA (1000e1250 AD) to the LIA (1450e1700 AD).

Still, it is noteworthy that they simulate a reduction of the indices (the

largest is�0.18 with unsmoothed and�0.75 with smoothed values).

Our ensemble of the medium-resolution CCSM3, that covers the

transition phase from the MCA to the LIA (1149e1499 AD), also does

not produce significant reductions of the NAO index. Two of the six

ensemble members even show an insignificant increase.

3.3.2. Robustness of NAOms

Regarding the correlation of NAO indices among each other (over

the respective length of a simulation), the results are fairly similar to

the reanalysis data sets: the correlation among the classical indices

is significantly higher than that of the classical indices with the

pseudo-proxy NAOms (Fig. 3a and b). Note, that the correlations in

Fig. 3 are done onunsmoothedDecembereMarchmeans. Further, in

the remaining part of the paper we show comparisons with PC-

based and Iceland-Azores only, as Iceland-Lisbon and Iceland-

Gibraltar are very similar to Iceland-Azores (r ¼ 0.88e0.93 in 20CR

and r ¼ 0.93e0.98 in models, both p < 0.001). To test whether

a correlation between two indices is stable over time, we calculate

a 50-yearmovingwindowcorrelation of the two indices over the full

length of a millennial simulation. A probability density function

(PDF) is then calculated on the resulting time series, providing

ameasure on of how stable the relationship between two indices is.

The PDF of the correlation among the classical indices is narrower

than the PDF of the correlation of NAOms with classical indices

(Fig. 3e). Thismodel-independentfinding underlines the robustness

of the classical indices compared to the NAOms. The strength of the

link between theNAOms and the classical indices, on the other hand,

strongly varies frommodel tomodel. CNRM, for example, shows no,

or only weak, correlations (�0.01 to þ0.36) of NAOms with the

classical NAO indices, while the three ensemble members of MPI all

show correlations between 0.38 and 0.61. Also, the sensitivity of the

NAOms to the location of the pseudo-proxy box seems to be model-

dependent, as can be seen by the size of the spreads for the different

models (Fig. 3e).

In Fig. 4, we select six periods inwhich disagreement between the

NAOms and the classical indices occurs. In order to better understand

the underlying circulation and precipitation pattern, we present

a composite analysis over these selected periods on the basis of

DecembereMarch means (Fig. 5). SLP and precipitation anomalies

serve as a reference for the actual climatefield simulatedduring these

periods. Regressing the NAOms onto SLP resembles the circulation

pattern indirectly proposed by the pseudo-proxy index. For the latter,

the regression coefficients are multiplied by the mean of the

unsmoothed NAOms during the selected period. In the following we

classify these six periods into three types by looking at the classical

NAO indices inFig. 4: (i)when theyarepositive (periods1 (1251e1265

AD) and 4 (1016e1037 AD);marked in Fig. 4), (ii) neutral, i.e., average

within �0.2, (periods 5 (1212e1237 AD) and 6 (1780e1797 AD)), or

(iii) negative (periods 2 (1966e1983 AD) and 3 (1775e1803 AD)).

The cases of positive NAO both feature a clear NAO-positive SLP

pattern, however, the locations of the centers of action vary.

Especially the southern high pressure center can shift from the

Azores (period 1) to the Iberian Peninsula (period 4). The northern

center is located in the Iceland-Greenland region. While these

situations resemble a positive NAO in the classical sense, they do

not necessarily result in the precipitation pattern expected from

reanalysis (e.g., Fig. 2a). During period 1 the slight eastward

displacement of the high pressure center leads to a dry anomaly

over Scotland and wetter conditions over large parts of the Medi-

terranean, in turn resulting in a negative NAOms. During period 4

the high pressure center spans from the Azores to Central Europe,

resulting to a large extent in the precipitation signal known from

reanalysis. However, Scotland lies just in between the wet and dry

anomaly, and so the pseudo-proxies produce a neutral NAOms.

The cases of a neutral NAO both show a ridge of low pressure

across the Atlantic which is bordered by elevated pressure in the

North and South. In both cases, Scotland and Morocco receive

opposite precipitation signals, however, in one case it is Scotland

dry-Morocco wet (period 5) while in the other it is vice versa

(period 6). Consequently, the NAOms falsely indicates negative and

positive states of the NAO, respectively.

Finally, the cases of negative NAO both feature a negative SLP

anomaly in the south with a northern counterpart of elevated

pressure. In period 2, the southern low pressure center is weak and

the negative NAO arises mainly from the widespread high pressure

in the North. Both Scotland and Morocco do not experience a clear

precipitation anomaly, which is why the NAOms is close to zero

instead of negative. A similar situation occurs during period 3 when

the low pressure center leads to a clear precipitation signal over

large parts of the Iberian Peninsula, i.e., just North of Morocco.

Morocco itself does not experience this anomaly. As Scotland

experiences a weak wet phase, NAOms wrongly attributes this

situation to an NAO-positive phase.

3.3.3. Stabilization of NAOms

In the previous section situations of disagreement between

NAOms and the classical indices were examined. Reconciling those

situations, it becomes apparent how additional pseudo-proxies

could help making the NAOms more robust. For example, from

reanalysis we expect Scotland and the Norwegian coast, as well as

Morocco and the Iberian Peninsula, to have similar precipitation

signals during positive or negativeNAOphases (Fig. 2a). However, in

several of the previously discussed situations this is not the case: the

precipitation anomaly due to a certain NAO phase is displaced

slightly to the North, leaving the Morocco or Scotland location

without the expected signal. In these situations, the Iberian Penin-

sula and the Norwegian coast are perfectly situated to captured this

signal and valuable information could be gained from proxies in

these regions. The chance that a precipitation signal is missed by

both Morocco and the Iberian Peninsula (Scotland and the Norwe-

gian coast, respectively) is comparably small.

To test this concept, we define three artificial precipitation

proxies along the Norwegian coast (Pn) and one over Portugal/Spain

(Px), marked in Fig. 2a. We average DecembereMarch precipitation

over a certain geographical box and normalize the time series. The
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three Pn are then combinedwith the four Ps to form twelve versions

of a new northern regional pseudo-proxy. For the southern center

we combine Px with all four Pm to form four versions of a southern

regional pseudo-proxy. In order to determine the weights for such

a combinationwe do a linear regression on the PC-based NAO index

from the ensemble mean 20CR data with every combination of Ps
and Pn (also taken from 20CR):

NAO20CR ¼ bsij$Psi þ bnij$Pnj þ εij; (1)

where i and j indicate the different geographical boxes used, bsij and

bnij are the regression coefficients associated with a certain

combination of Psi and Pnj, and εij is the residual to be minimized.

Solving the model for all combinations of geographical boxes

results in twelve pairs of the regression coefficients (the same is

done for Pmi and Px, resulting in four pairs of coefficients).

All coefficients of a specific P are averaged, leaving one coefficient

for each P (bsij, bnij, bmi, bxi). This way we neglect differences within

one region (e.g., among the three Scandinavia pseudo-proxies) and

imply that it does not matter which pseudo-proxy from that region

is used. Thereby, we also introduce some uncertainty compared to

the prefect approach of calculating coefficients individually for each

box and each model. Each pair of coefficients (bsij=bnij, bmi=bxi) is

then scaled so that the sum of the two is one, representing the

weights of Ps relative to Pn (Pm relative to Px, respectively).

According to this procedure, the weights are calculated and applied

as follows to create a new NAO index

NAOmsxn ¼ ð0:52$Ps þ 0:48$PnÞ � ð0:19$Pm þ 0:81$PxÞ: (2)

NAOmsxn is calculated for all models and reanalysis data sets

with the weights from Eq. (2) and tested in the same manner as
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Fig. 3. Correlation of different NAO indices (DecembereMarch means, unsmoothed) from models and reanalyses: (a) between Iceland-Azores and two classical NAO indices (PC-

based, Iceland-Lisbon), (b) between the perfect pseudo-proxy NAOms and two classical NAO indices, (c) between Scotland and Morocco precipitation (Ps, Pm) and two classical NAO

indices, (d) between the improved NAOmsxn and two classical NAO indices. The range of each correlation in (b), (c), and (d) arises from varying the geographical boxes used for the

calculation of NAOms, Ps, Pm, or NAOmsxn, as well as from the ensemble (in (a) only the ensemble mean is given). CCSM32 refers to the ensemble simulations over the MCA-LIA

transition phase (1149e1499 AD). The number of ensemble members of a specific model is given in brackets in the upper right corner. The coefficient beyond which a correla-

tion is significant (1% level) is indicated by the vertical gray line. (e) The probability density functions (PDF) are calculated from 50-year moving window correlations between

different NAO indices for all the millennial model simulations (CCSM32 and reanalysis are excluded). Thereby they show the variability of the correlations through the course of

a millennium simulation (details see text).
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NAOms. The new NAOmsxn on average correlates better with clas-

sical indices than does the NAOms: the correlation over the full

length of the reanalyses or the model simulations is always larger

than 0.49 (Fig. 3d). Thus this convergence of the different models in

terms of full-length correlation illustrates that NAOmsxn is a robust

index, independent of the models’ individual representation of

precipitation. For example, while NAOms appeared not to work in

CNRM (correlations close to zero), NAOmsxn shows comparable skill

for all models. This increased robustness of the new index is also

reflected in the PDFs of the moving window correlation. They are

narrower, indicating that there are fewer 50-year periods of

disagreement in the millennial simulations (Fig. 3e). Also, the

number of winters in which the NAOmsxn still disagrees with the

classical indices (i.e., indices differing bymore than 1) is reduced by

about 50% compared to NAOms across all models (not shown). All

analyses presented in this section are also applied to the multi-

century control simulations of the transient simulations,

excluding the CNRM for which no control simulation was available

(not shown). In all cases, the results were found to be the same, i.e.,

the correlations do not significantly differ from the transient

simulations and no century-long persistent anomalous NAO phases

were found. It therefore appears that the results are not dependent

on the transient external forcing.

4. Discussion

From reanalyses and instrumental records it becomes apparent

that the NAOms fails to verify against classical NAO indices during the

early 20th and 19th century, as both proxies used in NAOms are

reversed in their relation to the NAO during that time. While the

individual proxies used in Trouet et al. (2009) represent well verified

reconstructions (see Proctor et al., 2000; Esper et al., 2007), their

relation to the NAO ismore difficult to proof. The challenges inherent

in theuseof otherclimate variables thansea levelpressure todescribe

the NAO are illustrated also by the comparison of NAOms with other

existingNAOreconstructions (TableS1, supportingonlinematerial for

Trouet et al., 2009): there exist correlations among these recon-

structions, however, they temporally vary and they are not always

significant. It seems therefore more likely that the proxies in NAOms

are not fully representative of the NAO during the 19th century.

When calculated from model output, the concept of NAOms

reveals similar weaknesses. The correlation with classical indices is
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Fig. 4. NAO indices from four different models (denoted in the upper left corner of each subplot). Shown are the classical NAO indices PC-based, Lisbon-Iceland, and Azores-Iceland

together with the NAOms, all calculated frommodel output. The time series are normalized over the common period indicated by the vertical dashed lines. A part of the NAOms from

Trouet et al. (2009) is given in (a) for comparative reasons. For the models with an ensemble, one representative simulation was chosen. Exemplary periods of disagreement

between the classical NAO indices and the NAOms are framed red and referred to in Fig. 5.
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significantly lower than when classical indices are correlated

among themselves. To a certain degree this comes as no surprise, as

the classical indices are based directly on sea level pressure while

the NAOms uses precipitation, for which the NAO provides a smaller

amount of explained variance (e.g., Dai et al., 1997). However, in the

model simulations, the correlation between NAOms and classical

indices is also not stable over time, i.e., over the last millennium.

This again points to the possibility that the NAOms at times does not

necessarily represent the NAO in the classical sense. Further, this

finding is coherent with other model studies that found the rela-

tionship between NAO and precipitation not to be stable (Vicente-

Serrano and Lopez-Moreno, 2008). In other words, the locations of

the proxies in NAOms are likely not optimal or sufficient to capture

the signal from the large-scale circulation pattern. In particular, the

Morocco proxy does not add significantly to the robustness of the

NAOms as it often lies just beyond the border of the southern

hydrological center of action during anomalous NAO phases. To

some extent this is true also for the Scotland proxy where the

precipitation band associated with the NAO can be located just

north of the site. Additionally, bearing in mind the documented

(Jung and Hilmer, 2001) andmodeled (Ulbrich and Christoph,1999;

Raible et al., 2006) possibility of shifting NAO centers of action, the

use of few and not particularly well located proxies casts doubt on

the credibility of a reconstruction based on them.

Therefore, by complementing the Scotland proxy with a precipi-

tation proxy from along the Norwegian coast, the description of the

northern center of action of the NAO becomes substantially more

robust. The same holds true for the southern center of action when

we support Morocco by a precipitation proxy from the Iberian

Peninsula. The so created new NAO index has a significant correla-

tion with classical NAO indices of at least 0.49 for all models, rean-

alyses, and combinations of geographical boxes. Also, the temporal

stability of the so created index is higher than of the NAOms, as the

situations of disagreementwith classical indices are greatly reduced

in number. This qualifies the new index to be a robust description of

the actual NAO behavior. Note, however, that in reality proxies to

Fig. 5. Periods of disagreement between the classical NAO indices and the NAOms in the models. The first row illustrates example case #1, the legend for the right panel is the same

as in Fig. 4. In the example case #1 the red contours are the regression of the mean NAOms onto the DecembereMarch SLP during the specific period. The second, third, and fourth

row show examples for positive, neutral, and negative phases of NAO, respectively. The red numbers correspond to the frames in Fig. 4. Shown are the DecembereMarch

precipitation (shading) and sea level pressure (SLP; blue contours) anomalies from the long-term mean. (For interpretation of the references to color in this figure legend, the reader

is referred to the web version of this article.)
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complement the NAOms by Trouet et al. (2009) at these locations

haveyet tobediscovered. Additionally, in ourminimalistic approach

we do not consider potential other proxies (e.g., temperature) at

other locations that might further improve the reconstruction (as

done in, e.g., Luterbacher et al. (2002); Cook et al. (2002)).

Regarding the occurrence of persistent anomalous phases of the

NAO, models do not simulate such phases with only the realistic

natural and anthropogenic forcing applied (see also Yiou et al.,

2012). This finding is valid for all the NAO indices, also the NAOms.

At the same time the models produce a realistic temperature

evolution over the study area, indicating that an NAO phase change

of the amplitude suggested by Trouet et al. (2009) is not a prereq-

uisite for the explanation of the MCA-LIA climate transition. Here,

new experimental setups with artificially imposed persistent NAO

phases are needed (similar to, e.g., Palastanga et al., 2011). Thereby,

insights might also be gained concerning the question whether

models generally lack the capability of simulating persistent phases

of theNAOor if the loss of variance in theMedieval part of theNAOms

(which largely originates from the Scotland proxy) is an artifact of

processes not related to the atmospheric circulation. By using

severalmodels with different resolutionswe provide a large sample

of physically consistent analogs to reality. Thereby, we can reduce,

but not exclude, the chance that a severemodel bias undermines the

credibility of the results. In our study, eleven out of thirteen model

simulations on average produce a reduction of the classical NAO

indices from the MCA to the LIA. Even though none of these are

significant, a small shift fromamorepositive to amorenegativeNAO

phase cannot be excluded.

The pseudo-proxy exercise further shows that a smoothed and

normalized NAO time series at times can have a larger mean than

the annual values it is based on. This complicates the interpretation

of the þ2 amplitude of the NAOms during the MCA and calls for

a new assessment on what the actual multi-decadal variability of

atmospheric circulation in the North Atlantic-European region has

been in the first half of the past millennium.

Note, that the pseudo-proxy exercise is in many respects an

idealized and simplified experiment as in reality a precipitation

proxy inherits noise and measurement errors that are absent in our

study. Even two NAO reconstructions using multiple and well

distributed proxies do not necessarily agree, as can be shown at the

example of Cook et al. (2002) vs. Luterbacher et al. (2002), and for

longer time scales in Raible et al. (2005). We can nevertheless

conclude that precipitation proxies in adequate locations are suited

to reconstruct past circulation regimes, as suggested by Zorita and

González-Rouco (2002). However, a reconstructed index’ proposed

physical meaning has to withstand thorough tests based on model

simulations and reanalyses such as presented here.

5. Conclusions

The robustness of the proxy-based NAO reconstruction (NAOms)

by Trouet et al. (2009) is tested in a perfect pseudo-proxy approach

using comprehensive climate models, reanalysis data sets, and

instrumental records. The failure of NAOms to verify against classical

NAO indices during the early 20th and 19th century urges

future reconstructions to extend the calibration/validation period

beyond the 20th century using reanalyses and instrumental

data e a conclusion that was already reached a decade ago.

Model simulations reveal that the proxy locations used in the

reconstruction by Trouet et al. (2009) are not always able to capture

the NAO precipitation signal, resulting in decade-long periods of

disagreement of NAOms with the classical NAO indices. By using

additional pseudo-proxies in the vicinity of the existing proxies we

are able to catch the non-stationary NAO centers of action and

improve the stability of the reconstruction concept. Thereby, we also

provide a physical explanation for the weaknesses of the NAOms

concept and lay out a framework of tests for future reconstructions.

Further, results from transient model simulations neither

support a persistent positive NAO during the MCA, nor a strong

phase shift of the NAO when passing into the LIA. The here pre-

sented evidence should motivate both the proxy and model

community to work toward a revised assessment of the role of the

NAO during the first half of the last millennium.
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Abstract

The inception of the Little Ice Age (∼1400-1700 AD) is believed to have been driven by an
interplay of external forcing and climate system-internal variability. While the hemispheric
signal seems to have been dominated by solar irradiance and volcanic eruptions, the under-
standing of mechanisms shaping the climate on continental scale is less robust. In an ensemble
of transient model simulations and a new type of sensitivity experiments with arti�cial sea ice
growth we identify a sea ice-ocean-atmosphere feedback mechanism that ampli�es the Little
Ice Age cooling in the North Atlantic-European region and produces the temperature pattern
suggested by paleoclimatic reconstructions. Initiated by increasing negative forcing, the Arc-
tic sea ice substantially expands at the beginning of the Little Ice Age. The excess of sea ice is
exported to the subpolar North Atlantic, where it melts, thereby weakening convection of the
ocean. Consequently, northward ocean heat transport is reduced, reinforcing the expansion of
the sea ice and the cooling of the Northern Hemisphere. In the Nordic Seas, sea surface height
anomalies cause the oceanic recirculation to strengthen at the expense of the warm Barents
Sea in�ow, thereby further reinforcing sea ice growth. The absent ocean-atmosphere heat �ux
in the Barents Sea results in an ampli�ed cooling over Northern Europe. The positive nature
of this feedback mechanism enables sea ice to remain in an expanded state for decades up to
a century, favoring sustained cold periods over Europe such as the Little Ice Age. Support for
the feedback mechanism comes from recent proxy reconstructions around the Nordic Seas.
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4.1 Introduction

The past 1,000 years are a prime target for studies of internal variability of the climate system
because of the relatively weak orbital and solar forcing and the abundance of climate proxy
reconstructions. The most prominent departures from the mean climate trend during that
time were the Medieval Climate Anomaly (MCA, ∼950-1250 AD), a relatively warm period
with stronger solar irradiance and the subsequent Little Ice Age (LIA, ∼1400-1700 AD), a
cooling period of reduced solar irradiance and increased volcanic activity (Mann et al., 2009).
Cooling from early anthropogenic land cover changes is negligible before 1500 AD (e.g., Bauer
et al., 2003). While the global signal of the MCA-LIA transition is attributed to the changes
in external forcing of solar irradiance and volcanic eruptions, climate variations on continental
scales are less understood (Wanner et al., 2008, and references therein). Temperature recon-
structions suggest that the cooling of the LIA was neither spatially nor temporally uniform
(e.g., Matthews and Bri�a, 2005; Wanner et al., 2011). Thus, feedback mechanisms within
the climate system are necessary to explain this heterogeneity. In Europe, for example, the
reconstructed cooling during the LIA was strongest in the North, while it was weaker towards
the South (Mann et al., 2009). This has been interpreted as a �ngerprint of a shift from a
persistent positive to a negative North Atlantic Oscillation (NAO; Trouet et al., 2009), but
the robustness of this NAO reconstruction remains questionable (Lehner et al., 2012a; Pinto
and Raible, 2012).

The apparent di�culties of relating the MCA-LIA transition to fundamental changes in the
leading mode of atmospheric winter variability opens the opportunity for alternative mecha-
nisms which employ also other components of the climate system, namely the ocean or the
sea ice. Zhong et al. (2011) forced a climate model with a series of decadally-paced volcanic
eruptions, while leaving solar irradiance constantly at 1000 AD levels. They found a sea
ice-ocean feedback loop that allows Arctic sea ice cover to remain in an extended state and
cool the Northern Hemisphere for decades after the last volcanic eruptions. Based on these
�ndings, Miller et al. (2012) proposed a volcanic trigger for the onset of the LIA in the North
Atlantic-European region.

Abrupt climate shifts in the absence of strong forcing changes (such as the occurrence of
the LIA) have been identi�ed in observations and climate models before. Using a long and
unforced climate model simulation, Goosse et al. (2002) describe events of spontaneous weak-
ening of convection in the Nordic Seas that cause century-long hemispheric and Arctic cooling.
Similar cooling events in a climate model forced with slightly varying solar irradiance were
attributed to a shut-down of the Barents Sea in�ow (Semenov et al., 2009), a crucial transport
branch of warm and salty Atlantic waters into the Arctic (Ingvaldsen et al., 2004). In the
context of Twentieth century warming events in the Arctic, many studies suggest that the
Barents Sea in�ow, if strengthened, can explain part of the warming and the corresponding
sea ice retreat (e.g., Bengtsson et al., 2004; Årthun et al., 2012). While the Barents Sea in�ow
is driven partly by regional winds (Ingvaldsen et al., 2004), its strengths and composition is
also remotely forced by advection of North Atlantic thermohaline properties (Holliday et al.,
2008). The advection of these properties, in turn, depends largely on the strength of the
broader scale North Atlantic circulation, described by the Atlantic Meridional Overturning
Circulation (AMOC). New proxy evidence from the North Atlantic and adjacent basins points
towards the AMOC and associated ocean currents having played an amplifying role in the
MCA-LIA transition (Spielhagen et al., 2011; Hald et al., 2011; Wanamaker Jr et al., 2012;
Kuhnert and Mulitza, 2011).

The aim of this study is to investigate the role of the Barents Sea in�ow and the associated sea
ice-ocean-atmosphere coupling at the inception of the LIA in the North Atlantic-European
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region. To that end, we use transient model simulations, covering the transitional period from
1150 to 1500 AD. While the coolest period of the European LIA was around 1650-1700 AD,
roughly 70% of the European cooling since the MCA occurred before 1500 AD, as reconstruc-
tions by Mann et al. (2009) illustrate. Additionally, we conduct sensitivity experiments in
which sea ice is arti�cially grown in the Barents and the Labrador Sea to investigate feed-
backs potentially associated with the MCA-LIA transition. The latter experiments are, to our
knowledge, a novelty in coupled modeling and provide useful new insights on the dynamics
of sea ice-ocean interaction. They are also a new tool in the context of paleoclimatology,
as the few existing experiments that introduced sea ice perturbations in a coupled model
mainly focus on future climate change: by sudden removal of the Arctic sea ice (Schröder and
Connolley, 2007; Tietsche et al., 2011) or by tuning the ice albedo (Bitz et al., 2006; Holland
et al., 2006) the resilience of sea ice to projected warming has been investigated.

This paper is structured as follows: a description of the model and experimental setup is
presented in Section 2. In Section 3 and 4 the transient and the sensitivity experiments, are
examined with a focus on feedbacks within the climate system. A discussion and conclusions
follow in Section 5.

4.2 Data and methods

4.2.1 Model description

We use the Community Climate System Model 3 (CCSM3) provided by the National Center
for Atmospheric Research (NCAR) (Collins et al., 2006). It is a coupled model with the com-
ponents atmosphere, ocean, sea ice, and land surface all communicating through a coupler
without �ux correction. The CCSM3 has been used in various studies addressing questions
of paleo climate (e.g., Liu et al., 2009; Yoshimori et al., 2010; Hofer et al., 2011, 2012a,b;
Lehner et al., 2012a,b; Wilmes et al., 2012), present-day and future climate (e.g., Meehl et al.,
2006), as well as in sensitivity experiments applying freshwater hosing (e.g., Stocker et al.,
2007) or idealized CO2 increase (e.g., Bryan et al., 2006). We use the intermediate resolution
version of CCSM3 (Otto-Bliesner et al., 2006). The atmosphere and land surface components
are truncated at T42, resulting in a horizontal resolution of approximately 2.8◦×2.8◦; the
atmosphere has 26 levels reaching up to 8.3 hPa. The ocean and sea ice components both
operate on a nominal 1◦ resolution grid, however, the displacement of the North Pole into
Greenland allows for a higher resolution in the Arctic and an open passage through the Cana-
dian Arctic Archipelago. The ocean component has a maximum of 40 levels at depth. The
sea ice component is the Community Sea Ice Model (CSIM), applying elastic-viscous-plastic
dynamics and thermodynamics.

4.2.2 Control simulation

An overview of the simulations conducted for this study is given in Table 4.1. The control
simulation (CTRL) is an equilibrium simulation using constant values of 1150 AD for total
solar irradiance (TSI; 1,366.4 W m−2), CO2 (283.9 ppm), CH4 (704.9 ppb), and N2O (265.0
ppb). CTRL is a branch from the preindustrial simulation (perpertual 1870 AD conditions)
described by Otto-Bliesner et al. (2006).
Despite representing the relatively warm climate of the MCA (as compared to the almost-
linear orbital cooling trend over the last millennium), Northern Hemisphere winter (November-
April) temperature in the CTRL is on average 2.6 ◦lower than in a 1990 control simulation
with the same model, owing primarily to substantially lower greenhouse gas concentrations.
This results in sea ice concentrations being larger than today in most locations of the Northern
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Table 4.1: List of all simulations.

Name Description Length (number of runs)
CTRL 1150 AD equilibrium simulation 494 years (1)
TR1-TR6 Transient simulation (1150-1500 AD) 351 years (6)
TR_novolc Transient simulation (1150-1500 AD), 351 years (1)

but without volcanoes
BSf25 Sea ice growth enhanced in Barents Sea 200 years (1)

by a factor f ′=25 for 100 years,
then switched o� arti�cial growth

LSf25 Sea ice growth enhanced in Labrador Sea 200 years (1)
by a factor f ′=25 for 100 years,
then switched o� arti�cial growth

Hemisphere. During winter (November-April) large parts of the Barents and Labrador Sea are
covered by sea ice >15% (Fig. 4.1a). Both the seasonal and interannual variability is largest
in the Barents Sea. There, most of the newly formed winter sea ice is exported northward to
the Arctic Ocean. At the same time, the sea ice cover is sensitive to interannual variations
in the in�ow of warm Atlantic waters, characterizing the Barents Sea as a key region in
the Arctic-North Atlantic freshwater cycle. The atmospheric winter circulation in the North
Atlantic-European area is dominated by the well-known North Atlantic Oscillation (NAO)
pattern, featuring a low pressure system just south of Iceland and a high pressure system over
the Azores (Fig. 4.1b). The cyclonic circulation of the northern center of action transports
heat northward on its eastern side, thereby contributing to the comparably mild climate of
Northern Europe. The largest interannual variability in SLP occurs to the North-West of
this low pressure system resembling the non-stationary northern center of action of the NAO
(Fig. 4.1b).

4.2.3 Transient simulations

The transient simulations (TR1-TR6) were branched from di�erent initial conditions of CTRL
applying the same time-varying external forcing of TSI, greenhouse gases, and volcanic erup-
tions for the period 1150-1500 AD (the forcings used are as described in Yoshimori et al.,
2010). Compared to the bulk of recent TSI reconstructions (for an overview see Schmidt
et al., 2012), our TSI has a relatively large amplitude of approximately 2.3 W m−2 from the
MCA (in this study de�ned as 1150-1200 AD) to the LIA (1450-1500 AD)1. The forcings and
their radiative e�ect are shown in Fig. 4.2a and b. In these forcing datasets the time around
1150 AD marks the beginning of a decrease in TSI, i.e., the inception of the Little Ice Age
(LIA). This is re�ected in a decreased Northern Hemisphere temperature and an increased
Arctic sea ice extent (Fig. 4.2c and d), two features well reproduced by the model when
compared with proxies (IPCC, 2007; Kinnard et al., 2011). However, the minimum and max-
imum of both temperature and sea ice fall just within the uncertainty of the reconstructions,
although the applied solar forcing is relatively strong. In the following, the term 'negative
forcing' is used when the decrease in TSI from MCA to LIA and the radiative cooling from
volcanoes are adressed in an integral manner. The initial conditions for the di�erent transient
simulations were selected to cover a range of states of the Atlantic Meridional Overturning
Circulation (AMOC), as the North Atlantic, European, and Arctic climate is substantially
in�uenced by the strength of the AMOC (e.g., Hofer et al., 2011). In the following sections,

1For comparison with other studies: the TSI amplitude from the Maunder Minimum to the period 1950-
2000 AD is 3.3 W m−2.
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Figure 4.1: Long-term winter (November-April) mean and standard deviation from CTRL for (a) sea ice
concentration and (b) sea level pressure (SLP).

we refer to the ensemble mean of TR1-TR6 as the transient simulations. Further, one of the
transient simulations was rerun without volcanic eruptions (TR_novolc) to determine the
impact of variations in TSI and greenhouse gases only.
When comparing with proxy reconstructions at coarse temporal resolution a low-pass Fourier
�lter is applied to the model time series. After transformation of the time series to the fre-
quency domain, frequencies above the frequency ν0 >

1
T are set to zero, where T is the cut-o�

period (30, 40, 80 years, respectively). In order to reduce Gibbs phenomenon artifacts from
a sharp cut-o�, we use a smooth transition phase (roll-o�) between ν = ν0 ± ν0

2 .

4.2.4 Arti�cial sea ice growth simulations

In addition to the transient ensemble, two 200-year long sensitivity experiments were branched
from CTRL in which perpetual 1150 AD conditions apply, but sea ice growth in the Barents
Sea (experiment called BSf25) and Labrador Sea (LSf25) was arti�cially enhanced by a factor
of 25 for the �rst 100 years (Fig. 4.3a and Table 4.1). The regions of arti�cially enhanced
sea ice growth were chosen for their distinct roles in the freshwater cycle of the Arctic-North
Atlantic area: the Labrador Sea imports sea ice that melts locally, while the Barents Sea
rather acts as a source of sea ice, especially in colder climates such as the LIA. By enhancing
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Figure 4.2: (a) Forcing used in the model simulations which cover the time period 1150-1500 AD: total solar
irradiance (TSI) used in this study and from the protocol of the third Paleoclimate Modelling Intercomparison
Project (Schmidt et al., 2012); changes in greenhouse gases (GHGs: CO2, CH4, N2O). (b) Cumulative radiative
forcing from GHGs (calculated as in IPCC, 2001) and TSI (assuming a global average albedo of 0.31), with
reference to (wrt) 1150 AD; changes in the annual mean visible band optical depth due to volcanic eruptions.
(c) Northern Hemisphere annual mean temperature anomaly from reconstructions (gray shading; Fig. 6.13d
IPCC (2007)) and the model simulations (30-year fourier-�ltered). The reconstructions are wrt 1500-1899 AD.
As the simulations do not cover that time period they are adjusted to have the same mean as the reconstructions
time series during the overlapping time period, i.e., from 1150-1500 AD. (d) August Arctic sea ice extent (sea
ice concentration >15%) from the reconstruction of Kinnard et al. (2011) and the model simulations (80-year
fourier-�ltered).

sea ice growth in the Labrador Sea (LSf25) we transform this region into a sea ice source.
Thereby we directly increase the amount of sea ice in a region crucial for deep water forma-
tion (Bryan et al., 2006), aiming for a relatively rapid response of the AMOC. This makes
LSf25 comparable to classical freshwater hosing experiments, which are often set in a similar
location. In the Barents Sea experiment (BSf25), on the other hand, we only enhance the
natural role this basin plays in the freshwater cycle.
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Frazil ice is the �rst stage of ice growth, resulting from strong heat loss over areas of open
water:

Vfrazil = −Q

H
· f ′ ·∆t · 1

ρice
·A, (4.1)

where Vfrazil is the volume of new ice added to the �rst ice category (i.e., frazil ice), Q is
the heat �ux to open water for this new ice, H is enthalpy for new ice, f ′ is the perturbation
factor introduced (25 in this study), ∆t is the model time step, ρice the density of ice, and A
the area of sea ice growth. By enhancing growth only for frazil ice, the direct disturbance is
minimal as the model dynamics remain unchanged. The model retains the freedom to melt
and redistribute the additional frazil ice, change its mechanical characteristics by mixing with
other ice categories, and to form congelation ice on the newly formed ice cover in the subse-
quent growth seasons. Note that by multiplying the model-derived heat �ux the seasonality
of ice growth as well as the distribution of newly formed ice remains consistent in the coupled
system. In contrast to other studies, the additional sea ice is not added at once or prescribed
as lower boundary condition (e.g., Petoukhov and Semenov, 2010; Li et al., 2010).
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Figure 4.3: (a) Map of the Arctic with the regions of arti�cial sea ice growth. (b) Estimates of the model
imbalance in energy; shown are average anomalies of the �rst 100 years of BSf25 and LSf25 from the CTRL
and the LIA−MCA di�erence in ocean-atmosphere heat �ux over the Barents Sea. (c) Estimates of the model
imbalance in freshwater; shown are average anomalies of the �rst 100 years of BSf25 and LSf25 from the CTRL
mean. For comparison with the LSf25 experiment the amount of freshwater put into the subpolar North
Atlantic in classical freshwater hosing experiments is given. For comparison with the BSf25 experiment the
annual freshwater transport through the Denmark Strait (see map in (a) for location) is given for BSf25 (�rst
100 years)−CTRL mean, LIA−MCA, and CTRL mean. Liquid freshwater transports are calculated to a
reference salinity of 34.7 (see text for further details).

Due to the modi�cation of the sea ice code, freshwater and heat are not conserved in these
experiments (Fig. 4.3b, c). The brine rejection by frazil ice growth is calculated in the ocean
component and does not take into account the perturbation factor f ′, which is only applied
in the ice component. Therefore, brine rejection is underestimated, making the model fresher
wherever the additional sea ice melts. Along the same lines, when the additional sea ice melts
(anywhere in the ocean) it will consume heat from the ocean that has not been introduced into
the ocean before, because the air-sea heat �ux Q is not changed. This eventually makes the
model colder on a global scale. However, by design of the sea ice perturbation, no imbalances
are introduced locally in the forcing regions. Heat and freshwater �ux anomalies there are
the result of reactions of the coupled climate system to the anomalous forcing, as intended
for the present study. This makes it impossible to determine the exact location of occurring
imbalances, which is also why we refrain from any �ux adjustments to compensate.
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To put these imbalances into context we compare them to other processes. Fig. 4.3b shows
the energy equivalent of the anomalous annual frazil ice growth. This is estimated from the
di�erence in 100 year cumulative frazil ice growth between the two sensitivity experiments and
CTRL (for CTRL the average over four 100 years segments is used) multiplied by the speci�c
heat capacity of ice. The two sensitivity experiments extract a similar amount of energy from
the system (around 30 TW), which is comparable to the reduction in ocean-atmosphere heat
�ux over the Barents Sea in the transient simulations. If we reintroduced this energy in situ,
most of it would instantly radiate to the atmosphere as during winter sea surface temperatures
usually exceed air temperatures in the Barents Sea (not shown). This would disturb the lower
atmosphere, similar to arti�cial sea ice growth via changes in albedo, which is another reason
to refrain from �ux adjustment.

Fig. 4.3c shows the imbalance in freshwater for the two sensitivity experiments, derived
from the average anomalous annual frazil ice growth, which is 3,035 km3 yr−1 in LSf25 and
2,783 km3 yr−1 in BSf25 (Fig. 4.3c). Over the 100 years of the arti�cial sea ice growth, this
translates into additional frazil ice volume of about 300·103 km3 and 280·103 km3, respec-
tively. The amount of additional freshwater delivered to the system in LSf25 is reminiscent of
freshwater amounts deployed into the subpolar North Atlantic in classical hosing experiments
(e.g., Stou�er et al., 2006; Stocker et al., 2007). There, hosing with 0.1 Sv (3,154 km3 yr−1)
triggers an AMOC reduction in the order of 4 Sv, which is comparable to the 2-3 Sv reduction
that occurs in our transient simulations (see section 4.3). In LSf25 most of the arti�cially
grown sea ice melts in situ or in the subpolar North Atlantic, characterizing LSf25 in many
ways as a classical hosing experiment, where a deep water formation region is forced with an
anomalous freshwater �ux.

BSf25, on the other hand, aims at amplifying already occurring transports of sea ice and fresh-
water, such as the transport through Denmark Strait. In the CTRL, roughly 5,200 km3 yr−1

of freshwater �ow southward through the Denmark Strait in solid and liquid form (applying a
reference salinity of 34.7; for calculation of freshwater transport see, e.g., Lehner et al., 2012b).
In the transient simulations this transport increases from MCA to LIA by about 400 km3 yr−1,
primarily driven by larger sea ice transport. In BSf25 approximately 2,800 km3 yr−1 of fresh-
water is added as arti�cially grown sea ice in the Barents Sea. However, the Denmark Strait
transport increases only by about 1,000 km3 yr−1. Thus, about two-thirds of this additional
freshwater stays north of Denmark Strait, for example as on average about 1.5 m thicker sea
ice in the Arctic. A large portion of this 1,000 km3 yr−1 is made up by liquid freshwater.
This indicates that part of the additional sea ice from the Barents Sea melts on its way to
the Denmark Strait. The sea ice portion of this increased Denmark Strait transport (about
100 km3 yr−1) is nonetheless crucial for the experiment's purpose of mimicking the MCA-
LIA changes as sea ice is more potent in disturbing convection sites than advection of liquid
freshwater (Born et al., 2010).

Clearly, these imbalances are not optimal, however, the comparison reveals them to be of
moderate magnitude. More importantly, it is shown that the sensitivity experiments simulate
the processes as intended, i.e., a direct disturbance of the convective site in the Labrador
Sea (in LSf25) and an increased transport of sea ice and freshwater through Denmark Strait
(in BSf25). Additional comparisons with the transient simulations further strengthens the
con�dence in the design of the sensitivity experiments (see section 4.4).
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4.3 Transition from the Medieval Climate Anomaly to the Lit-

tle Ice Age

The simulations with transient forcings aim at realistically simulating the transition from the
MCA to the LIA. By using a six-member ensemble of these transient simulations we are able
to obtain robust results that stand out against the natural variability inherent in the sixfold
simulation of this speci�c time period (6×351 years). In the following, we �rst present the
signi�cant changes during the transition phase, which occur due to the negative forcing. Ad-
ditionally, we identify a positive sea ice-ocean feedback mechanism in these simulations which
substantially ampli�es these changes and is potentially able to sustain the cold conditions
of the LIA even in the absence of negative forcing. Based on the results of our transient
ensemble simulations we summarize this feedback hypothesis, containing two feedback loops
(in what follows we use the term 'feedback mechanism' to describe collectively both feedback
loops). In the subsequent section we then go ahead to test the hypothesis in the framework
of arti�cial sea ice growth experiments.

4.3.1 Main climate response

Shortly after initialization of the transient simulations the Northern Hemisphere temperature
starts to decrease in response to the decreasing TSI and the large volcanic eruptions occurring
between 1150 AD and 1300 AD (Fig. 4.2c). In particular, the large eruption at 1258 AD and
the three smaller ones following shortly after cause a signi�cant hemispheric cooling. After
about a century of stable TSI and few volcanic eruptions between 1300 and 1400 AD, the
Spörer Minimum with its pronounced TSI minimum and two large eruptions in the 1450s
cause another temperature drop, coinciding with the beginning of the coolest period of the
last millennium in reconstructions (∼1400-1700 AD, e.g., Mann et al., 2009).

As another consequence of the negative forcing at the beginning of the transition period, sea
ice extent and volume increase in the entire Arctic region. In the transient simulations, the
largest expansion of sea ice occurs in the Atlantic sector, namely the Barents and Labrador
Sea (Fig. 4.4). In the Barents Sea, the enhanced sea ice cover reduces the strong ocean-
atmosphere heat �ux from the warm Atlantic waters that usually enter the Barents Sea. As
this local heat source weakens, a signi�cant elevation of SLP over the Barents Sea develops
(Hoskins and Karoly, 1981) and becomes the dominant feature of winter atmospheric circula-
tion change during that time (Fig. 4.4a). This SLP anomaly does not translate into a strong
high pressure system as in, e.g., Petoukhov and Semenov (2010), but into a horizontal con-
traction of the northern center of action of the NAO. The direct thermal e�ect of the capped
ocean-atmosphere heat �ux together with increased advection of cold Arctic air due to the
SLP anomaly cause enhanced cooling over the Barents Sea and Northern Europe, both in
winter and � to a lesser degree � in summer (Fig. 4.4a and b).

4.3.2 Feedback mechanism

Arctic-North Atlantic feedback loop

The �rst feedback loop starts with an increase of sea ice in the Barents Sea, a region known
to be a strong source of sea ice, where a large part of the sea ice produced locally is exported
to the Arctic Ocean. The Arctic Ocean itself exports sea ice mainly through Fram Strait
(∼97% in CTRL), where indeed the annual sea ice transport is slightly increased (from 3,280
to 3,450 km3 yr−1). A portion of the Barents Sea sea ice is also exported to the Nordic Seas
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by the exiting branch of the East Spitsbergen Current, which strongly increases its transport
of sea ice (from 100 to 310 km3 yr−1) from the MCA to the LIA. While part of the anomalous
sea ice being exported from the Barents Sea and the Arctic Ocean melts in the Nordic Seas,
another part is transported further South by the East Greenland Current, eventually being
carried around the southern tip of Greenland to reach the Labrador Sea (Fig. 4.5a). Finally,
the sea ice melts either in the Labrador Sea or in the adjacent subpolar North Atlantic.
With the decreasing radiative forcing at the inception of the LIA the portion that melts in
the Labrador Sea gets smaller while the portion exported to the North Atlantic grows (not
shown). Changes in sea ice volume transport through Denmark Strait are dominated by
changes in sea ice volume rather than circulation. Therefore, transport anomalies pointing
northward indicate reduced ice thickness rather than reversed transport direction (Fig. 4.5a).

In the North Atlantic the melting sea ice then causes a temperature and salinity drop at
the sea surface, which leads to increased strati�cation and weakened convection, illustrated
by a shoaling of the mixed layer depth at the Labrador Sea exit (Fig. 4.5a). Thereby the
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Figure 4.5: (a) Little Ice Age (LIA) − Medieval Climate Anomaly (MCA) di�erence in sea ice transport
(November-April means, only di�erences >15 km3/yr are shown) and LIA − MCA March maximum mixed
layer depth (time series is ensemble mean 5-year running mean averaged over indicated region). The inset
zooms in on the anomalous southward transport of sea ice along the coast of Greenland. (b) LIA − MCA
di�erence in annual mean ocean surface currents (top 15 m) and sea surface temperature.

surface waters become lighter and decrease the sea surface height (SSH) gradient that drives
the Subpolar Gyre (SPG). The SPG (average of barotropic stream function 48-65◦ N and
60-10◦ W) weakens by 5% from the MCA to the LIA, closely followed by a 7% weakening
of the AMOC (maximum of the meridional overturning circulation in the Atlantic north of
28◦ N). A two-year lag correlation between the two indices of 0.75 (p<0.001, based on annual
means) illustrates the near-synchronous basin-wide circulation slowdown. Consequently, the
heat and salt transport into the Nordic Seas, the Barents Sea, and the Arctic Ocean decreases
as well (not shown). This causes the mixed layer depth to shoal in the northern Nordic Seas
as well (Fig. 4.5a), which in turn weakens the overturning cell in the Nordic Seas (not shown).
As the sea ice in the central Arctic Ocean thickens, initial sea ice growth and the accompanied
brine rejection are decreased, which leads to a weakening of the convection also in the Arctic
Ocean (similar to Zhong et al., 2011). This ultimately results in a reduced northward heat
transport, that in turn reinforces sea ice growth in the Barents Sea and thereby closes the
positive feedback loop.
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Barents Sea feedback loop

Our simulations indicate that in addition to the overall reduced heat transport into the Nordic
Seas there is a more regional feedback loop, which involves the reorganization of ocean cur-
rents in the Nordic Seas. The Norwegian Atlantic Current usually carries warm and salty
Atlantic waters up to the Barents Sea opening where it is partitioned into Barents Sea in�ow,
West Spitsbergen Current and waters recirculating in the Nordic Seas. During the MCA-LIA
transition, the recirculating current strengthens and redirects the warm Atlantic waters to-
wards Greenland, resulting in elevated sea surface and air temperatures East of Greenland
(Figs. 4.4 and 4.5b). At the same time the other currents transport less water. The Barents
Sea in�ow (calculated as the di�erence of the barotropic stream function between Spitsbergen
and the North Cape), for example, is reduced by 35%, corresponding to 1.27 Sv (Fig. 4.6a).
As a consequence of the reduced in�ow of warm waters, the sea ice edge in the Barents Sea
advances further South (Fig. 4.6c) leading in turn to increased SLP (Fig. 4.6d) and a strong
drop in regional temperature (Fig. 4.6e).

To further investigate the mechanisms causing the decreased Barents Sea in�ow, we select a
transect across the Barents Sea opening (Fig. 4.7). The LIA−MCA di�erence in ocean density
indicate that the Barents Sea shelf becomes lighter as we move towards the LIA (Fig. 4.7c).
This can be attributed to the increased sea ice cover as well as to the reduced in�ow of salty
Atlantic waters, both contributing to surface freshening which reduces density. Indeed, the
density di�erences in the Barents Sea are largest at the surface, thereby strengthening the
halocline. The strong halocline in turn forces the warm and salty Atlantic waters that enter
the Barents Sea to subside below the lighter surface waters, causing a warming below approx-
imately 100 m (Fig. 4.7c) and reinforcing the freshening of the upper 100 m. The Nordic Seas,
on the other hand, become denser due to the recirculating Atlantic waters (Fig. 4.7c). These
opposing density trends result in a stronger SSH gradient across the Barents sea transect
(Fig. 4.7b), which will drive an anoumalous circulation (see below).

The LIA−MCA di�erences in the sea ice concentration (Fig. 4.7b), SLP (expressed as geopo-
tential height), and air temperature (Fig. 4.7a) in the Barents Sea transect indicate a strong
ocean-atmosphere coupling: the largest atmospheric cooling occurs exactly over the advanced
sea ice edge, caused by the covered ocean surface heat �ux. The near-surface cooling, in
turn, causes air to descend and geopotential height and SLP to increase over the Barents Sea.
This local baroclinic response is consistent with atmosphere-only sensitivity experiments by
Petoukhov and Semenov (2010), in which sea ice concentration in the Barents-Kara Sea region
was prescribed to change from 80% to 100% (similar to the MCA-LIA changes from 88.5% to
96.7% over the same region in our transient simulations). However, for sea ice concentration
changes from 80% to 40% Petoukhov and Semenov (2010) found a barotropic response, in-
dicating possible non-linearities in the sea ice-atmosphere coupling. The increased SLP over
the Barents Sea implies changes in wind stress and Ekman transport. Such changes have
been discussed as potential causes for changes in ocean circulation, such as a strengthened
recirculation in the Nordic Seas or a reduction of the Barents Sea in�ow (Semenov et al.,
2009). In our study, the annual mean Ekman transport integrated over the Barents Sea open-
ing (0.33± 0.38 Sv in CTRL) is an order of magnitude smaller than the actual total Barents
Sea in�ow (3.58± 0.79 Sv in CTRL), in good agreement with observational estimates of this
relation (Ingvaldsen et al., 2004). Further, the Ekman transport integrated over the Barents
Sea opening does not change signi�cantly from the MCA to the LIA (+0.06 Sv), while the
total Barents Sea in�ow decreases by 1.27 Sv, thereby out-ruling Ekman transport as the
direct driver of the reduced Barents Sea in�ow during the LIA.

Instead, the reduction of the Barents Sea in�ow from the MCA to the LIA can be explained



4.3. TRANSITION FROM THE MEDIEVAL CLIMATE ANOMALY TO THE LITTLE
ICE AGE 81

0

20

40

60

S
e

a
 Ic

e
 F

ra
ct

io
n

 [
%

]

1,004

1,006

1,008

1,010

1,012

S
L

P
 [

h
P

a
]

1150 1200 1250 1300 1350 1400 1450 1500
−12

−10

−8

−6

−4

−2

T
e

m
p

e
ra

tu
re

 [
°C

]

16

18

20

A
M

O
C

 [
S

v
]

Time [Years AD]

2

4
B

S
I [

S
v

]
a

b

c

d

e

TR Ensemble Mean + Range

TR_novolc

BSI (Barents Sea Inflow)

AMOC
(Atlantic Meridional Overturning Circulation)

Sea Ice in Barents Sea

SLP (sea level pressure) over Barents Sea

Temperature over Barents Sea

CTRL Mean ± Standard Deviation + Range

0.3

0.2

0.1

0

O
p

ti
ca

l D
e

p
th

Figure 4.6: (a) Barents Sea in�ow as di�erence of barotropic stream function between Spitsbergen and
Norway (see map) and Atlantic Meridional Overturning Circulation as maximum of the meridional overturning
circulation north of 28◦ N. (b) Sea ice concentration in the western Barents Sea (see map). (c) Sea level pressure
and (d) temperature over the Barents Sea (see map) and annual mean optical depth changes due to volcanic
eruptions. All time series, except optical depth, are 5-year running means from annual means. Long-term
annual mean, ±1 standard deviation of annual means, and range of 5-year running means from CTRL are
indicated as bars on the left side.

by the SSH gradient change of 0.146 m across the Barents Sea opening (see Fig. 4.7 for the
location of the two points used to calculate the SSH gradient). The change in the Nordic Seas
recirculation is estimated by applying the geostrophic equation together with the distance
across δx (940 · 103 m) and depth z (183 m) of the Barents Sea opening:

∆Fg = − g

f

∆δη

δx
· δx · z, (4.2)
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where ∆Fg is the change in geostrophic volume transport, g the gravitational acceleration, f
the coriolis parameter at 75◦ N, ∆δη the change of the SSH gradient. Using the LIA−MCA
change in δη of 0.146 m, ∆Fg amounts to −1.86 Sv, indicating a substantial strengthening
of the recirculation. The SSH-driven changes of the Norwegian Coastal Current, on the
other hand, are an order of magnitude smaller (not shown). Considering continuity in the
partitioning of the water masses in the Nordic Seas, this implies that the reduction of the
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Barents Sea in�ow of −1.27 Sv is largely a consequence of the strengthened recirculation in
the Nordic Seas. The SSH anomalies in the Barents Sea are primarily density-driven, however,
changes in Ekman transport within the Barents Sea contribute as well: density anomalies at
the location used to calculate the SSH gradient (see map in Fig. 4.7) explains 64% of the
SSH gradient change, leaving the remaining 36% to wind-induced rearrangement of the water
masses within the Barents Sea. It therefore appears that, in summary, the initial sea ice
growth in the Barents Sea reinforces itself via the sustained weakening of the Barents Sea
in�ow, which in turn is caused by sea ice-induced changes in both density and winds over the
Barents Sea.

4.3.3 Excluding volcanic eruptions

One additional transient simulation was conducted from 1150-1500 AD, in which volcanic
eruptions were excluded (TR_novolc). Fig. 4.2c shows that in TR_novolc the Northern
Hemisphere cools with a comparable magnitude as in the transient simulations including
volcanic eruptions, which might raise the question whether volcanic eruptions are at all needed
to explain the inception of the LIA. However, the applied solar forcing has a relatively large
amplitude and therefore likely dominates the cooling trend in both the transient ensemble
simulations and in TR_novolc. Given the still open discussion on past TSI amplitudes this
prevents us from concluding that volcanic forcing is a non-crucial factor for triggering the LIA.
Further, Zhong et al. (2011) have shown that when starting from slightly colder conditions
(their control simulation applies a 1.4 W m−2 weaker TSI than this study's CTRL) volcanic
forcing alone can lead to signi�cant hemispheric cooling and consequent sea ice expansion.
Addditional evidence for the importance of volcanic forcing comes from Fig. 4.2d, where
the lack of volcanic eruptions causes a larger discrepancy between the transient ensemble
and TR_novolc than in case of the Northern Hemisphere temperature (Fig. 4.2c). Also,
Fig. 4.6c and e show that in the Barents Sea the absence of volcanic eruptions results in only
intermittent periods of increased sea ice fraction and decreased temperatures. In particular,
this is evident during the period 1150-1250 AD, when TSI is roughly unchanged compared
to CTRL and the largest forcing impact would come from volcanic eruptions. However,
over the full length of the simulation all quantities stay within the range of the transient
ensemble, qualitatively reproducing the MCA-LIA transition (Fig. 4.6). Thus, sequenced
volcanic eruptions appear to be crucial for maintaining an expanded sea ice margin, but not
for triggering the overall climate response.

4.4 Arti�cial sea ice growth experiments

The sensitivity experiments BSf25 and LSf25 aim at simulating speci�c aspects of the sea
ice changes occurring during the MCA-LIA transition and thereby try to determine the role
of the Barents and Labrador Sea in this transition. In both sensitivity experiments arti�cial
sea ice growth occurs during the �rst 100 years. During the second 100 years this forcing is
switched o� to observe how fast the system returns to its initial state. We �rst discuss the
results of the experiments in context of the MCA-LIA climate transition. In a second part,
additional technical details about the experiments are presented.

4.4.1 Main climate response

The anomalies in SLP, temperature and sea ice from years 50-99 of LSf25 and BSf25 against
the CTRL (Fig. 4.8a and b) bear strong resemblance with the LIA−MCA anomalies from the
transient simulations (Fig. 4.4a): an advanced sea ice edge in the Barents Sea geographically
coincides with increased SLP and decreased temperatures. At the same time the western
Nordic Seas experience a warming due to a strengthened recirculation (Fig. 4.8c and d).
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Thus, the sensitivity experiments show that a climate response which is qualitatively similar
to the transient simulations can be induced by the arti�cial sea ice growth in either of the
two regions Barents or Labrador Sea.
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4.4.2 Feedback mechanism

We investigate the same indices as in the transient simulations to identify the Arctic-North
Atlantic feedback loop as well as the more regional Barents Sea feedback loop in the sensitivity
experiments (Fig. 4.9).
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In the BSf25 experiment, the sea ice concentration in the Barents Sea increases rapidly as
the arti�cial sea ice growth starts (Fig. 4.9b). At the same time, the Barents Sea in�ow is
weakened by about 50%, overlaid by natural variability such as a short-lived resumption after
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about 40 years (Fig. 4.9a). Not surprisingly, this short-lived resumption � with a small lag
� can be identi�ed in the sea ice index, illustrating the sensitivity of the Barents Sea sea ice
cover to the in�ow of warm Atlantic waters. The AMOC, on the other hand, remains in the
range of natural variability until around model year 45, when it drops below the 1-σ range of
CTRL (Fig. 4.9b). This time lag resembles the chain of events from excess sea ice production
in the Barents Sea, the transport of this sea ice through Fram Strait and along the East side
of Greenland, its engagement in the convective feedback in the Labrador Sea and ultimately
the substantial weakening of the AMOC. In accordance with the advancing sea ice edge in the
Barents Sea, regional SLP and temperature rise and fall, respectively (Fig. 4.9d and e). This
shows that in the BSf25 experiment the interplay between Barents Sea sea ice cover, Barents
Sea in�ow, SLP, and temperature is at work decades before the AMOC responds and itself
in�uences the Nordic Seas. Therewith the independence and full closure of the Barents Sea
feedback loop is illustrated.

In LSf25 the arti�cial sea ice growth transforms the Labrador Sea into a strong sea ice source.
The additional sea ice is melted in-situ or exported to the adjacent subpolar North-Atlantic
(not shown). In any case, the strong freshwater forcing from the additional sea ice reduces
convection in the North Atlantic and leads to a constant reduction of the AMOC until about
model year 50, when it stabilizes (Fig. 4.9b). With a lag of about 10 years the Barents
Sea in�ow starts to weaken as well, a relation which matches our observations from CTRL,
where the AMOC leads the Barents Sea in�ow on average by 13 years (r = 0.66, p < 0.01
on 5-year running means). Further, this lag of about one decade is reminiscent of the time
scale associated with advection of salinity anomalies in the SPG, as they have been observed
(e.g., Dickson et al., 1988; Belkin, 2004) and modeled (e.g., Häkkinen, 1999) in context of the
Great Salinity Anomalies of the twentieth Century. As soon as the in�ow of Atlantic water
weakens, the sea ice in the Barents Sea starts to increase, thereby, again, mirroring variability
of the in�ow. As a consequence of the increased sea ice cover in the Barents Sea, SLP rises
and temperature falls (Fig. 4.9d and e). From this point on, the two sensitivity experiments
qualitatively agree, illustrating the connection of the two regions Barents and Labrador Sea
via a complex feedback mechanism.

There is evidence from CTRL that this feedback mechanism is active already in the control
climate, however, in the absence of negative external forcing is unable to destabilize the system
in a sustainable manner. Fig. 4.9 shows that in the 150 years of CTRL leading up to the
start of the sensitivity experiments there occurs a short excursion of all quantities that very
much resembles the feedback mechanism: the AMOC falls below the 1-σ range of the CTRL
at about −60 years, upon which the Barents Sea in�ow drops markedly, sea ice and SLP
increase, and temperature falls (Fig. 4.9a-e). However, all quantities return to CTRL mean
values within 10-15 years as the circulation changes are not large enough as to qualitatively
change the discussed feedback mechanism.

4.4.3 Self-sustained feedback mechanism

The existence of apparently destabilizing positive feedback loops raises the question of self-
sustainability of such feedback loops. Zhong et al. (2011) found the Arctic-North Atlantic
feedback loop to be self-sustaining in two out four cases, whereby they revealed necessary
preconditions for the North Atlantic. To test whether this self-sustainability exists in our
experiments as well, we stop the arti�cial sea ice growth after 100 years. In both sensitivity
experiments the Barents Sea sea ice edge retracts to CTRL levels within a decade (Fig. 4.9c).
This is primarily a result of sea ice top melt, which is large due to the perpetual high so-
lar irradiance of 1150 AD. In the absence of the arti�cial sea ice growth, this process acts
to quickly push back the sea ice edge. As the sea ice retreats, the SSH gradient across the
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increased sea ice cover has a direct thermal e�ect, decreasing surface air temperatures over Northern Europe
and an indirect e�ect by inducing elevated sea level pressure (SLP) that allows for the advection of cold Arctic
air towards Europe.

Barents Sea opening weakens and the Barents Sea in�ow recovers (Fig. 4.9a). It therefore
seems that the smaller-scale Barents Sea feedback loop is not self-sustaining. The AMOC,
however, remains on a reduced level for decades, eventually triggering another passage of the
Arctic-North Atlantic feedback loop, thereby also triggering the Barents Sea feedback loop
again: about 40 years after switching o� the arti�cial sea ice growth the Barents Sea in�ow
weakens (Fig. 4.9a), leading to increased sea ice (Fig. 4.9c), elevated SLP (Fig. 4.9d), and
cooler temperatures (Fig. 4.9e). The two experiments conducted here provide evidence that
the European climate is vulnerable to destabilizing positive feedbacks, given the appropriate
external trigger in the form of negative radiative forcing. The sustained weakening of the
AMOC is able to move the North Atlantic-European climate to a cooler state and keep it
there for decades. Fig. 4.10 summarizes the feedback mechanism and depicts the two feedback
loops at work.
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Figure 4.11: Annual mean sea ice volume tendency (split up in thermodynamic and dynamic terms; blue
and red bars, left y-axis) and sea ice volume (thin magenta bars with dots, right y-axis) integrated over (a) the
Northern Hemisphere from CTRL, from the arti�cial sea ice growth experiments (BSf25 and LSf25, grouped
in two 100 year intervals during which arti�cial sea ice growth was switched on and o�, respectively), and
from the transient simulations (MCA = Medieval Climate Anomaly, 1150-1200 AD; LIA = Little Ice Age,
1450-1500 AD). (b-c) The same for the Barents and Labrador Sea, respectively.

Fig. 4.11 depicts the changes occurring in sea ice volume and sea ice volume tendency as a
response to the arti�cial sea ice growth. On a hemispheric scale the sea ice volume increase
over the �rst 100 years in BSf25 and LSf25 (+13.3·103 km3 and +13.4·103 km3, respectively)
is of a similar magnitude as the one found in the transient simulations from MCA to LIA
(+15.7·103 km3; Fig. 4.11a). This also implies that the sea ice growth rate (given as ther-
modynamic volume tendency) in BSf25 and LSf25 is signi�cantly larger than in the transient
simulations, as there the sea ice volume increase takes place over a longer time period (351
instead of only 100 years). After stopping the arti�cial sea ice growth in both experiments
BSf25 and LSf25 the hemispheric sea ice volume remains elevated compared to CTRL, con-
�rming the self-sustainability of the feedback mechanism discussed before.

The Barents Sea during CTRL is in near-balance regarding annual mean sea ice production
and export (Fig. 4.11b). Until the LIA, however, the Barents Sea has become a net source of
sea ice in the transient simulations. Nonetheless, the Barents Sea's own sea ice volume has also
increased. This behavior is successfully mimicked in the BSf25 experiment, as sea ice growth
and export, as well as sea ice volume strongly increase during the �rst 100 years. During the
second 100 years the sea ice volume is reduced again, but the Barents Sea retains its role as a
sea ice source. Interestingly, the same behavior is observed when we arti�cially grow sea ice in
the Labrador Sea (LSf25), which illustrates the inherent linkage of the Labrador and Barents
Sea that constitutes our feedback mechanism, i.e., the linkage of the two feedback loops.

In contrast to the Barents Sea, the Labrador Sea is a sea ice sink (in CTRL, but also during
the MCA-LIA transition; Fig. 4.11c). At the inception of the LIA, both import and melting
of sea ice increase, which is in line with the shoaling of the mixed layer depth in the region
of the Labrador Sea (Fig. 4.5a). During the LSf25 experiment, however, sea ice grows in the
Labrador Sea and is then exported to the subpolar North Atlantic, leading to a reduction in
the AMOC similar to the transient simulations. Once the arti�cial sea ice growth is stopped,
the Labrador Sea switches back into the role of a sea ice sink and the sea ice volume decreases
rapidly. During the BSf25 experiment, the Labrador Sea imports more sea ice and melting
is increased as well compared to CTRL. Thereby, the behavior of the Labrador Sea during
the MCA-LIA transition is mimicked and the linkage of the Labrador and Barents Sea is
illustrated again, this time in the opposite direction.
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4.5 Discussion and conclusions

This study investigates the role of sea ice-ocean-atmosphere coupling in shaping regional cli-
mate during the inception of the LIA. Using an ensemble of transient simulations with CCSM3
we �nd the transitional phase from MCA to LIA to be dominated by a cooling and strong
advances in sea ice cover on the Northern Hemisphere. In the Barents Sea, the advancing
sea ice cover reduces the ocean-atmosphere heat �ux and thereby cools the larger area. Ad-
ditionally, increasing SLP over the Barents Sea allows for southward advection of cold Arctic
air, resulting in an enhanced cooling over Northern Europe that qualitatively �ts well with
proxy-based temperature reconstructions (Mann et al., 2009). This chain of events o�ers an
explanation for the regional temperature evolution during the MCA-LIA transition that does
not rely on signi�cant changes in the NAO, which are ambiguous (Trouet et al., 2012) and
are not found to occur in several simulations using state-of-the-art coupled atmosphere-ocean
climate models (Lehner et al., 2012a; Yiou et al., 2012). There remain, however, questions on
the role of the stratosphere-troposphere coupling in the context of low-frequency variability
of the atmosphere and the ability of climate models to simulate this coupling (e.g., Spangehl
et al., 2010; Manzini et al., 2012). The majority of the climate models (including CCSM3)
of the third Coupled Model Intercomparison Project (CMIP3) apply only relatively crude
stratospheric dynamics, owing to low vertical resolution of the stratosphere (e.g., Cordero
and Forster, 2006). This has been suggested as cause for them not reproducing the low-
frequency atmospheric variability proposed by the reconstruction (e.g., Mann et al., 2009).

Con�rming and expanding �ndings by Zhong et al. (2011), we identify a sea ice-ocean feedback
loop that lays the foundation for the changes in surface climate described above. Following
negative radiative forcing from volcanic eruptions and decreasing TSI at the inception of the
LIA (1150-1300 AD), Arctic sea ice volume and extent grow signi�cantly. As this anomalous
sea ice is increasingly exported to the Labrador Sea and subpolar North Atlantic, it cools
and freshens the surface waters and reduces convection. Consequently, the Subpolar Gyre
and the AMOC are weakened, which leads to reduced transport of heat into the Nordic Seas,
the Barents Sea and the Arctic Ocean. Weakening of convective deep water formation in the
Nordic Seas and the Arctic Ocean further reduces the import of heat, thereby reinforcing the
initial sea ice expansion.

In addition, another feedback loop between the Barents Sea and the Nordic Seas further am-
pli�es the sea ice growth and the regional cooling at the beginning of the LIA. Upper ocean
density changes, together with wind-driven reorganization of water masses, increase the Bar-
ents Sea SSH, ultimately reducing the in�ow of warm Atlantic waters into the Barents Sea
and strengthening the recirculation in the Nordic Seas. Contrary to Semenov et al. (2009)
changes in Ekman transport at the Barents Sea opening are found to be negligible. Using
sensitivity experiments with arti�cial sea ice growth in the Barents and Labrador Sea, we
are able to prove the existence and closure of both feedback loops detected in the transient
simulations. After switching o� the arti�cial sea ice growth for the second 100 years of the
experiments, Arctic sea ice remains in an expanded state for decades, con�rming the potential
self-sustainability of the Arctic sea ice cover due to these feedback loops (Zhong et al., 2011).

Support for this modeling result comes from new foraminifera-based proxies in the Fram Strait
(Spielhagen et al., 2011) and o� the coast of a Norwegian fjord (Hald et al., 2011). Water
temperatures in both proxies are controlled largely by the amount of Atlantic waters in the
mean �ow as the proxies are located on distinct pathways for Atlantic waters into the Arctic.
At these locations a near-synchronous drop in upper-ocean water temperature occurred at
the onset of the LIA, indicating a reduced amount of Atlantic waters arriving (Fig. 4.12a and
b). This shift is remarkably well reproduced by the model, which captures both the timing
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Figure 4.12: (a) Water temperature anomaly in the eastern Fram Strait from Spielhagen et al. (2011) (with
reference to (wrt) 823-1074 AD) and in the model simulations (wrt long-term mean of CTRL; ∼78◦ N/8.5-
11.5◦ E; average over 200-300 m depth). (b) Water temperature anomaly in the Malangen Fjord from Hald
et al. (2011) (wrt 1000-1149 AD) and in the model simulations (40-year fourier-�ltered; wrt long-term mean
of CTRL; ∼70◦ N/16.5-18.1◦ E; at 47 m depth). (c) Water temperature anomaly (annual and 5-year running
mean; wrt 1001-1150 AD) on the North Icelandic Shelf from Knudsen et al. (2012) and in the model simulations
(40-year fourier-�ltered; wrt long-term mean of CTRL; ∼66.0-67.0◦ N/19.0-21.3◦ E; at surface).

and magnitude of the shift. Further, new results from the North Icelandic Shelf indicate a
small temperature increase during the MCA-LIA transition (Fig. 4.12c; Knudsen et al., 2012)
that corresponds to a northward shift of the oceanic polar front, allowing Atlantic species
to enter the Nordic Seas. This signal is reproduced as well by the model, corroborating the
coherent picture of oceanic changes in the Nordic Seas during the MCA-LIA transition: while
the overall heat transport into the Nordic Seas is reduced, changes in the distribution of the
Atlantic water leave a distinct pattern of localized warming and cooling around the Nordic
Seas.

Excluding volcanic eruptions in one of the transient simulations yields a similar hemispheric
temperature and sea ice response as in the simulations with volcanoes, however, the sea ice
cover does not consequently remain in its expanded state as compared to the all-forcing sim-
ulations (both Arctic-wide and in the Barents Sea). Nevertheless, it appears that the origin
of the negative forcing (TSI or volcanoes) is not crucial as long as it is persistent enough
to trigger the destabilizing feedback mechanism described in this study. As the amplitude
of the past TSI variations, and therewith its importance in triggering the MCA-LIA transi-
tion, remains debated (e.g., Gray et al., 2010; Shapiro et al., 2011; Miller et al., 2012), it is
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di�cult to attribute quantitative importance to either of the two forcings. While this is a
pressing question in the context of paleoclimate sensitivity, it is beyond the scope of this study.

Further, many recent studies describe large events of internal variability in the climate system
that are able to derail temperature and sea ice from the path anticipated solely from the exter-
nal forcing: Kinnard et al. (2011) suggest that Arctic summer sea ice decreased post-1500 AD
(i.e., during a period of negative forcing), a suggestion for which Crespin et al. (2009) provide
support from modeling with data assimilation. However, both studies acknowledge that the
absence of changes in heat transport into the Arctic Ocean during that time (Spielhagen et al.,
2011) complicates the explanation for such anomalous behavior in Arctic temperature and sea
ice.

Along the same lines, non-linear dynamics such as the feedbacks described in this study can
depend crucially on the background climate, as shown also at the example of climate impacts
of volcanic eruptions (e.g., Otterå et al., 2010; Zhong et al., 2011; Zanchettin et al., 2012)
or ocean-atmosphere coupling (e.g., Yoshimori et al., 2010). To that end, transient ensemble
simulations as well as sensitivity experiments, together with new proxies will help to constrain
the uncertainties associated with the MCA-LIA transition and improve our understanding of
mechanisms governing climate on the regional scale.
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Chapter 5

Outlook

The aim of this thesis was to investigate aspects of the hydrological cycle under di�erent forc-
ing conditions as they occurred in the past 1,000 years and will likely occur in the future. The
use of coupled models enabled the detailed investigation of processes in response to forcing
changes. Thereby, models complement proxy reconstructions, which are often challanged to
provide a dynamical explanation of the reconstructed signal. Currently, it is still common to
publish a paleoclimatic reconstruction without proper support from models. Models, while
being validated against observations with increasing rigor, can always only provide an incom-
plete rendition of reality and are prone to biases. In that sense, the importance of and need
for combining and integrating proxy and model results became apparent throughout this the-
sis when either models were found to disagree with reconstructions or when reconstructions
neglected dynamical information from models.

This thesis is therefore a step towards more inter-disciplinary climate sciences if we still
consider climate modelling and paleoclimate reconstruction as distinct disciplines. It provides
a number of examples on how the parallel use of proxy and model information can deepen
our understanding of the climate system's response to di�erent forcings. Nevertheless, more
work is needed to tighten the collaboration between proxy and model community. A selection
of ideas with reference to this thesis' results is given below.

Polar freshwater cycle

The study by Lehner et al. (2012b) provides the �rst assessment of the polar freshwater cycle
in multi-century transient simulations with a comprehensive coupled model. Despite applying
an ensemble of simulations to increase the robustness of our results, the use of only a single
model represents a clear caveat of this study. Further, the model resolution was shown to play
a non-negligible role as well for the outcome of the assessment. An update of the results is
now possible with the new PMIP3/CMIP5 simulations at higher spatial resolution. In light of
recent observational evidence regarding the Arctic freshwater reservoirs (Kinnard et al., 2011;
Morison et al., 2012; Long and Perrie, 2012; Stroeve et al., 2012; Stammer et al., 2011), such
a re-assessment could be carried out with consideration of changing atmospheric circulation
patterns, oceanic pathways, or new projections of future sea ice changes and Greenland ice
sheet melt.

NAO reconstruction

Lehner et al. (2012a) showed that the concept of the millennial NAO reconstruction by Trouet
et al. (2009) was not robust on decadal time scales and made suggestions for improvements
derived from a simple pseudo-proxy approach using models and reanalyses. Since 2009, a
small number of proxies have been published which might be used in a revised version of
the millennial NAO reconstruction. To that end, the framework presented in Lehner et al.
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(2012a) can readily be applied to a new or extended set of proxies to validate the skill of such
a new proxy set in describing the NAO pattern. In collaboration with French colleagues such
an attempt is in preparation.

Lehner et al. (2012a) also showed that the hydrological signature of the NAO varies con-
siderably over time and that the stationarity assumption inherent in proxy-reconstructions
becomes harder to justify, a conclusion that is not new (see, e.g., Raible et al., 2006). While
calibration errors, dating uncertainty, or chronology errors of the proxies are commonly in-
cluded in a reconstruction's error bars, the susceptibility of a reconstruction concept to the
stationarity assumption is hardly explored in a systematic manner. The increasing number
of last millennium simulations with GCMs would allow to scan the range of probable hydro-
logical signatures for a given reconstructed NAO phase state and time. In contrast to the
classical proxy-surrogate ranking (PSR; Graham et al., 2007), which reorders model output
to maximize coherence with the reconstruction, such an approach would embrace the full
uncertainty of the coupled system in that it also considers cases in which a certain proxy set
might misinterpret the large-scale atmospheric circulation pattern.

Sea ice experiments

The sensitivity experiments with arti�cial sea ice growth introduced by Lehner et al. (in
press) are a new tool for paleoclimatic research that could be applied to other questions as
well. Dansgaard-Oeschger (D-O) events are a prominent example for climate variations that
are thought to be associated at least partly with changes in sea ice. A study by Li et al.
(2010) tackled this issue by prescribing di�erent sea ice distributions to an atmosphere-only
model. The precipitation and temperature responses to these sea ice changes were found to
be coherent with proxy signals during D-O events. Li et al. (2010) also assigned di�ering
importance to di�erent spatial patterns of sea ice changes. Our approach o�ers to revisit
these conclusions in a fully-coupled system, which would allow to study the interaction of sea
ice, ocean, and atmosphere during the abrupt warming events. Therefore, the sea ice could
be arti�cially melted instead of grown, and the geographical location of this arti�cial sea ice
melt could be varied in di�erent experiments. Further, such an exercise also provides the
opportunity to develop and improve our approach. Sea ice growth could be controlled from
the ocean component alone, allowing salt conservation in the model.
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Appendix A

Last millennium simulation with the

CESM

This appendix provides an overview on the status of a simulation of the last millennium with
the fully-coupled Community Earth System Model (CESM) that runs at the Swiss National
Supercomputing Center (CSCS) in Lugano, Switzerland. In the following, the simulation is
motivated in a short introduction, including a paragraph on the Paleoclimate Model Inter-
comparison Project, from which many guidelines for the experimental setup of this simulation
are derived. Then, the model and experimental setup are described. Further, a short review
of the model performance at CSCS is given. Finally, preliminary results are discussed.

A.1 Motivation

The last millennium represents a key period for the study of climate variability as the external
forcing of orbital and solar parameters was comparably weak, while at the same time the
abundance of proxy reconstruction provides robust evidence of climate variability on decadal
to centennial time scales. Climate models are a good tool to investigate the mechanisms
behind this natural climate variability and to provide a dynamically consistent framework for
the spatially �xed proxy reconstructions. Thereby, we establish and fortify an understanding
of the climate system's sensitivity � a crucial prerequisite to be able to project future changes
of the climate system.

Since the initial use of computers to numerically describe the climate system, the computa-
tional capacity has increased exponentially. The scienti�c community harvests this progress
by constantly increasing the climate models' complexity and spatial resolution (see Fig. 1.2,
IPCC, 2007). Knutti and Sedlá£ek (2012) estimate that between the last two generations of
climate models the computational capacity has increased by a factor of about 60. At least
50% of this capacity increase went into model complexity and the development of new model
versions, while the other half was partitioned between increased model resolution and the
need to simulate more model years.

The division of Climate and Environmental Physics (KUP) at the University of Bern has a
long history of model development and use. For large parts of the 1970s and 1980s simple
box models were used to complement studies of the carbon cycle and oceanic tracers. At the
beginning of the 1990s, a �rst successfully coupling of a zonally averaged ocean and atmosphere
model (Stocker et al., 1992) laid the foundation for a Bern climate model that, in the following
decades, developed into a full-featured Earth System Model of Intermediate Complexity with
a variety of applications in paleo- as well as future climate research (e.g., Müller et al., 2006;
Steinacher et al., 2010; Ritz et al., 2011; Stocker et al., 2011). However, it was not until the
beginning of the National Centre for Competence in Research (NCCR) Climate in 2001 that



100 A. LAST MILLENNIUM SIMULATION WITH THE CESM

a comprehensive General Circulation Model (GCM) was used at KUP. The choice fell on the
model family of the National Center for Atmospheric Research (NCAR) in Colorado, USA,
that includes GCMs with and without carbon cycle, the code of which is publicly available
and well documented. After successful installation on the Swiss Supercomputer in Ticino, the
Community Climate System Model version 2 (CCSM2) was subsequently used for a wide range
of studies (Yoshimori et al., 2005, 2006; Raible et al., 2005, 2006, 2007). Collaboration with
the NCAR and CSCS allowed for a good maintenance of the model and a step-wise upgrading
from version 2 to version 3 (studies: Stocker et al., 2007; Casty et al., 2007; Yoshimori et al.,
2010; Renold et al., 2010; Spangehl et al., 2010; Hofer et al., 2011; Büntgen et al., 2011;
Wilmes et al., 2012; Lehner et al., 2012a,b, in press), and to version 4 (studies: Hofer et al.,
2012a,b) in the following years. In 2010, the NCAR released its newest model version, the
Community Earth System Model (CESM), a model that combines both high complexity,
variable spatial resolution, and a state-of-the-art carbon cycle, thereby making full use of the
grown computational capacity.

In a joint e�ort of the division groups for carbon cycle (Prof. Fortunat Joos) and coupled
modeling (Prof. Thomas Stocker, PD Christoph Raible) a poposal was submitted at the
CSCS, applying for over 4.5 · 106 CPU-hours to perform a simulation of the last millennium
with the new CESM. The rationale behind this joint project is to output variables from the
carbon cycle and the physical climate system on a high spatial and temporal resolution to
enable both division groups to utilize the simulation. The unique dimensions of the project
manifest themselves in large storage requirements and time-intensive post-processing. This
project also complements a last millennium simulation with CCSM4 by the NCAR, which
does not include the prognostic carbon cycle in the ocean (Landrum et al., 2013).

Scienti�cally, the project is primarily motivated by a lack of consensus on the amplitude of
the external forcing of the climate system during the last millennium. The common approach
to tackle this problem is to run di�erent models with di�erent forcing datasets and compare
the results to observations and reconstructions, thereby looking for plausible combinations of
model sensitivity and forcing amplitude. The �fth Coupled Model Intercomparison Project
(CMIP5) represents the current coordinated e�ort by modeling groups around the world to
provide a set of comparable simulations with di�erent models to be investigated in the lead-up
to the IPCC's Fifth Assessment Report (Taylor et al., 2012). Besides various simulations of
the twentieth century and the future, CMIP5 covers three paleo-climate simulations for the
Last Glacial Maximum, the mid-Holocene and the last millennium. In collaboration with the
Paleoclimate Model Intercomparison Project's third phase (PMIP3; Otto-Bliesner, 2009) a
protocol was set up that includes recommendations to the modeling groups regarding forcing
�les, variable selection, and post-processing (Schmidt et al., 2011).

From a practical point of view, the project is motivated by the wish to be able to design
the speci�c model experiments, and to have the full model output available "in-house", i.e.,
without having to download model output from another modeling group's server, as this
usually is a time-consuming procedure without guaranteed completeness of data.

A.2 Model

The Community Earth System Model (CESM) is a fully-coupled state-of-the-art Earth System
Model developed by the National Center for Atmospheric Research (NCAR) and was released
in 2010. The model code is freely available from the CESM website which also features
detailed documentation, input datasets, diagnostics scripts, as well as some model output.
As mentioned in section A.1 the CESM is the latest in a series of models developed at the
NCAR over the last two decades. In the following the model components are introduced; here
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the focus is set on improvements over CCSM3 rather than on a comprehensive description of
each component.

A.2.1 Model components

In terms of physics CESM relies on the fourth version of the Community Climate System
Model (CCSM4; a comprehensive description can be found in Gent et al., 2011). However, a
carbon cycle is included in CESM's components of atmosphere, land, and ocean, distinguishing
it from CCSM4 and qualifying the model as a full-featured Earth System Model. The CESM
version used here is release 1.0.1. and includes representations of the atmosphere, land, ocean,
and sea ice, all coupled trough a �ux coupler. The advantage of CESM over its precursors
CCSM3, CCSM2, and CSM1 is its user-friendly handling (in part due to a new coupling
infrastructure) that allows for a variety of model resolutions or component combinations.

The atmospheric component of CESM 1.0.1 is the Community Atmosphere Model version 4
(CAM4; Neale et al., 2010a), successor to CAM3 that has been used as part of CCSM3 in
the previous chapters of this thesis. The core changed from a spectral core used in CAM3 to
a Lin-Rood �nite volume core (Lin, 2004), resulting in less numerical noise. The horizontal
resolution is 1.25◦× 0.9◦ with 26 vertical levels in the so-called 1◦ version used here. Changes
to the convection scheme as compared to CAM3 cover the inclusion of deep convection in
the momentum equation (Richter and Rasch, 2008) and the use of a dilute, rather than an
undilute, approximation in the plume calculation, i.e., allowing an ascending air parcel to
mix entropy properties with the free troposphere (Neale et al., 2008). This yields a more
realistic frequency and intensity of deep convection. A major de�ciency of CAM3 was the
overestimation of low clouds in the Arctic, leading to a radiation bias. This has been addressed
by a new parameterization of cloud fraction prediction that acts to reduce excessive wintertime
polar cloudiness (Vavrus and Waliser, 2008). Further improvements in Arctic climate have
been achieved within CAM5, however, this version was not yet available at the commencing
time of our simulation.

The land component is the Community Land Model version 4 (CLM4; Lawrence et al., 2011),
successor to CLM3 and the interim version CLM3.5, and operates on the same horizontal
resolution as CAM4. Improvements and novelties, as compared to CLM3, include hydrologi-
cal properties (such as surface runo�, including a separation of liquid and frozen river runo�,
groundwater and permafrost schemes, a new snow model, canopy interception), plant func-
tional type dependency on the soil moisture stress function, and a prognostic carbon-nitrogen
cycle. The latter prognostically calculates vegetation, litter, soil carbon and nitrogen states,
and vegetation phenology. Further, it is now possible to simulate transient land cover and
land-use changes.

The ocean component is the Parallel Ocean Program version 2 (POP2; Smith et al., 2010;
Danabasoglu et al., 2012), successor to POP in CCSM3. The horizontal resolution is identical
to the 1◦ version of POP used in CCSM3 with a pole displaced to Greenland. The vertical
resolution is increased to 60 levels with the upper 20 levels having a thickness of 10meters.
Changes to the parameterization for the transition of meso-scale eddies from the deeper ocean
to the surface and the introduction of time and space-dependent thickness and isopycnal dif-
fusivity coe�cients lead to a more realistic representation of ocean eddy energy (Danabasoglu
et al., 2008; Danabasoglu and Marshall, 2007). Adjustments to the vertical mixing terms
and the introduction of a new parameterization for sub-meso-scale eddies yield more realistic
mixing and strati�cation properties. Finally, a new parameterization improves the penetra-
tion depth of deep ocean over�ows (Danabasoglu et al., 2010). Embedded in POP2 is the
Biogeochemical Elemental Cycle model (BEC Moore et al., 2004) that builds on a nutrient-
phytoplankton-zooplankton-detritus food web model and distinguishes three phytoplankton
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functional types (Long et al., 2013). Carbon export and remineralization are parameterized
according to Armstrong et al. (2002). pH, pCO2, bicarbonate and carbonate ion concentra-
tions are diagnosed from prognostic dissolved inorganic carbon, alkalinity, and temperature-
and salinity-dependent equilibrium coe�cients. Material reaching the ocean bottom is rem-
ineralized in one timestep, i.e., no sediment storage module is included. River discharge from
CLM4 does not carry dissolved tracers but nitrogen deposition at the ocean surface can be
prescribed.

The sea ice component is the Community Ice Code version 4 (CICE4) from the Los Alamos
National Laboratories (Hunke and Lipscomb, 2010), which succeeds CSIM from CCSM3, and
operates on the same horizontal resolution as POP2. Among the most important improve-
ments is a new radiative transfer scheme that allows the incorporation of melt ponds or black
carbon (Briegleb and Light, 2007; Holland et al., 2012). Given the improved cloud param-
eterization in CAM4, the sea ice albedo � a classical tuning parameter � can now be set at
more realistic values.

A.2.2 Improvements and biases

Regarding the physical climate of the model and comparing to twentieth century observations,
major improvements over CCSM3 can be found in the frequency of ENSO variability and the
sea surface temperature correlations within the Paci�c Ocean (Gent et al., 2011). This is in
part due to higher vertical resolution in the upper ocean, leading to a bias reduction in the
mean and the annual cycle of sea surface temperature along the equator in the eastern Paci�c.
The new over�ow parameterizations improve the representation of the Atlantic Meridional
Overturning Circulation, which is important for a correct energy and salt balance in the ocean
basins. Another relevant improvement of CCSM4 is the annual cycle of water storage on land,
resulting in more realistic river runo� and latent heat �ux. The latter is especially important
in the context of simulations of future climate change, as it yields a better representation
of extreme events, such as heat waves and heavy rainfall (Gent et al., 2011). Improved sea
ice distribution in the Labrador Sea arises from reduced along-coast viscosity in the ocean
component, in turn yielding a more realistic location of the deep water formation site in that
region (Jochum et al., 2008). Even though CCSM4 uses CAM4, and not the improved CAM5,
the amount of low clouds in the Arctic is signi�cantly improved over CAM3 in CCSM3. This
results in realistic shortwave radiation at the surface in summer and allows to implement sea
ice albedo values that are within the range of observations, while in CCSM3 they were tuned
unrealistically to compensate for the cloud bias.

Major physical biases that remain in CCSM4 are a double Inter-Tropical Convergence Zone,
biases in the latitudinal distribution of the shortwave and longwave cloud forcing, regional
surface temperature biases, and the missing indirect e�ect of aerosols in CAM4. Note that
many of these issues are addressed in the �fth version of CAM (Neale et al., 2010b; Meehl
et al., 2013).

The carbon cycle of CESM has not yet been analyzed in as much detail as the physical
part. Compared to the scarce observations during the twentieth century, CESM captures the
spatial structure and seasonality of surface carbon �elds over most parts of the ocean (Long
et al., 2013). A major bias occurs in the Southern Ocean, where uptake of anthropogenic
carbon is underestimated due to underestimated water mass formation. The land carbon
cycle is in reasonable agreement with observational estimates but also underestimates uptake
of anthropogenic carbon during the twentieth century (Keith Lindsay, personal communication
and Lawrence et al., 2012).
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A.3 Experimental setup and performance

A.3.1 Simulations

We conducted a 258-yr control simulation with 850AD forcing that was branched from
year 351 of a 1850AD fully-coupled control simulation by the NCAR (b40.coup_carb.004).
The surface climate is in reasonable equilibrium, while the global average ocean tempera-
ture exhibits a small cooling trend of approximately −0.03K100 yr−1 (for more diagnostics
of b40.coup_carb.004 the reader is referred to CESM website1). However, restart �les for the
land are taken from a 850AD control simulation, kindly provided by Sam Levis (NCAR, Boul-
der). This has the advantage that the soil and ecosystem carbon stocks are closer to 850AD
conditions than in the 1850AD control simulation. The computational resources did not allow
us to run the model into equilibrium before the start of the transient simulation. Most quan-
tities of the surface climate (e.g., surface temperature, sea ice, upper ocean temperature) can,
however, be considered reasonably equilibrated at the end of the control simulation. Trends
are still detectable in slow-reacting quantities such as deep ocean temperature or soil carbon
storage and should be addressed in future use of the simulation.

A.3.2 Forcing

The general uncertainties in determining the external forcing of the climate system over the
last millennium have been discussed in the introduction to this thesis. In the following only
the forcing �les used in our simulation are presented. These are mostly consistent with the
setup applied by the NCAR for their last millennium simulation with CCSM4 (Landrum
et al., 2013), which follows PMIP3 protocol for the period 850-1850 AD and CMIP5 protocol
for 1850 AD onwards.

Total solar irradiance

The PMIP3 protocol provides a series of di�erent reconstructions of total solar irradiance
(TSI) to be used in model simulations, which represented, at the time of initialization of
PMIP3, the state-of-the-art knowledge on the topic (Schmidt et al., 2011). However, with
more recent attempts to reconstruct TSI over the last millennium (Shapiro et al., 2011) it
became clear that a consensus on the amplitude of past variability in TSI could not yet be
reached. In light of these results we chose to conduct a simulation in which we use a di�erent
solar forcing than prescribed by PMIP3 protocols in order to take into account the newly
widened envelope of uncertainty surrounding reconstructions of solar activity (Schmidt et al.,
2012).

The TSI used for our simulation, S, is derived from the TSI used by the NCAR, SNCAR, for
their last millennium simulation (Landrum et al., 2013), which bases on Vieira and Solanki
(2010) from 850-1834 AD when it merges with Lean et al. (2005). The reconstruction by
Vieira and Solanki (2010) originates from a physical model of the solar surface magnetic �ux
and its relationship with cosmogenic isotopes measured on Earth. A synthetic 11-year solar
cycle is added to the TSI reconstruction (Schmidt et al., 2011). Further, TSI is shifted down
by 4.785 Wm−2 as compared to the PMIP3 present-day reference (TSI at year 2007 AD =
1365.7240Wm−2; Wang et al., 2005) to account for the climate sensitivity of CESM. However,
we chose to scale the TSI from NCAR, SNCAR, to have a somewhat larger amplitude from
present-day to the Maunder Minimum (0.2% as compared to 0.1% in SNCAR):

S = 2.2635 · (SNCAR − SNCAR) + SNCAR. (A.1)

1www.cesm.ucar.edu/experiments/cesm1.0 ; search for 'b40.coup_carb.004'
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Considering the Earth as a sphere with an average albedo of 0.3, this translates into a ra-
diative forcing di�erence as compared to SNCAR of about 0.26 Wm−2 during the Maunder
Minimum. Fig. A.1a shows the di�erent TSI reconstructions proposed by the PMIP3 protocol
as anomalies to 1850 AD together with the TSI used by the NCAR (SNCAR) and in our simu-
lation. It becomes evident that our TSI lies in between the large-amplitude reconstruction by
Shapiro et al. (2011) and the bulk of small-amplitude reconstructions of the original PMIP3
protocol (Schmidt et al., 2011). This allows for potentially interesting comparisons of our sim-
ulation with the last millennium simulation by the NCAR as well as other modeling groups'
simulation. Changes in ozone due to TSI variability are not included in our simulation.
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Figure A.1: Forcings used in the last millennium simulation with CESM. (a) Our TSI in comparison with
the di�erent TSI reconstructions proposed by PMIP3. (b) Volcanic forcing as total volcanic aerosol mass. (c)
Radiative forcing (RF, calculated according to IPCC, 2001) from the greenhouse gases CO2, CH4, and N2O.
(d) Major changes in land cover.

The insolation due to Earth's orbital con�guration is calculated online according to Berger
(1978). When applying time-variant orbital parameters, this translates into a Northern Hemi-
sphere boreal summer insolation decrease of approximately 0.5% from 850 to 2005 AD (Lan-
drum et al., 2013). However, due to technical limitations in the model version 1.0.1, the
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orbital parameters are set constant to 1990AD values in this simulation. When compared
to the CCSM4 simulation with time-varying orbital parameters (Fig. A.2a), the discrepancy
between the two simulations remains undetectable in the trend of Arctic summer temperature
(Fig. A.2b), a measure that recently has been proposed to be signi�cantly a�ected by orbital
parameters already on timescales of centuries to millennia (Kaufman et al., 2009). In fact,
the Arctic medium- to low-frequency summer temperature anomalies in CESM span a very
similar range as in CCSM4, despite CESM not accounting for time-varying orbital parameters
(Fig. A.2c). In other words, we fail to attribute these amplitudes in Arctic summer tempera-
ture to changes in orbital parameters alone, as detected by Kaufman et al. (2009). Note, that
we apply a TSI with larger amplitudes than CCSM4, that � together with sea ice feedbacks
� may well mask or compensate the missing forcing from time-varying orbital parameters in
CESM. While the time-invariant orbital forcing represents a caveat that likely has a small
impact on absolute Arctic summer temperatures, it does not render the simulation unrealistic
as will be illustrated in other examples in the following.
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Volcanic eruptions

The volcanic forcing follows Gao et al. (2008) from 850-2001 AD, a reconstruction which bases
on volcanic deposition signals in 54 ice core records from both the Arctic and Antarctica
(Fig. A.1b). Note, that di�erences exist to the other PMIP3-proposed reconstruction by
Crowley et al. (2008) with respect to the exact timing and the magnitude of some of the
large eruptions (Schmidt et al., 2011). These arise from di�erent transfer functions used
to convert sulphate concentrations in ice cores to aerosol optical depth and from di�erent
criteria in screening for globally important eruptions. The reconstruction provides estimates
of the stratospheric sulfate aerosol loadings from volcanic eruptions as a function of latitude,
altitude, and month and is implemented in CESM as a �xed single-size distribution in the
three layers in the lower stratosphere (Neale et al., 2010a).
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Greenhouse gases and aerosols

The temporal evolution of long-lived greenhouse gases (GHGs: CO2, CH4, and N2O) is pre-
scribed based on estimates from high-resolution Antarctic ice cores (Fig. A.1c). While the
carbon cycle module interactively calculates the CO2 concentration forced only by land use
changes (see section A.3.2) and fossil fuel emissions (post-1750AD, following Andres et al.,
2012), it is radiatively inactive. Instead, the ice core data are used to prescribe CO2 in the
radiative code to keep the physical model as close to reality as possible. For CO2 and CH4

the Law Dome ice core is used, while for N2O multiple ice cores are combined to increase
robustness. At mid-twentieth century the ice core records are joined with measurements (for
details see Schmidt et al., 2011, and references therein). Variations in the GHG concentrations
pre-1800 AD are primarily due to natural variability and feedbacks in the carbon and nitrogen
cycle, while from the nineteenth century onward anthropogenic fossil fuel burning and land-
use change result in a strong increase in GHG concentrations. Aerosols such as sulfate, black
and organic carbon, dust, and sea salt are implemented as non-time-varying, perpetually in-
ducing the spatial distributions of the 1850 AD control simulation by the NCAR (Landrum
et al., 2013). Post-1850 AD, the time-varying aerosol datasets provided by Lamarque et al.
(2010) are used.

Land use and land cover changes

Land use and land cover (LULC) changes from 850-1500 are based on Pongratz et al. (2008),
who applied a population-based approach on country level to estimate past agricultural activ-
ity. At the year 1500 AD this dataset is joined with Hurtt et al. (2011), a synthesis dataset that
� based on Integrated Assessment Models � extends into the future. Up until about 1850 AD
global anthropogenic LULC changes are small; however, they can have regional impacts (e.g.,
in parts of Asia). Towards the industrial era LULC changes accelerate, dominated by the
expansion of crop land and pasture. Due to the lack of consensus on past LULC changes, the
two datasets do not join smoothly but exhibit a step-wise change in the distribution of crop
land and pasture at the year 1500 AD (Fig. A.1d). Note, that other modeling groups linearly
interpolate every grid cell between the Pongratz et al. (2008) 1500 AD value and the Hurtt
et al. (2011) 1700 AD value (Marco Steinacher, personal communication; Eby et al., in press).

Ocean forcings

Nitrogen (NHx and NOy) input to the ocean is held constant until it starts to be time-varying
from 1850AD onwards, following Lamarque et al. (2010). Iron �uxes from sediments are held
�xed.

A.3.3 Model output

The four model components atmosphere, ocean, land, and sea ice all output monthly means
of their variables in so-called history �les. In the atmosphere a selected number of variables
(precipitation, speci�c humidity, temperature, sea level pressure, winds, and geopotential
height) are output as half-daily means in order to be able to analyze synoptic-scale phenomena
such as storm tracks, blockings, or extreme events. In the ocean some biogeochemical variables
are output as daily vertical integrals and some three-dimensional tracers are output as annual
means.

A.3.4 Model performance

The model was installed on a Cray XT5 at the CSCS (at that time located in Manno) in
the summer of 2010. The machine was upgraded to a Cray XE6 during the fall of 2011 (see
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Table A.1). In collaboration with sta� at CSCS and NCAR the con�guration of the cores was
optimized to obtain the most e�cient performance given a throughput of >10 model year/day
(see Table A.2). This way, a simulation of the last millennium would be possible within one
year, i.e., the usual allocation period for computing time at CSCS. Due to the large number
of three-dimensional tracers involved in the oceanic carbon cycle, the ocean component of
the model is the computationally most expensive one. Therefore, we run the ocean parallel
to all the other components. Through linearly increasing the number of cores used for the
ocean we determine the scalability of the ocean component. Once the optimal con�guration
is found for the ocean, the other components are con�gured to run just as long as the ocean
to maximize the e�ciency of the whole con�guration (so-called load balancing).

Table A.1: Overview of the machines used at CSCS.

Cray XT5 Cray XE6
Processors six-core AMD Opteron 2 × 16-core AMD Opteron

Istanbul @ 2.4 GHz Interlagos @ 2.1 Ghz
Nodes 12 cores per node 32 cores per node
Memory 16 GB per node 32 GB per node
Operating System Cray Linux Environment Cray Linux Environment

Table A.2: Benchmarks of CESM 1.0.1 for the Cray XT5 and XE6 at CSCS. The best con�guration for each
machine is given in the upper part of the table, while the lower part shows the corresponding performance.
Cost indicates the total computing time of all central processing units (CPUs) for one model year, which is a
measure of e�ciency. Throughput indicates the number of model years which can be computed in 24 hours
and is a measure of speed.

Cray XT5 Cray XE6
CPU Root Tasks × Threads CPU Root Tasks × Threads

Coupler 896 0 224 × 4 256 256 256 × 1
Land ice (inactive) 1 0 1 × 1 1 0 1 × 1
Land 256 0 64 × 4 96 0 96 × 1
Sea ice 640 64 160 × 4 160 96 160 × 1
Atmosphere 896 0 224 × 4 512 0 512 × 1
Ocean 480 224 120 × 4 256 512 256 × 1

# of CPU 1,376 768
Cost 2,613 CPU h/sim y 2,138 CPU h/sim y
Throughput 12.64 sim y/day 8.62 sim y/day

When the machine was upgraded to a Cray XE6 this con�guration had to be changed. The
new nodes combine 32 instead of 12 cores, and since only complete nodes can be booked
for computation, the distribution of the nodes on the di�erent model components had to be
adapted to be � if possible � a multiple of 32. The upgrade resulted in more cores being
available at CSCS, however, in the case of CESM increased communication between the cores
actually resulted in a throughput decrease of over 30% (see Table A.2).
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A.4 Preliminary results

Beginning of May 2013, the simulation is at the year 1850AD. The plan is to continue it until
2100AD, using the RCP 8.5 scenario from 2006AD onwards. Here, a few climate parameters
are investigated that shed light on the trends and amplitudes of the already simulated climate
(850-1850AD) and how they compare with reconstructions.

A.4.1 Surface climate

Surface air temperature

The simulated annual mean Northern Hemisphere (NH) surface air temperature (SAT) fol-
lows the general evolution expected from proxy reconstructions: a warm Medieval Climate
Anomaly (MCA, ∼950-1250 AD) and a transition into the colder Little Ice Age (LIA, ∼1200-
1700 AD; Fig. A.3). The NH MCA-to-LIA cooling amounts to about 0.26 ◦C (taking the time
periods de�ned before, as in Mann et al., 2009). In the simulation the inception of the LIA
occurs in concert with the decreasing TSI and the sequence of strong volcanic eruptions during
the thirteenth century. Reconstructions di�er substantially in this matter and start to cool as
early as 1100 AD or as late as 1400 AD. Note, that new regional multi-proxy reconstructions
of temperature are becoming available within the PAGES 2K network (PAGES 2k network,
2013) that allow an in-depth comparison of past regional temperature evolution. They pro-
vide no support for a globally synchronous MCA or LIA but show a clear tendency towards
colder temperatures over most continents in the second half of the millennium.

Fig. A.3 additionally displays the NH temperature evolution of simulations by other PMIP3-
contributing modeling groups currently available on the PMIP3 archive (number of ensemble
members in brackets): BCC-CSM1-1 (1), CCSM4 (1), CSIRO-Mk3L-1-2 (1), FGOALS-gl (1),
GISS-E2-R (4), HadCM3 (1), IPSL-CM5A-LR (1), MPI-ESM-P (1). Other modeling groups
will contribute their simulations to PMIP3, however, at the moment these are the once which
provide monthly SAT. The simulation with MIROC-ESM exhibits a strong drift over the last
millennium and is therefore not shown here. Generally, the models are within the range of
the reconstructions (Fig. A.3). Notable disagreement among the models exists (i) on the
amplitude of the MCA, where most models show colder conditions than CESM and CCSM4,
and (ii) on the response to volcanic eruptions, where CESM and CCSM4 are among the more
sensitive models (FGOALS-gl, on the other hand, shows basically no response to the large
1258 AD-eruption). The absolute NH annual mean temperature (850-1850AD) in PMIP3
models ranges from 12.00 ◦C to 14.66 ◦C .

The CCSM4 simulation by the NCAR (Landrum et al., 2013), which di�ers from our sim-
ulation in initial conditions and TSI amplitude, shows a largely coherent behavior in terms
of amplitude and decadal variability as compared to our simulation (correlation of annual
means r = 0.82, p<0.001). This indicates that TSI (in combination with volcanic forcing)
paces decadal to centennial SAT variability. It also indicates that the common underlying
physical components of the two models (especially CAM4, POP2, CICE) are relatively in-
sensitive to di�erences in the TSI amplitude of the magnitude seen here (see section A.3.2).
Indeed, the Maunder Minimum (1675-1704 AD), the period of largest TSI di�erence between
CCSM4 and CESM (1.5 Wm−2), is only 0.14 ◦C cooler in CESM.

The impact of volcanic eruptions in CESM is generally stronger than anticipated by most
reconstructions (an oversensitivity of CCSM4 to volcanoes based on twentieth century simu-
lations has been reported by Meehl et al., 2012). Considerable disagreement between models
and reconstructions in general exists on the magnitude of the eruptions at 1258AD and
around 1350AD. The 1258AD eruption is the largest during the last millennium in recent
reconstructions and its climatic impact was likely enhanced through the cumulative e�ect
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of three smaller eruptions following shortly after (Gao et al., 2008; Crowley et al., 2008).
However, the pronounced cooling that is simulated by the models for this eruption cluster is
largely absent in temperature reconstructions. Controversial, around 1350AD temperature
reconstructions show a decadal-scale cooling due to volcanoes that is absent in the models,
as the volcanic forcing that is used in the models shows only two relatively small eruptions
around that time. Part of this incoherent picture may arise from the unknown aerosol size
distribution for past eruptions (Timmreck et al., 2010) and the unknown geographic loca-
tion of past volcanic eruptions (Schneider et al., 2009). As many proxy reconstructions of
temperature rely heavily on tree ring data it is worth noting that the dendrochronology com-
munity currently debates whether the trees' response to volcanic eruptions resembles the true
magnitude of the eruption (Mann et al., 2012; Anchukaitis et al., 2012).

The Southern Hemisphere (SH) generally shows a similar SAT evolution as the NH with the
signature of the MCA and LIA superimposed on a millennial cooling trend. However, due to
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the dampening e�ect of the higher ocean-to-land ratio on the SH the SAT variations resulting
from TSI �uctuations and volcanic eruptions are smaller than on the NH. Over the second
half of the last millennium the simulation is in reasonable agreement with the small number
of reconstructions that exist for the SH. Between 1000 and about 1300AD the reconstructions
show variations that are not reproduced by the model. Again, the cluster of volcanic eruptions
starting at 1258AD does not leave a marked response in the reconstructions, but does so in
the models. However, this cluster of volcanic eruptions has a far greater impact in CESM and
CCSM4 than in the other models. The eruptions in the 1450s then trigger a more coherent
behavior of the models. The absolute SH annual mean temperature (850-1850AD) in PMIP3
models ranges from 11.37 ◦C to 14.09 ◦C .

Sea ice

Due to the sparseness of observational data or proxies during preindustrial times it is di�cult
to validate sea ice in simulations of the last millennium. A recent multi-proxy approach
yielded a millennial reconstruction of pan-Arctic August sea ice extent that models can be
compared to (Kinnard et al., 2011). Our simulation is in reasonable agreement with the
reconstruction and captures both absolute values and amplitudes (Fig. A.4). However, the
considerable reduction of sea ice extent reconstructed for the time around 1600 AD is not
fully reproduced by the simulation, which is a the upper end of the uncertainty band of the
reconstruction at that time. Kinnard et al. (2011) hypothesize that only a strengthened in�ow
of warm Atlantic waters through Fram Strait could have produced such a reduction in Arctic
sea ice cover during a time of wide-spread atmospheric cooling (LIA). The corresponding
proxy from the Fram Strait (water temperature at depth of Atlantic water in�ow), however,
does not show a marked increase in Atlantic in�ow at that time (Spielhagen et al., 2011).
In our simulation no direct relation between the annual mean ocean heat transport (OHT;
relative to a reference temperature of −0.1 ◦C ) through Fram Strait and Arctic summer sea
ice extent is detectable as there exists no signi�cant (lag-)correlation. The OHT through
Fram Strait (88±19 TW) shows strong interannual and decadal variability. The fairly short
observational records (e.g., Schauer et al., 2004, reported 28-46 TW during three years) make
it hard to validate the model, and the comparison to the proxy reconstruction by Spielhagen
et al. (2011) reveals no clear coherence between reconstruction and model. Of the other
models only CCSM4 reproduces the reconstructed sea ice extent with comparable accuracy
as CESM. The other models either do not show the distinct increase in sea ice extent after
1200 AD or are substantially o� in terms of absolute values.

Inception of the Little Ice Age

Chapter 4 of this thesis features a study on the role of the Arctic sea ice during the transition
from the MCA to the LIA (1150-1500AD) using an ensemble of simulations with CCSM3.
Increasing sea ice in the Barents Sea, accompanied by increased SLP and ambient cooling,
was found to amplify the cooling in Northern Europe at the inception of the LIA. The new
simulation with CESM and other models o�ers the possibility for a comparison with the
CCSM3 results. While the proposed mechanism appears robust within the CCSM3 ensemble,
the comparison with new PMIP3 simulations from other models shows a more heterogeneous
picture regarding the pattern of sea ice, temperature, and sea level pressure during the MCA-
LIA transition (Fig. A.5).

When considering the same time period as in chapter 4, 1450-1500AD (LIA) and 1150-
1200AD (MCA), the models agree on an ampli�ed cooling over Northern Europe and North-
ern Russia (multi-model mean in Fig. A.5). However, the change in sea ice distribution
(indicated here by the shift of the line of 50% sea ice concentration) and the SLP anomaly
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Figure A.4: August Arctic sea ice extent in model simulations and a reconstruction by Kinnard et al. (2011).
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di�er considerably between the models. The analysis in chapter 4 revealed that the mech-
anism � advancing sea ice, increasing SLP, decreasing temperature in the Barents Sea � is
quite sensitive to the location of the sea ice edge, which is why a di�erent sea ice distribution
will likely yield a di�erent climate response as compared to CCSM3.

CSIRO-Mk3L-1-2 shows a similar pattern as CCSM3 in all quantities. The other models
have either di�erent sea ice distributions or do not show a clear, i.e. signi�cant, link between
changes in sea ice and SLP. A remarkable discrepancy occurs in the response of CESM and
CCSM4. As mentioned before, the physical components of these two models di�er only in
terms of the applied solar forcing, yet their SLP anomalies are markedly di�erent. In CESM
SLP increases in the area of the increased sea ice cover, in line with CCSM3. Controversial,
CCSM4, while also simulating a slight increase in sea ice, shows a widespread decrease in
SLP in the Arctic region. The picture becomes slightly more coherent when looking at annual
means (Fig. A.6).

When considering the time periods used in Mann et al. (2009), 1400-1700AD (LIA) and
950-1250AD (MCA), the picture is similarly heterogeneous (Fig. A.7). CESM and CCSM4
display a comparable cooling pattern over Northern Europe and Russia and a similar sea ice
distribution, while showing somewhat di�erent SLP anomalies. Two models (IPSL-CM5A-
LR and BCC-CSM1-1) even simulate substantial warming over the North Atlantic, leading
to a small retreat of sea ice in the Labrador Sea during the LIA. The ampli�ed cooling over
Northern Europe and Russia seen in the reconstruction is not coherent across all models.
Nevertheless, due to the large anomalies in CESM and CCSM4 it emerges as the dominant
signature in the multi-model mean.

Finding the reasons for the discrepancy between CESM and CCSM4, or between the di�erent
models in general, is not straightforward. Due to the large internal variability, of e.g., SLP,
and the relatively weak external forcing applied to last millennium simulations (as compared
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Figure A.5: November-April mean Little Ice Age (LIA, 1450-1500AD) − Medieval Climate Anomaly (MCA,
1150-1200AD) di�erence in sea level pressure (SLP, stippling indicates signi�cance at the 5% level in a two-
sided t-test), surface air temperature, and sea ice concentration. Time periods are as in Lehner et al. (in
press). (a) Multi-model mean of PMIP3 models plus CESM. (b-g) Individual models.

to glacial-interglacial forcing) the signal-to-noise ratio is small for many of the simulated quan-
tities. Di�erences in explicit physics or parameterizations of models add another possibility
for discrepancies. Most importantly, however, for all these models only a single last millen-
nium simulation exists to date, making it virtually impossible to conduct proper detection
and attribution (see section 1.1.3).

Ideally, these issues are tackled using ensemble simulations with di�erent models. As alluded
to in the introduction of this thesis, this is quite costly and not yet common practice in
paleoclimatic research with coupled models. Rather, (i) ensembles over shorter time periods
are used or (ii) the individual model simulations are averaged into one multi-model mean.
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Figure A.6: Same as Fig. A.5 but for annual means. (a) Reconstructed temperature anomaly. (b) Multi-
model mean of PMIP3 models plus CESM. (c-h) Individual models.

The �rst approach was applied in chapter 4 (Lehner et al., in press): six ensemble members
with CCSM3, di�ering only by their initial conditions, show a heterogeneous response to
the external forcing (Fig. A.8). Although not as heterogeneous as among di�erent models
(Figs. A.5, A.6 and A.7), the anomaly patterns in sea ice and SLP still di�er considerably
between the ensemble members. However, while not signi�cant in every individual member,
the sea ice increase, the cooling, and the positive SLP anomaly over the Barents Sea clearly
stand out as signi�cant features of the ensemble mean.

The second approach, a multi-model mean, has the advantage of sampling di�erent physically
self-consistent models, thereby reducing the risk that an important process is missed � a risk
inherent in the �rst approach. On the other hand, a common problem of unweighted multi-
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Figure A.7: Same as Fig. A.6 but for the time periods as in Mann et al. (2009): Little Ice Age (LIA,
1400-1700AD) − Medieval Climate Anomaly (MCA, 950-1250AD).

model means is its susceptibility to outliers or models with strong anomalies (e.g., Tebaldi
and Knutti, 2007), such as CESM and CCSM4, which have relatively large anomalies over the
Barents and Nordic Seas, potentially dominating the multi-model mean (Figs. A.6 and A.7).

Overall, however, the combination of the CCSM3 ensemble simulations together with the
PMIP3 multi-model mean draws a relatively consistent picture of an ampli�ed LIA-cooling
over the Barents Sea and Northern Europe that seems to be closely linked with changes in
sea ice cover.
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Figure A.8: Same as Fig. A.6 but with CCSM3 from Lehner et al. (in press): (a) ensemble mean and (b-g)
the individual ensemble members.

A.4.2 Modes of variability

With the last millennium simulations from CESM and the PMIP3 models at hand, an update
of the study in chapter 3 can be provided by brie�y revisiting the questions whether, (i), the
simulated North Atlantic Oscillation (NAO) shows persistent positive or negative phases or,
(ii), if coherent low-frequency behavior exists among the models.

Fig. A.9 displays the NAO indices from CESM, the PMIP3 models, the reconstruction by
Trouet et al. (2009), and an instrumental record (Vinther et al., 2003). While there exists some
coherence between reconstruction and models from 1600-1850AD, the multi-model evolution
of the NAO does not support the reconstructed persistent positive NAO during the MCA.
However, Landrum et al. (2013) indicate a tendency towards positive values in CCSM4 during
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Figure A.9: The North Atlantic Oscillation (NAO) in simulations of the last millennium, de�ned as the �rst
Empirical Orthogonal Function of November-March mean sea level pressure (SLP). Time series have been
smoothed with a 30-year cubic spline and then normalized to make them comparable with the reconstruction
by Trouet et al. (2009). The index by Vinther et al. (2003) is the longest instrumental record of the NAO,
using SLP data from Gibraltar and Reykjavik. The Medieval Climate Anomaly (MCA) and the Little Ice
Age (LIA) are indicated as de�ned in Mann et al. (2009, light shading) and Lehner et al. (in press, darker
shading). The panel on the right shows boxplots of the NAO during the MCA (1010-1250AD, indicated by
black vertical lines) and the LIA in the reconstruction and the models.

1130-1330AD. Clearly, it is di�cult to draw robust conclusions on this as there exists only a
single realization of CCSM4. The fact that neither CESM nor the median of PMIP3 model
reproduces the CCSM4 tendency towards positive values during MCA suggests that external
alone forcing cannot account for this signal. In that sense, the results from the new generation
of models are compatible with older models, however, further investigation is needed as to the
forced versus unforced oscillations in the NAO in model simulations of the last millennium.
In any case, as discussed in Lehner et al. (2012a), additional proxies are required to improve
the reconstructions and to clarify the role of the NAO during the last millennium.

A.4.3 Carbon cycle

The CESM includes an interactive carbon cycle module that allows to study the response of the
carbon cycle to transient external forcing. To date, no transient last millennium simulation
with the full carbon cycle version of CESM has been conducted. Lawrence et al. (2012)
investigated the sensitivity of the land carbon cycle only to prescribed land cover changes
from 1850-2100AD. Keith Lindsay and co-authors have submitted a paper looking at the
full carbon cycle, including the biogeochemical cycle in the ocean and prognostic exchanges
with the atmosphere, in historical simulations from 1850-2005AD. Considering other models,
there exists a number of simulations (1850-2100AD) from groups participating in the Coupled
Climate-Carbon Cycle Model Intercomparison Project (C4MIP; Friedlingstein et al., 2006)
and, more recently, an intercomparison of last millennium simulations from EMICs (Eby et al.,
in press). Jungclaus et al. (2010) were the �rst to use a comprehensive coupled Earth system
model with interactive carbon cycle, the MPI-ESM, to run an ensemble of last millennium
simulations.

Fig. A.10 provides an overview of the carbon cycle during the last millennium as simulated
by CESM. The land biosphere is a carbon sink during most of the �rst half of the last
millennium, but becomes a source as anthropogenic land cover changes start to have a larger-
scale impact on the carbon cycle (Fig. A.10b and c). This shift is somewhat abrupt around
1500AD due to the unsmoothed merging of two forcing datasets (see section A.3.2). The
ocean acts the other way around, being a carbon source at the beginning and becoming a sink
in the second half of the last millennium. Towards the end of the simulation, anthropogenic
emissions of carbon from fossil fuel combustion start to become signi�cant. The residual of the
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�uxes from and to the biosphere and ocean represents changes in the atmospheric reservoir
of carbon, illustrated in Fig. A.10d by the simulated CO2 concentration. The amplitude
of the simulated concentration does not compare favorably with the one reconstructed from
ice cores, raising the question whether the sensitivity of the carbon cycle to external forcing
is too weak in CESM. Ensemble simulations with the MPI-ESM, another state-of-the-art
Earth System Model, also do not fully reproduce the reconstructed amplitudes (Jungclaus
et al., 2010). Further, Earth system models of intermediate complexity or vegetation models
driven by GCMs do also not reproduce the uptake of carbon by either ocean or land needed
to explain the reconstructed amplitudes (Renato Spahni, personal communication; Stocker
et al., 2011). Additionally, the seasonal cycle is underestimated, at least when compared to
twentieth century observations.

Given the shortness of our control simulation (258 years) and the long adjustment time of
the carbon cycle (approximately 500 years; Keith Lindsay, personal communication, who con-
ducted a >1,000 years 1850AD control simulation), the carbon reservoirs in the land and
ocean can probably not be considered in equilibrium. Due to computational constraints the
control simulation could not be extended beyond the point of branching for the transient
simulation. Therefore, a proper estimation of the long-term trend from a long control simu-
lation is not possible (as done for example in chapter 2). During the control simulation the
land ecosystem (excluding soils) accumulates carbon at about 8.4Pg C 100 yr−1, the soils at
about 4.1Pg C 100 yr−1 (Fig. A.10e). These trends seem to persist at the beginning of the
transient simulation, when the total land ecosystem and soil accumulate carbon at the rate of
7.9 Pg C 100 yr−1 and 3.1Pg C 100 yr−1, respectively, during the �rst 200 years. These rates
decrease and become zero and 0.6Pg C 100 yr−1, respectively after about 550 years.

A.4.4 Outlook

With the preindustrial part of the last millennium simulation completed (850-1850AD), a
variety of paleoclimatic research questions can be addressed. First steps have been made by
brie�y revisiting research questions of other chapters, dealing with the role of the NAO and
the Arctic sea ice during the MCA-LIA transition. Within the same time period, the half-
daily model output allows us to study the number and intensity of North Atlantic storms,
potentially contributing to the long-standing debate on the driving mechanisms of the MCA-
LIA transition (e.g., Trouet et al., 2009, 2012; Lehner et al., 2012a, in press). Also, the
comparison with CCSM4 provides the opportunity to estimate the impact of di�erent TSI
amplitudes on the climate in the same physical model. Together with the PMIP3 simulations
by other models and a growing number of proxies there exists an extended basis for tackling
these paleoclimatic issues.

Regarding the carbon cycle, the simulation enables the high-resolution study of natural
climate-carbon cycle interactions. Of particular interest will be the continuation of the sim-
ulation from 1850AD into the twentieth century and the subsequent comparison with other
CESM simulations that started in 1850AD (conducted by the NCAR and Kathrin Keller at
KUP). These simulations are typically started from equilibrated initial conditions for 1850AD,
which are expected to di�er from our transient model state at the year 1850AD. Thereby, the
importance of inertia in the coupled climate-carbon cycle system can be investigated.
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