
1.  Introduction
The aspirational climate target of limiting global warming to 1.5°C above preindustrial put a spotlight on low 
warming scenarios that were previously under-explored in climate change research (IPCC, 2018). It motivated the 
development of new climate model simulations designed to stabilize global warming at 1.5°C and 2°C (Mitchell 
et al., 2016; Sanderson et al., 2017), and also posed the challenge of assessing if climate change impacts differ 
significantly under a seemingly small 0.5°C difference in global warming (Schleussner et al., 2017; Seneviratne 
et al., 2018). Since only a small fraction of the Coupled Model Intercomparison Project (CMIP) Phase 5 and 
6 simulations stabilize at 1.5°C or 2°C global warming, various sampling approaches have been applied to the 
CMIP archives in order to enable climate change impact assessments for these global warming targets (James 
et al., 2017). The most common approach is to extract a time window centered on 1.5°C or 2°C global warming, 
regardless of the underlying emissions scenario (Schleussner et al., 2016), as this is generally preferable to the 
classic pattern scaling approach (Herger et al., 2015). Consequently, for instance, a time window with 1.5°C glob-
al warming represents an earlier part of the 21st century under a high emissions scenario than a low emissions 
scenario (King, 2019; King et al., 2017). An important assumption of this approach is that climate change impacts 
scale with the level of global warming, irrespective of whether that level is transient or stable. This assumption 
has been shown to hold for many variables on global and regional scales (Seneviratne et al., 2016; Wartenburger 
et al., 2017), even as there are good reasons to assume that some do not (Good et al., 2016; King et al., 2019; 
Sniderman et al., 2019).

While the high and low emissions scenarios from CMIP5 and 6, Representative Concentration Pathway (RCP) 
8.5 and Shared Socioeconomic Pathway (SSP) 5-8.5 and RCP 2.6 and SSP 1-2.6, respectively, portray very dif-
ferent emissions trajectories for greenhouse gases (GHGs), they all feature a decline in aerosol forcing due to the 
implementation of air pollution abatement measures with socioeconomic development (Lamarque et al., 2011; 
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Rao et al., 2017). “Time window” approaches, like those described above, implicitly ignore the role for aerosols 
in causing differing climate change impacts for the same global warming (Park et al., 2018). These approaches 
are expected to be particularly inaccurate where the response of the hydrological cycle depends on aerosol forcing 
(Lin et al., 2016; Pendergrass et al., 2015).

This issue is illustrated by 21st century changes in global land precipitation, evaporation, and total column soil 
moisture (hereafter soil moisture) in simulations with the Community Earth System Model version 1 (CESM1) 
(Figures 1a–1c). In CESM1 under RCP8.5, there is steady global warming to almost 5°C above the 1920–1949 
mean by the end of the 21st century, while global land precipitation initially decreases due to the inhibiting effect 
of aerosols, before increasing at ∼2.2% C−1 as the aerosol forcing declines (Figure 1a). Under scenarios that sta-
bilize global warming at 1.5°C and 2°C through GHG mitigation, but retain the decline in aerosol forcing, global 
land precipitation increases even after global temperature has stabilized. For instance, if global land precipitation 
changes at 1.5°C or 2°C global warming are assessed using a “time window” approach under RCP8.5, in CESM1 
they yield an increase of only 0.9% and 2.2% above the 1920–1949 mean. The same assessment under scenarios 
stabilized at 1.5°C and 2°C global warming, however, would yield an increase of 2.5% and 3.6%—because of the 
greater corresponding reduction in aerosol forcing (Figure 1a). This behavior is apparent in global land precipi-
tation from other CMIP5 and 6 models, for instance, under the RCP8.5 and SSP5-8.5 scenarios as compared to 
lower emission scenarios like RCP2.6 and SSP1-2.6 (Figure 1a), as well as for other variables like global land 
evaporation, albeit with larger inter-model uncertainty (Figure 1b). Finally, global soil moisture also exhibits this 
behavior, with a tendency toward additional drying with stabilized global temperature (Figure 1c)—although, 
the inter-model uncertainty in soil moisture projections is particularly large. Regardless, these results suggest 
that individual forcing factors can drive a complex range of hydroclimate changes for the same global warming.

The above behavior has consequences for global warming target-based climate change impact assessments, and 
thus care must be taken when choosing data and methods for such assessments (James et al., 2017). In the context 
of hydroclimate, it also suggests that the common assumption of monotonic changes will not hold everywhere 
(Seager, 2015), and that the large-scale evolution of hydroclimate has been, and will continue to be, influenced 
by aerosol forcing (Bonfils et al., 2020; Marvel et al., 2019). By extension, this also means that observed hydro-
climate changes (i.e., those associated with global warming from preindustrial to ∼1°C), might not always be 
informative for constraining the characteristics of future changes. Indeed, in some regions, drought risk is not 
projected to change significantly from present day up to 2°C global warming, while large changes are projected 
under higher emissions (Lehner et al., 2017). Other work has highlighted how extreme precipitation depends 
nonlinearly on global warming (Pendergrass et al., 2019). Finally, projected aerosol-related changes in precipita-
tion and potential evapotranspiration have been shown to balance each other at the global scale, yielding little net 
effect on aridity (aridity being precipitation divided by potential evapotranspiration), but that regionally, aridity 
can be strongly affected by aerosol forcing (Lin et al., 2016).

These results serve as a working hypothesis to investigate the potential for nonlinear hydroclimate changes as a 
function of global warming (hereafter referred to as nonlinear changes or nonlinearities). The aim of this paper 
is thus to identify nonlinearities (Sections 3.1 and 3.2), investigate the role of individual forcing factors and their 
potential non-additivity in driving those nonlinearities (Section 3.3), and discuss the implications of differences 
in forcing efficacy for warming targets (Section 4). It expands on earlier work by employing the full CMIP5 
and CMIP6 ensembles, together with idealized simulations with CESM1 that isolate the influence of individual 
forcing factors.

2.  Data and Methods
2.1.  Model Simulations

We use several ensembles of simulations with CESM1 (Hurrell et al., 2013), all with the same component set 
in terms of resolution and physics: the CESM1 Large Ensemble, hereafter CESM1 ALL, consisting of 40 sim-
ulations run from 1920 to 2100 under “historical” and RCP8.5 forcing (Kay et al., 2015); and the CESM1 Low 
Warming simulations, consisting of 10 simulations each, stabilizing at 1.5°C and 2°C global warming above 
preindustrial conditions during the second half of the 21st century (Sanderson et al., 2017). To analyze individual 
forcing factors, we use two 20-member ensembles run from 1920 to 2080 with identical experimental setup and 
forcing as the CESM1 ALL, except that in one ensemble anthropogenic industrial aerosols are held constant at 
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1920 values (CESM1 XAER), while in the other ensemble greenhouse gases (GHGs) are held constant at 1920 
values (CESM1 XGHG). An additional 15-member ensemble from 1920-2029 is used, in which aerosols from 
biomass burning are held constant at 1920 values (XBMB). The latter three ensembles are described in more 
detail in Deser et al. (2020). Note that in the CMIP protocol, aerosol forcing refers to the combination of anthro-
pogenic industrial aerosols (AER) and biomass burning aerosols (BMB). The distinction between AER and BMB 

Figure 1.
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in these ensembles enables understanding their relative contributions to the more commonly investigated total 
aerosol forcing.

To estimate the impact of individual forcing factors, we calculate AER = ALL-XAER, GHG = ALL-XGHG, 
and BMB = ALL-XBMB using respective ensemble means. These residuals include possible nonlinear inter-
actions between forcing factors, prompting us to investigate the additivity of the residuals explicitly (i.e., is 
ALL = AER + GHG + BMB?). The ensembles do not cover forcing factors thought to be of lesser importance 
for secular hydroclimate trends, such as volcanic, solar, and ozone forcing, and land use change. The single-model 
individual forcing setup also enables a better sampling of internal variability, and thus more robust identification 
of the forced signal than would be possible using the CMIP multi-model ensembles (especially at regional scales), 
where only a few models provide single forcing simulations, often with only one ensemble member. On the other 
hand, this setup does not allow for an assessment of projection uncertainty due to model structural differences. 
We therefore contextualize the results from CESM1 with results from CMIP5 and 6.

2.2.  Hydroclimate Metrics

To be consistent with previous studies of future hydroclimate (e.g., Cook et al., 2020), we use total column soil 
moisture (“mrso”), precipitation (“pr”), and evaporation (“hfls”) to characterize hydroclimate variability and 
change. Most time series are expressed as absolute anomalies (temperature) or relative anomalies (precipitation, 
evaporation) to the common reference period 1920–1949, except precipitation and evaporation are normalized 
(subtract mean and divide by standard deviation, SD) for the calculations in Section 2.4. Soil moisture, which has 
large inter-model spread in absolute values because of differing total soil column depths, is normalized over the 
reference period. Results are presented as annual means (January–December average).

2.3.  Observational Data Sets and Model Evaluation

Due to the lack of spatially and temporally continuous observations of evaporation and soil moisture, it is diffi-
cult to comprehensively evaluate the simulation of regional hydroclimate by models (e.g., Ukkola et al., 2018). 
Nevertheless, to assess the realism of model-simulated hydroclimate, we use precipitation, evaporation, and total 
column soil moisture from 1950 to 2020 from the ERA5 data set (Hersbach et al., 2020).

2.4.  Assessing the Linearity of Hydroclimate Changes as a Function of Global Warming

To assess whether hydroclimate changes are nonlinear as a function of global warming, we calculate the depar-
ture from linearity for a given increase in global temperature following King (2019):

𝐷𝐷Δ𝑇𝑇 = Δ𝑄𝑄simulated toΔ𝑇𝑇 − Δ𝑇𝑇
Δ𝑇𝑇 − 𝛼𝛼

Δ𝑄𝑄simulated toΔ𝑇𝑇−𝛼𝛼�

where 𝐴𝐴 Δ𝑄𝑄 is the change in a normalized hydroclimate metric (subtract mean and divide by SD) from 1920 to 
1949 at each grid point, 𝐴𝐴 Δ𝑇𝑇  is the change in global temperature from its 1920–1949 mean in °C, and 𝐴𝐴 𝐴𝐴 is the 

𝐴𝐴 Δ𝑇𝑇  increment (here 1°C) over which the linearity is assessed. Departures from linearity are calculated for global 
warming of 2°C, 3°C and 4°C above 1920–1949 using 20-year mean time windows centered on the year closest 
to the respective warming level under the RCP8.5 and SSP5-8.5 scenarios. 𝐴𝐴 Δ𝑄𝑄simulated toΔ𝑇𝑇  is calculated for the 

Figure 1.  (a) Global land precipitation changes as a function of global warming, relative to their 1920–1949 means, from CESM1 simulations under (black) RCP8.5 
and (green and light green) 1.5°C and 2°C stabilization scenarios, as well as from (faint red and blue; one simulation per model) CMIP5 models under RCP8.5 and 
RCP2.6 and (red and blue) CMIP6 models under SSP5-8.5 and SSP1-2.6. Data plotted as nonoverlapping decadal means of annual means. For CMIP5 and CMIP6, an 
uncertainty range is given as a binominal probability distribution encompassing, on average, 50% of values for a given decadal mean. Number of ensemble members 
(CESM1) or models (CMIP5 and 6) is given in parentheses in panel (a). (b)–(c) Same as (a) but for global land evaporation and global total column soil moisture. 
Soil moisture is normalized relative to 1920–1949. (d) Change in normalized annual mean soil moisture for the 20-year period with ∼4°C global warming relative 
to 1920–1949 in CESM1; hatching indicates differences that are not significant according to a two-sided t test (95% confidence level). (e) Summed departure from 
linearity as a function of global warming of 1°C, 2°C, 3°C, and 4°C; hatching indicates where the signal-to-noise ratio is smaller than one. Blue colors tend to indicate 
a convex trajectory with global warming, red colors a concave trajectory. (f)–(i) Same as (d)–(e) but for CMIP5 and 6; hatching indicates <67% models agree on the 
sign. (j–o) Histograms give the land fraction occupied by a certain color bar category for soil moisture, evaporation and precipitation (additional maps in Supporting 
Information S1).
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same time windows for each ensemble member and CMIP model individually; 𝐴𝐴 Δ𝑄𝑄simulated toΔ𝑇𝑇−𝛼𝛼 with 𝐴𝐴 𝐴𝐴 = 1◦𝐶𝐶 is 
calculated analogously. Summing across the absolute value of the departure values for each global warming level 
(𝐴𝐴
∑

|𝐷𝐷Δ𝑇𝑇 | ) yields a summary measure for the nonlinearity of hydroclimate change for global warming from 1°C 
to 4°C (Figure S1 in Supporting Information S1). Summing across the actual departure values (𝐴𝐴

∑

𝐷𝐷Δ𝑇𝑇  ) indicates 
the magnitude and the shape of nonlinearity (Figures 1e, 1g and 1i). The metric 𝐴𝐴

∑

𝐷𝐷Δ𝑇𝑇  takes into account the 
influence of internal variability by being considered robust when its ensemble mean value is larger than 1SD of 
its spread across ensemble members (in case of CESM1) or when more than 67% of models agree on the sign 
(in case of CMIP5 and 6). In observations from Berkeley Earth (Rohde et al., 2013) and HadCRUT5 (Morice 
et al., 2021) the period 1920–1949 is ∼0.2°C warmer than preindustrial (the 1850s); thus, the 1°C baseline used 
here corresponds closely to the observed warming to date since preindustrial of ∼1.2°C.

3.  Results
3.1.  Linearity of Hydroclimate Changes

Consistent with previous studies using CESM1 and CMIP5 and 6, there is substantial soil moisture drying pro-
jected during the 21st century across many regions of the globe, in particular the Southwestern US, Central 
America, the Amazon, Southern Europe, South Africa, and Southern Australia (Figures 1d, 1f and 1h). Wetting 
is projected for East Africa, Central Asia, India, and Southern South America. CESM1 (Figure 1d) shows a sim-
ilar pattern of soil moisture change as CMIP5 and 6 (Figures 1f and 1h), although it overall shows more wetting 
than either multimodel mean (Figure 1j), particularly at high latitudes, in East Asia, and Central Africa. Many of 
the regions with robust soil moisture drying also see robust precipitation declines, suggesting those as the main 
driver of soil moisture changes (Figure S1 in Supporting Information S1). Changes in total runoff, another major 
component of the terrestrial water budget, are tightly coupled to precipitation changes in many regions of the 
globe (not shown). However, the severity of, and land fraction with, soil moisture declines are overall larger than 
for precipitation, suggesting that increases in evaporation (Figure S3 in Supporting Information S1) act to amplify 
soil moisture drying (e.g., Cook et al., 2020).

Nonlinearities in the soil moisture changes show a complex pattern, with both convex and concave trajectories 
as a function of global warming (Figures 1d–1i). There is generally good correspondence between the summed 
departures and summed absolute values of departures from linearity as a function of global warming (Figure S1 
in Supporting Information S1), such that we only show the summed departures in the main text. Across CESM1, 
CMIP5, and CMIP6, about 50% of the global land area (excluding Antarctica) shows nonlinearity of magnitude 
greater than 0.5 (Figure 1k). In CESM1, the largest coherent region of nonlinearity is a band from Central Africa 
to Southern Asia, South-East Asia, and the Maritime Continent (Figure 1e). CESM1, CMIP5, and CMIP6 show 
only limited consistency regarding the pattern of nonlinearity, although the general tendency for nonlinearity 
in the tropics exists in all three ensembles (Figures 1g and 1i). By contrast, evaporation shows a smaller land 
fraction with nonlinearities greater than 0.5 (Figure 1m) and an overall more consistent spatial pattern across the 
three ensembles (Figure S2 in Supporting Information S1). Precipitation shows the smallest land fraction with 
nonlinearities (Figure 1o and Figure S3 in Supporting Information S1). In other words, the land fraction with 
nonlinearities gradually increases when moving from precipitation to evaporation and then soil moisture, possibly 
because of the increasing complexity of processes shaping the response of these variables to forcing—which also 
manifest as larger model uncertainties in the associated projections (Figures 1a–1c).

In the following, three representative regions are investigated in more detail: South-East Asia, where the three 
ensembles do not agree on the sign of future soil moisture changes, but agree on the presence of nonlinearity 
with a convex trajectory, and where previous studies found a path-dependence of the precipitation response to 
the same warming level (Good et al., 2016); East Africa, where the models agree on a future wetting, but not on 
the presence of nonlinearity; and the Western United States, where there is no robust nonlinearity, but an earlier 
study with CESM1 found similar drying at both 1.5°C and 2°C, pointing to possible nonlinear responses under 
stabilized global temperatures (Lehner et al., 2017).

3.2.  Examples of Regional Hydroclimate Changes

While we illustrate hydroclimate changes as a function of global warming, very similar figures are obtained when 
using local instead of global temperature changes (Figure S4 in Supporting Information S1).
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In South-East Asia, strong nonlinearities in precipitation, evaporation, and soil moisture are simulated by all three 
ensembles (Figures 2a–2c). Each variable declines initially, despite global warming. In CMIP5 and 6, evaporation 
and precipitation recover quickly from the initial declines. However, the recovery of evaporation exceeds that 
of precipitation, leading to soil moisture declines, although these declines are relatively weak past 1.5°C global 
warming (Figure 2c). CESM1 ALL behaves similarly to CMIP5 and 6 initially (although with a larger magni-
tude), but evaporation never fully recovers, leading to soil moisture increases relative to the reference period (Fig-
ure 2c). Precipitation and evaporation in the 1.5°C and 2°C simulations with CESM1 show a clear deviation from 
CESM1 ALL, with a recovery back to reference period values after global temperature has stabilized (Figures 2a 
and 2b). However, these precipitation and evaporation changes largely balance each other, such that soil moisture 
remains comparable to CESM1 ALL at the same warming levels (Figure 2c).

In East Africa, all three ensembles project an increase of precipitation, evaporation, and soil moisture with global 
warming (Figures 2d–2f). However, CESM1 shows a sharp initial soil moisture increase, before any notable 
global warming (Figure 2f). This behavior is not seen in the CMIP5 and 6 multimodel means (although a small 
number of individual models exhibit similar behavior; not shown), which exhibit linearity for all scenarios and 
variables.

Figure 2.  As Figures 1a–1c, but for (a–c) Southeast Asia, (d–f) East Africa, (g–i) Western United States.
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In the Western United States, all three ensembles project increases in evaporation that outpace increases in pre-
cipitation, leading to soil moisture declines (Figures 2g–2i). There is a tendency for continued increases in pre-
cipitation and evaporation, even as global temperatures stabilize, although this response is significantly stronger 
in CESM1 than in CMIP5 and 6 (Figure 2g). Nevertheless, the precipitation and evaporation changes largely 
balance as global temperatures stabilize, leading to little additional soil moisture change (Figure 2i). For high 
emissions scenarios, however, there is a notable divergence of soil moisture changes among the three ensembles, 
with CMIP6 showing less drying than CMIP5, and with CESM1 sitting in between (Figure 2i).

3.3.  The Role of Individual Forcing Factors and Their Additivity

To understand the role for individual forcing factors in driving the regional hydroclimate changes in the previous 
section, we examine the residual between the single forcing and ALL forcing simulations with CESM1 (e.g., 
GHG = ALL-XGHG) and plot them as a function of global warming (Figure 3). These residuals are shown as 

Figure 3.  (a) Decadal ensemble mean of annual mean precipitation over South-East Asia, plotted as a function of the decadal ensemble mean of annual mean global 
temperature, from the CESM1 individual forcing factor ensembles, and combinations. Time series are relative to 1920–1949; the first decade is the 1920s, the last the 
2080s, except for BMB and AER + GHG + BMB, which end with the 2020s. (b)–(c) Same as (a) but for evaporation and total column soil moisture. (d)–(f) and (g)–(i) 
same as (a)–(c) but for East Africa and Western United States.
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absolute differences from to the reference period, to enable assessment of the additivity of the impacts of individ-
ual forcing factors, which is achieved by comparing GHG + AER + BMB to ALL.

In South-East Asia, the nonlinearity in precipitation, evaporation, and soil moisture in ALL occurs primarily 
due to AER (Figures 3a–3c). GHG drives a relatively linear increase in precipitation with global warming (Fig-
ure 3a; see Figure S5 in Supporting Information S1 for global maps), while having little impact on evaporation 
(Figure 3b and Figure S6 in Supporting Information S1), thus leading to a largely linear increase in soil moisture 
(Figure 3c and Figure S7 in Supporting Information S1). BMB does not play a significant role in South-East 
Asia. The impacts of the individual forcing factors are additive for precipitation and evaporation, but not as 
much for soil moisture. The general similarity of the CESM1 results with those from CMIP5 and 6 suggests 
that the importance of AER to South-East Asian hydroclimate change is robust across models. Indeed, idealized 
CMIP simulations with 1% CO2 increase per year generally yield reduced nonlinearities over South-East Asia 
and other regions, confirming the role of aerosols in driving these nonlinearities (Figures S8–S10 in Supporting 
Information S1). Lending confidence to the real-world significance of these results, CESM1 tends to encompass 
observational estimates of precipitation, evaporation, and soil moisture over this region (Figure S11 in Supporting 
Information S1). However, there are also indications that the model is responding more strongly to aerosol forcing 
than is realistic (Figure S5 in Supporting Information S1).

In East Africa, nonlinearities in ALL are confined to the first ∼1°C of global warming (Figures 3d–3f). Inter-
estingly, these nonlinearities are, in part, related to BMB: precipitation increases about twice as much as evap-
oration due to BMB, leading to an increase in soil moisture before any notable global warming. Nevertheless, 
AER also contributes to nonlinearity by driving initial decreases in both precipitation and evaporation. These 
decreases, however, largely balance and thus occur without changes in soil moisture. It appears that the nonline-
arities over East Africa in CESM1 ALL can be understood via two large-scale circulation responses to aerosols: 
the AER-induced relative cooling of the Northern Hemisphere drives a southward shift of the Inter Tropical 
Convergence Zone (e.g., Hwang et al., 2013), which decreases precipitation over East Africa (Figure S12 in Sup-
porting Information S1). However, this drying is more than compensated for by increases in precipitation related 
to BMB, potentially via the Indian Ocean Dipole—BMB on Borneo warms the Eastern Indian Ocean, and cools 
the west, ultimately increasing precipitation over East Africa (Figure S12 in Supporting Information S1). The 
resulting increase in soil moisture in BMB, and in ALL, is at odds with observed soil moisture trends over East 
Africa (Figure S11 in Supporting Information S1). This model-data mismatch has been noted elsewhere (Tierney 
et al., 2015), and is an issue in other CMIP5 and 6 models, undermining confidence in the real world significance 
of these results.

In the Western United States, precipitation and evaporation increase linearly with global warming, with GHG 
being the main driver of these changes (Figures 3g and 3h). In ALL, evaporation increases slightly more than pre-
cipitation, leading to soil moisture declines. In GHG, however, the precipitation and evaporation increases largely 
balance, such that soil moisture does not change as significantly as in ALL. This is unexpected, as GHG-induced 
warming is widely viewed as being responsible for observed and projected soil moisture drying in the Western 
United States (e.g., Williams et al., 2020). Results from AER and BMB do not resolve this conundrum, as AER 
drives an increase in soil moisture and BMB has little influence. At the core of this conundrum is the fact that 
evaporation over the Western United States increases in all of the CESM1 single forcing ensembles, including 
those without notable warming (i.e., XGHG). The reasons for the evaporation increases, however, appear to be 
different for each forcing factor: in XAER, warming is the main driver of evaporation increases, while in XGHG, 
a positive anomaly in net cloud radiative forcing over the Western United States (mainly via a less negative short-
wave forcing from reduced cloud cover) is likely responsible for increased evaporation (Figure S13 in Supporting 
Information S1). Consequently, all ensembles (XAER, XGHG, and XBMB) show a decline in soil moisture, 
such that the different forcing factors are not additive when considering soil moisture changes (Figure 3i). This, 
in turn, means that there are significant interactions between individual forcing factors in ALL that produce a 
soil moisture response resembling GHG-induced drying, but which cannot be isolated from these single forcing 
ensembles. Importantly, observational trends and variability in this region are generally well captured by CESM1 
(Figure S11 in Supporting Information S1).



Geophysical Research Letters

LEHNER AND COATS

10.1029/2021GL095127

9 of 11

4.  Discussion and Conclusion
We provide evidence for nonlinear regional hydroclimate changes as a function of global warming in CMIP5 and 
6 models as well as the CESM1 Large Ensemble. Using CESM1 single forcing simulations, we show that this 
behavior is often driven by regional aerosol forcing, consistent with existing literature on the importance of aero-
sol-driven regional climate change (Biasutti & Giannini, 2006; Feichter et al., 2004; Ming & Ramaswamy, 2009). 
A key result is that the land fraction affected by nonlinearity gradually increases from precipitation to evaporation 
to soil moisture. This suggests that the more complex and often nonlinear nature of processes underlying soil 
moisture, such as the vegetation response to CO2 increases, produces a greater potential for nonlinear change, 
as well as nonadditivity of the impacts of individual forcing factors (see also Lemordant et al., 2018). A possi-
ble consequence of this is the larger model structural uncertainty for projections of land surface variables such 
as soil moisture (or runoff, e.g., Lehner et al., 2019), as compared to precipitation and evaporation, and future 
studies with seasonally resolved analysis are needed to draw inference about the exact processes leading to model 
discrepancy.

Separating industrial aerosols (AER) and biomass burning aerosols (BMB) reveals that these individual forcing 
factors can have distinct influences on regional hydroclimate. While AER can broadly be summarized as driving 
meridional forcing gradients, by cooling the Northern Hemisphere relative to the Southern Hemisphere, the 
historical and projected future hotspots of BMB are located primarily in the tropics, leading to zonal forcing gra-
dients. This has an impact in East Africa, where meridional shifts in the ITCZ (primarily due to AER) and zonal 
shifts in IOD-related sea surface temperatures (primarily due to BMB) lead to nonlinear hydroclimate changes 
in CESM1. Confidence in the real-world significance of these results will require that AER and BMB also drive 
distinct regional hydroclimate changes in other models. However, confirming this is not currently possible, as the 
separation of AER and BMB is not part of the Detection and Attribution Model Intercomparison Project protocol 
(Gillett et al., 2016). Further undermining confidence, observed hydroclimate trends in East Africa appear at odds 
with those simulated by models.

It is important to note that while the sensitivity to global aerosol forcing in CESM1 falls in the middle of the 
CMIP5 model cohort (Bellouin et al., 2020; Zelinka et al., 2014), CESM1's regional aerosol forcing, in particular 
of precipitation and evaporation, appears to be stronger than the average CMIP5 and 6 model, and at times strong-
er than observational estimates. Nevertheless, it remains challenging to validate the regional aerosol forcing of 
hydroclimate in climate models due to the small signal-to-noise ratio in observations over the 20th century. This 
is consistent with recent detection and attribution studies that were able to parse the influence of aerosols on 
observed hydroclimate globally, but not regionally (Bonfils et al., 2020; Marvel et al., 2019, 2020).

The confounding influence of aerosols on GHG-driven climate trends has long been discussed, although mostly 
in the context of the historical record (Dong & Sutton, 2015; Lau & Kim, 2017). Less attention has been paid to 
the role of aerosols in driving future climate changes, in particular, in scenarios with stabilized global tempera-
tures (Sanderson et al., 2017; Scannell et al., 2019). Here, we demonstrate that the expected future reduction in 
aerosol forcing can drive regional hydroclimate changes, such that these changes do not scale linearly with global 
warming, and that the previously known efficacy difference of aerosol and GHG forcing extend beyond precipi-
tation (Feichter et al., 2004). CESM1 provides a relatively extreme case study with sometimes substantial changes 
of precipitation, evaporation, and soil moisture after global temperatures have been stabilized. Similar behavior is 
seen in low emissions scenarios in CMIP5 and 6, although with large inter-model differences. We speculate that 
these differences are, to first order, due to uncertainties in the sensitivity of models to global and regional aerosol 
forcing, although differing timescales of ocean heat uptake and sea surface temperature equilibration after GHG 
mitigation likely also play a role (MacDougall et al., 2020; Sniderman et al., 2019). Assuming successful GHG 
mitigation, the regional hydroclimate response to reductions in aerosols may need to come into greater focus.

Data Availability Statement
All CESM1 simulations are available at https://www.earthsystemgrid.org. CMIP simulations are available 
through PCMDI at https://esgf-node.llnl.gov. All observations are available from the respective institution's web-
site (ERA5: https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5; Berkeley Earth: http://berkele-
yearth.org/data/; HadCRUT5: https://www.metoffice.gov.uk/hadobs/hadcrut5/data/current/download.html).

https://www.earthsystemgrid.org/
https://esgf-node.llnl.gov/
https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
http://berkeleyearth.org/data/
http://berkeleyearth.org/data/
https://www.metoffice.gov.uk/hadobs/hadcrut5/data/current/download.html
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