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Abstract—YouTube, with millions of content creators, has become the preferred destination for viewing videos online. Through the

Partner program, YouTube allows content creators to monetize their popular videos. Of significant importance for content creators is

which meta-level features (title, tag, thumbnail, and description) are most sensitive for promoting video popularity. The popularity of

videos also depends on the social dynamics, i.e., the interaction of the content creators (or channels) with YouTube users. Using real-

world data consisting of about 6 million videos spread over 25 thousand channels, we empirically examine the sensitivity of YouTube

meta-level features and social dynamics. The key meta-level features that impact the view counts of a video include: first day view

count, number of subscribers, contrast of the video thumbnail, Google hits, number of keywords, video category, title length, and

number of upper-case letters in the title, respectively, and illustrate that these meta-level features can be used to estimate the

popularity of a video. In addition, optimizing the meta-level features after a video is posted increases the popularity of videos. In the

context of social dynamics, we discover that there is a causal relationship between views to a channel and the associated number of

subscribers. Additionally, insights into the effects of scheduling and video playthrough in a channel are also provided. Our findings

provide a useful understanding of user engagement in YouTube.

Index Terms—YouTube, social media, sensitivity analysis, metadata, user engagement, channel dynamics, popularity prediction, Granger

causality, machine learning
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1 INTRODUCTION

THEYouTube social network contains over 1 billion users
who collectively watch millions of hours of YouTube

videos and generate billions of views every day. Addition-
ally, users upload over 300 hours of video content every
minute. YouTube generates billions in revenue through
advertising and through the Partner program shares the
revenue with the content creators.
The video view count is a key metric of the measure of

popularity or “user engagement” of a video and the metric
by which YouTube pays the content providers. A key ques-
tion is:How do meta-level features of a posted video (e.g., thumb-
nail, title, tags, description) drive user engagement in the YouTube
social network?However, the content alone does not influence
the popularity of a video. YouTube also has a social network
layer on top of it’s media content. The main social component
is how the content creators (also called “channels”) interact
with the users. So another key question is:How does the inter-
action of the YouTube channel with the user affect popularity of
videos?In this paper, we study both the above questions.
In particular, our aim is to examine how the individual video

features (through the meta-level data) and the social dynam-
ics contribute to the popularity of a video.

1.1 Literature Review

The study of popularity of YouTube videos based on meta-
level features is a challenging problem given the diversity of
users and content providers. Several types of parametric
models are used to characterize the popularity of YouTube
videos, where the view count time series is used to estimate
the model parameters. For example, ARMA time series mod-
els [1], multivariate linear regression models [2], modified
Gompertz models [3], [4], have been utilized to estimate the
future video view counts given past view count time series.
Using only the title of the video (one of the meta-level fea-
tures) [5] considers the problem of predicting whether the
view count will be high or low. In a related context, [6], [7]
studied the importance of tags for Flicker data. Aside from
text based meta-level features (title and tags), in [8] Support
Vector Regression (SVR) is proposed to predict the popular-
ity using features of the video frames (e.g., face present,
rigidity, color, clutter). It is illustrated in [8] that using the
combination of visual features and temporal dynamics
results in improved performance of the SVR for predicting
view count compared to using only visual features or tempo-
ral dynamics alone. In the social context, the uploading
behaviour of YouTube content creators was studied in [9].
Specifically, the paper finds that YouTube users within
a social network are more popular compared to other users.

1.2 Main Results

In this paper, we investigate how the meta-level features
and the interaction of the YouTube channel with the users
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affect the popularity of videos. For convenience we summa-
rize the main empirical conclusions of this paper:

1) The five dominant meta-level features that affect the
popularity of a video are: first day view count , num-
ber of subscribers, contrast of the video thumbnail,
Google hits, and number of keywords. Section 2 dis-
cusses this further.

2) Optimizing the meta-level features (e.g., thumbnail,
title, tags, description) after a video has been posted
increases the popularity of the video. In addition,
optimizing the title increases the traffic due to You-
Tube search, optimizing the thumbnail increases the
traffic from related videos and optimizing the key-
words increases the traffic from related and promoted
videos. Section 2.4 provides details on this analysis.

3) Insight into the causal relationship between the sub-
scribers and view count for YouTube channels is
explored. For popular YouTube channels, we found
that the channel view count affects the subscriber
count, see Section 3.1.

4) New insights into the scheduling dynamics in You-
Tube gaming channels are also found. For channels
with a dominant periodic uploading schedule, going
“off the schedule” increases the popularity of the
channel, see Section 3.2.

5) The generalized Gompertz model can be used to dis-
tinguish views due to virality (views from subscrib-
ers), migration (views from non-subscribers) and
exogenous events, see Section 3.3.

6) New insights into playlist dynamics. The early view
count dynamics of a YouTube videos are highly cor-
related with the long term “migration” of viewers to
the video. Also, early videos in a game playthrough
typically contain higher views compared with later
videos in a game playthrough playlist, see Section 3.4.

7) The number of subscribers of a channel only affects
the early view count dynamics of videos in a play-
through, see Section 3.4.

All the above results are validated on a YouTube dataset
consisting of over 6 million videos across 25 thousand chan-
nels. This dataset1was provided to us by BroadbandTV
Corp. (BBTV). The dataset consists of daily samples of meta-
data of the YouTube videos on the BBTV platform from
April, 2007 to May, 2015. BBTV is one of the largest Multi-
channel network (MCN) in the world.2The results of the
paper allows YouTube partners such as BBTV to adapt their
user engagement strategies to generate more views and
hence increase revenue.
Caveat. It is important to note that the above empirical

conclusions are based on the BBTV dataset. These videos
cover the YouTube categories of gaming, entertainment,
food, music, and sports as described in Table 6 of the
Appendix. Whether the above conclusions hold for other
types of YouTube videos is an open issue that is beyond the
scope of this paper.

The organization of the paper is as follows. In Section 2,
we use several machine learning methods to characterize
the sensitivity of meta-level features on the popularity of
YouTube videos. In Section 3, we use time series analysis
methods to investigate how the interaction of content cre-
ators with users affect the popularity of videos. Using
Granger causality, we determine the causal relation
between view count and subscribers for channels in Sec-
tion 3.1. Section 3.2 studies the scheduling dynamics of
YouTube channels. Section 3.3 addresses the problem of
separating the view count dynamics due to virality (view
count resulting from subscribers), migration (views from
non-subscribers) and exogenous events (events other than
meta-level optimization considered in Section 2), which
affect the popularity of the videos using a generalized
Gompertz model. In Section 3.4, we study the playlist
dynamics in YouTube.

2 SENSITIVITYANALYSIS OFYOUTUBE
META-LEVELFEATURES:AMACHINE
LEARNINGAPPROACH

In this section we apply machine learning methods to
study how meta-level features of YouTube videos impacts
the view count of the video. The machine learning meth-
ods we utilize include: the Extreme Learning Machine
(ELM) [10], [11], Feed-Forward Neural Network
(FFNN) [12], Stacked Auto-Encoder Deep Neural-Net-
work [13], [14], Elasticnet [15], Lasso, Relaxed Lasso [16],
Quantile Regression with Lasso [17], Conditional Inference
Random Forest (CIRF) [18], Boosted Generalized Additive
Model [19], [20], Bagged MARS using gCV Pruning [21],
Generalized Linear Model with Stepwise Feature Selection
using Akaike information criterion, and Spike and Slab
Regression [22]. Additionally we use the feature selection
method Hilbert-Schmidt Independence Criterion Lasso
(HSIC-Lasso) [23] to study the sensitivity of meta-level fea-
tures which may be highly correlated. Note that the meta-
level features used for prediction in the YouTube dataset
contain significant noise. For example, Fig. 1 illustrates a
trace of the subscribers when the video was posted, and
the associated viewcount 14 days after the video has been
posted. Therefore the machine learning algorithms used
must be able to address this challenging problem of map-
ping from these type of noisy meta-level features to the
associated view count of a video. Of these methods we
found that the ELM provides sufficient performance to
both be used to estimate the meta-level features which sig-
nificantly contribute to the view count of a video, and for
predicting the view count of videos.

2.1 Extreme Learning Machine

The dataset of features (described in Section 2.3) and
view count are denoted as D¼fðxi;viÞg

N
i¼1 where

xi2IR
m is the feature vector, of dimensionm,forvideo

i,andviis the total view count for videoi. Here,N is
the number of videos in the training dataset (The ELM
was trained for three categories of videos, for details see
Section 2.3). The ELM is a single hidden-layer feed-for-
ward neural network–that is, the ELM consists of an
input layer, a single hidden layer ofLneurons and an

1.The Appendix summarizes the key features of the YouTube data-
set that we have used.
2.http://variety.com/2016/digital/news/broadbandtv-mcn-

disney-maker-comscore-1201696857/
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output layer. Each hidden-layer neuron can have a
unique transfer function. Popular transfer functions
include the sigmoid, hyperbolic tangent, and Gaussian.
However any non-linear piecewise continuous function
can be utilized. The output layer is obtained by a
weighted linear combination of the output of theLhid-
den neurons.
The ELM model presented in [24], [25] is given by

vi¼
XL

k¼1

bkhkðxi;ukÞ; (1)

wherebkis the weight of neuronk, andhkð;ukÞis the hid-
den-layer neuron transfer function with parameteruk, and
Lis the total number of hidden-layer neurons in the ELM.
GivenD, how can the ELM model parametersbk;uk;andL
in (1) be selected? GivenL, the ELM trainsbkandukin
two steps. First, the hidden layer parametersukare ran-
domly initialized. Any continuous probability distribution
can be used to initialize the parametersuk. Second, the
parametersbkare selected to minimize the square error
between the model output and the measured output from
D. Formally,

b2argmax
b2IRL

n
jjHb Vjj22

o
; (2)

whereHdenotes the hidden-layer output matrix with entries
Hkj¼hkðxj;ukÞfork2f1;2;...;Lgandj2f1;2...;Ng, and
Vthe target output with entriesV¼½v1;v2;...;vN. The solu-
tion to (2) is given byb¼HyVwhereHydenotes the Moore-
Penrose generalized inverse ofH. The major benefit of using
the ELM, compared to other single layer feed-forward neural
network, is that the training only requires the random gener-
ation of the parametersuk, and the parametersbkcan be com-
puted as the solution of a set of linear equations. The
computational cost of training the ELM isOðN3Þfor con-
structing the Moore-Penrose inverse [26].

2.2 Sensitivity Analysis (Background)

There are several sensitivity analysis techniques available in
the literature [27], [28] which can be classified into two
groups: filter methods, and wrapper methods. The filter
methods consider only the meta-level features and the
viewcount without the information available from a
machine learning algorithm. The wrapper methods, on the
other hand, utilize the information from the machine learn-
ing algorithm. Typically, wrapper methods give a more
accurate measure of the sensitivity compared to filter meth-
ods [27], [28]. However, filter methods are computationally
less expensive than wrapper methods and do not require
the training and evaluation of the machine learning algo-
rithm. Given the noise present in the meta-level features
(Fig. 1) and the non-linearity between the meta-level fea-
tures and view count , filter methods are not suitable for the
sensitivity analysis of the meta-level features. Hence, in this
section we focus on two wrapper methods suitable for esti-
mating the sensitivity of meta-level features on the view
count of YouTube videos.
For the first method we focus on the ELM (1) for evaluat-

ing the sensitivity of the meta-level features, however the
method can be used for any machine learning method.
Given that the ELM (1) is a single feed-forward hidden layer
neural network, it is possible to evaluate the sensitivity of
the meta-level features by taking the partial derivative of (1)
for the trained ELM. Note that this method is utilized to esti-
mate the sensitivity of input features in neural networks [29].
Thesum of squares derivatives, denoted bySSDkfor meta-
level featurexðkÞ, is given by

SSDk¼
XN

i¼1

@vi
@xðkÞ

2

¼
XN

i¼1

XL

k¼1

bk
@hkðxi;ukÞ

@xðkÞ

 !2

: (3)

The variable with the largestSSDkis most influential to the
prediction of the view count using the ELMv(1). Note that
since the ELM is trained using all the meta-level features, the
SSDkevaluates the average sensitivity of changes in a single
meta-level feature with all other features held constant.
To account for significant interdependency relationships

between meta-level features requires sophisticated methods
to evaluate the meta-level feature sensitivities. A state-of-
the art method which can be used for this task is the
Hilbert-Schmidt Independence Criterion Lasso [23]. The
main idea of this method is to use the benefits of least abso-
lute shrinkage and selection operator (Lasso) with a feature
wise kernel to capture the non-linear input-output depen-
dency. A measure of the importance of a meta-level feature
is then given by the coefficient of the centered Gram matrix
used in the HSIC-Lasso.
Both of these methods will be applied to the YouTube

dataset to study the sensitivity of the meta-level features of
YouTube videos on the videos view count .

2.3 Sensitivity of YouTube Meta-Level Features and
Predicting View Count

In this section, the ELM (1) and other state-of-the art machine
learning methods are applied to the YouTube dataset to com-
pute the sensitivity of a videos meta-level features on the
view count of the video based on the feature importance
measureSSDk(3). Videos of different popularity, (i.e., highly

Fig. 1. The top figure shows the view count of all videos (arranged
according to decreasing order of view count) after 14 days of the video
being posted. The bottom figure shows the associated subscriber count
when the video was posted.
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popular, popular, and unpopular as defined in Table 7 in the
Appendix), may have different sensitivities to the meta-level
features. Hence, in this paper, we independently perform
the sensitivity analysis on the three popularity categories.
First we define the meta-level features for each video, then
evaluate the meta-level feature sensitivities on the associated
view count , and finally provide methods to predict the view
count of YouTube videos using various machine learning
techniques. The analysis provides insight into which meta-
level features are useful for optimizing the view count of a
YouTube video.

2.3.1 Meta-Level Feature Construction

Each YouTube video contains four primary components:
the Thumbnail of the video, the Title of the video, the Key-
words (also known as tags), and the description of the
video. However, in typical user searches only a subset of
the description is provided to the user. Therefore, we do
not consider the contents of the description to significantly
affect the view count of the video. The meta-level features
are constructed using the Thumbnail, Title, and Keywords.
For the Thumbnail, 19 meta-level features are computed
which include: the blurriness (e.g., CannyEdge, Laplace
Frequency), brightness, contrast (e.g., tone), overexposure,
and entropy of the thumbnail. For the Title, 23 meta-level
features are computed which include: word count, punctu-
ation count, character count, Google hits (e.g., if the title is
entered into the Google search engine how many results
are found), and the Sentiment/Subjectivity of the title com-
puted using Vader [30], and TextBlob.3For the Keywords,
seven meta-level features are computed which include: the
number of keywords, and keyword length. In addition, to
the above 49 meta-level features, we also include auxiliary
user meta-level features including: the number of subscrib-
ers, resolution of the thumbnail used, category of the
video, the length of the video, and the first day view count
of the video. Note that our analysis does not consider the
video or audio quality of the YouTube video. Our analysis
is focused on the sensitivity of the view count based on the
Thumbnail, Title, Keywords, and auxiliary channel infor-
mation of the user that uploaded the video. In total 54
meta-level features are computed for each video. The com-
plete dataset used for the sensitivity analysis is given by
D¼fðxi;viÞg

N
i¼1, withxi2IR

54 the computed meta-level
features for videoi2f1;...;Ng,vithe view count 14 days
after the video is published, andN¼104, the total number
of videos used for the sensitivity analysis. Note that the
view countviis on the log scale (i.e., if a video has10

6

views thenvi¼6). This is a necessary step as the range of
view counts is from102to above107.
Prior to performing any analysis, we pre-process the

meta-level features in the datasetD. First, all the meta-level
features are scaled to satisfyxðkÞ2½0;1. Note that the
meta-level features were not whitened (e.g., the meta-level
data as not transformed to have an identity covariance
matrix). The second pre-processing step involves removing
redundant features inD. Feature selection is a popular
method for eliminating redundant meta-level features. In
this paper we employ a correlation based feature selection

based on the Pearson correlation coefficient (which was
used for feature selection in [31]) to eliminate the redundant
meta-level features. Of the original 54 meta-level features,
m¼29meta-level features remain after the removal of
the correlated meta-level features. Note that removal of
these features does not significantly impact the performance
of the machine learning algorithms or the sensitivity analy-
sis results.

2.3.2 Meta-Level Feature Sensitivity

Given the dataset D¼fðxi;viÞg
N
i¼1 constructed in Sec-

tion 2.3.1, the goal is to estimate which features signifi-
cantly contribute to the view count of a video. To perform
this sensitivity analysis five machine learning algorithms
which include: the ELM, Bagged MARS using gCV Prun-
ing [21], Conditional Inference Random Forest [18], Feed-
Forward Neural Network [12], and the feature selection
method Hilbert-Schmidt Independence Criterion Lasso [23].
Each of these models is trained using a 10-fold cross vali-
dation technique, and the design parameters of each was
optimized via extensive empirical evaluation. We selected
the ELM (1) to containL¼100neurons which ensures that
we have sufficient accuracy on the predicted view count
given the featuresxi, while reducing the effects of over-fit-
ting. For the CIRF the design parameter for randomly
selected predictors was set to 6, and the FFNN we have 10
neurons in the hidden-layer. The HSIC-Lasso regulariza-
tion parameter was set to 100. Given the trained models,
the sensitivity of the view count on the meta-level features
of a video is computed by evaluating the sum of squares
derivatives,SSDk(3). Fig. 2 shows the normalized

4SSDk
for the five highest sensitivity meta-level features of these
five machine learning methods. Note that for the HSIC-
Lasso we do not use theSSDkbut instead the values of the
coefficient of the centered Gram matrix computed fromkth
feature which provides an estimate of the feature sensitiv-
ity. Recall, from Section 2.2, that larger theSSDkvalue or
higher the coefficient of the centered Gram matrix the
more sensitive the view count is to variations in the meta-
level feature. From Fig. 2, the meta-level features with the

Fig. 2. Sensitivity of the meta-level features computed using the sum of
squares derivativesSSDk(3) for the ELM, Bagged MARS, CIRF, and
FFN, and the associated coefficient of the centered Gram matrix for the
HSIC-Lasso using the datasetDdefined in Section 2.3.1. The meta-
level featuresk¼1tok¼8are associated with: first day view count,
number of subscribers, contrast of the video thumbnail, Google hits,
number of keywords, video category, title length, and number of upper-
case letters in the title, respectively. Similar results are obtained for
highly popular, popular, and unpopular videos as defined in Table 7.

3.http://textblob.readthedocs.io/en/dev/
4.The normalization is with respect to the highest value among the

computedSSDk.
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highest sensitivities are: first day view count, number of
subscribers, contrast of the video thumbnail, Google hits,
number of keywords, video category, title length, and
number of upper-case letters in the title respectively.
Notice that all these methods have the first day view count
and number of subscribers as the most sensitive meta-level
features as expected. The FFNN and Bagged MARS how-
ever do not have the contrast of the video thumbnail as the
third most sensitive meta-level feature compared with the
other algorithms. This results as the learning method and
learning rate of each of these algorithms is different which
results in differences in the meta-level feature sensitivity.
However as we can see from Fig. 2, the view count of a
video is dependent on these eight meta-level features with
the first day view count and number of subscribers being
the most sensitive features.
As expected, Fig. 2 shows that if the first day view count

is high then the associated view count 14 days after the
video is posted will be high. Additionally, if there is a large
number of subscribers to the channel that posted the video,
then the associated view count after 14 days is also expected
to be large. As expected, the properties of the title and key-
words also contribute to the view count of the video how-
ever with less sensitivity then the thumbnail of the video.
Therefore, to increase the view count of a video it is vital to
increase the number of subscribers, and focus on the quality
of the Thumbnail used. A surprising result is that the sensi-
tivity of the view count resulting from changes in these
meta-level features are negligible across the three popular-
ity classes of videos (i.e., highly popular, popular, and
unpopular as defined in Table 7). Therefore, regardless of
the expected popularity of a video, a channel owner should
focus on maximizing the number of subscribers and the
quality of the thumbnail to increase the associated view
count of a video.

2.3.3 Predicting the View Count of YouTube Videos

In this section we illustrate how machine learning methods
can be used to the view count of a YouTube video. The
machine learning methods used for prediction include:
the Extreme Learning Machine (1), Feed-Forward Neural
Network [12], Stacked Auto-Encoder Deep Neural-
Network [13], [14], Elasticnet [15], Lasso, Relaxed Lasso [16],
Quantile Regression with Lasso [17], Conditional Inference
Random Forest [18], Boosted Generalized Additive
Model [19], [20], Bagged MARS using gCV Pruning [21],
Generalized Linear Model with Stepwise Feature Selection
using Akaike information criterion, and Spike and Slab
Regression [22]. For each method their predictive perfor-
mance and the top-five highest sensitivity meta-level fea-
tures are provided.
To perform the analysis we train each model using an

identical 10-fold cross validation method with the dataset
D¼fðxi;viÞg

N
i¼1with all the meta-level features included.

The predictive performance of the machine learning meth-
ods are evaluated using the root-mean-square error (RMSE)
and the R2(e.g., coefficient of determination). Note that
for both training and evaluation the view count is pre-
processed to be on the log scale (i.e., if the view count is106,
the associated label isvi¼6).

The predictive performance and the top-five highest
sensitivity meta-level features of the machine learning
methods are provided in Table 1. In Table 1 the meta-
level feature numbers are identical to those defined in
Fig. 2. As seen from Table 1, the ELM has the lowest
RMSE of 0.44 which is comparable to the RMSE of the
Conditional Inference Random Forest and Feed-Forward
Neural Network which have 0.47 and 0.48 respectively.
The R25of the ELM, Feed-Forward Neural Network and
Conditional Inference Random Forest are also comparable
with values of 0.77, 0.79, and 0.80. Therefore any of these
methods could be used to estimate the view count of a
YouTube video. A key question is which of the meta-level
featuresxðkÞare most sensitive between these machine
learning methods. As seen from the results in Table 1 the
top two most important features are the first day view
count and the number of subscribers, and the majority of
methods suggest that the number of Google hits is also
an important meta-level feature. Interestingly the Condi-
tional Inference Random Forest, Boosted Generalized
Additive Model, and the Bagged MARS using gCV Prun-
ingdonotconsiderthenumberofGooglehitsinthetop
five most sensitive features and instead use the video cat-
egory. This is consistent with the result that videos in
the “Music” category are the most viewed on YouTube,
followed by “Entertainment” and “People and Blogs”.
Only the Bagged MARS using gCV Pruning considers the
meta-level features of title length and number of upper-
case letters in the title to be in the five most sensitive fea-
tures compared with the other machine learning methods.
This result suggests that the number of Google hits associ-
ated with the title significantly contributes to the video’s
popularity however the view count is not very sensitive to
the specific length and number of upper-case letters in the
title. Therefore, when performing meta-level feature opti-
mization for a video a user should focus on the meta-level
features of: first day view count, number of subscribers,
contrast of the video thumbnail, Google hits, number of
keywords, and video category.

TABLE 1
Performance and Feature Sensitivity

Method RMSE R2 FeaturesxðkÞ

Extreme Learning Machine 0.44 0.77 1 2 3 4 5
Feed-Forward Neural Network 0.48 0.79 2 1 5 3 6
Stacked Auto-Encoder DNN 0.59 0.66 1 2 3 4 5
Elasticnet 0.57 0.64 1 2 3 4 5
Lasso 0.53 0.66 1 2 3 4 5
Relaxed Lasso 1.14 0.64 1 2 3 4 5
Quantile Regression with Lasso 0.60 0.62 1 2 3 4 5
CI Random Forest 0.47 0.80 1 2 6 4 5
Boosted GAM 0.50 0.77 1 2 6 4 5
Bagged MARS 0.50 0.77 1 2 6 7 8
GLM with Feature Selection 0.53 0.67 1 2 3 4 5
Spike and Slab Regression 0.53 0.67 1 2 3 4 5

5.TheR2is a popular measure of the goodness of fit. It is given
by the ratio of the variation (measured using sum of squares) explained
using a model to the total variation in the data. The important
property ofR2is that it is bounded between 0 and 1. A high value ofR2

implies that the variation in the data can be explained using the model
in question.
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To estimate the view count of an unpublished video
(a video that is about to be posted for the first time) we can
not utilize the most sensitive meta-level feature of the
machine learning algorithms which is the first day view
count. Is it still possible to estimate the view count with the
remaining meta-level features? To answer this question we
compare the performance of the ELM using the 28 meta-
level features with the view count on the first day removed.
Fig. 3a shows the predicted view count of the ELM trained
using 29 meta-level features, and Fig. 3b shows the pre-
dicted view count using the 28 meta-level features. As
expected, Fig. 3 illustrates that the predictive accuracy of
the ELM decreases if the view count on the first day is
removed. Though there is a drop in the predictive accuracy
of the ELM trained using the 28 meta-level features, it still
contains sufficient predictive accuracy to aid in the selection
of the meta-level features to increase the view count of a
video. Note that similar performance results are obtained
for the Feed-Forward Neural Network and Conditional
Inference Random Forest when performing the prediction
with the first day view count removed. Therefore, these pre-
diction methods can be used to optimize the meta-level fea-
tures of unpublished videos where the optimization can
focus on the meta-level features of: number of subscribers,
contrast of the video thumbnail, Google hits, number of key-
words, and video category.

2.4 Sensitivity to Meta-Level Optimization

Section 2.3 described how meta-level features (e.g., num-
ber of subscribers) can be used to estimate the popularity
of a video. In this section, we analyze how changing
meta-level features, after a video is posted, impacts the
user engagement of the video. Meta-level data plays a
significant role in the discovery of content, through You-
Tube search, and in video recommendation, through the
YouTube related videos. Hence, “optimizing” the meta-
level data to enhance the discoverability and user
engagement of videos is of significant importance to con-
tent providers. Therefore, in this section, we study how
optimizing the title, thumbnail or keywords affect the
view count of YouTube videos.

To perform the analysis, we utilize the dataset (see
Table 8 in the Appendix), and remove any time-sensitive
videos. Time-sensitive videos are those videos that are rele-
vant for a short period of time and the popularity of such
videos cannot be improved by optimization. We removed
the following two time-sensitive categories of videos:
“politics” and “movies and trailers”. In addition, we
removed videos (from other categories) which contained
the following keywords in their video meta-data: “holiday”,
“movie”, or “trailers”. For example, holiday videos are not
watched frequently during off-holiday times.
Lett̂ibe the time at which the meta-level optimization

was performed on videoiand letsi, denote the correspond-
ing sensitivity. We characterize the sensitivity to meta-level
optimization as follows:

si¼

Pt̂iþ6
t¼̂ti
viðtÞ=7

Pt̂i
t¼̂ti 6

viðtÞ=7
: (4)

The numerator of (4) is the mean value of the view count
7 days after optimization. Similarly, the denominator of (4)
is the mean value of the view count 7 days before optimiza-
tion. The results are provided in Table 2 for optimization of
the title, thumbnail, and keywords.
As shown in Table 2, at least half of the optimizations

resulted in an increase in the popularity of the video.
In addition, compared to videos with no optimization,
the meta-level optimization improves the probability of
increased popularity by 45 percent. This is consistent
with YouTube and BBTV recommendation to optimize
meta-level features to increase user engagement. How-
ever, some class of videos benefit from optimizing meta-
data much more than others. The effect may be due to
small user channels, which have limited number of vid-
eos and subscribers, gain by optimizing the meta-level
data of the video compared to hugely popular channels
such as Sony or CNN. The highly popular channel (e.g.,
Sony or CNN) upload videos frequently (even multiple
times daily), so video content becomes irrelevant quickly.
The question of which class of users gain by optimizing
the meta level features of the video is part of our ongo-
ing research.

Fig. 3. Predictive view count (gray dots) using an ELM versus the actual view count (black dots). Fig. 3a illustrates the results for a trained ELM (1)
using all 29 meta-level features defined in Section 2.3. Fig. 3b illustrates the results for a trained ELM (1) using the 28 meta-level features (first day
view count removed from the 29 meta-level features defined in Section 2.3).
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Table 3 summarizes the impact of various meta-level
changes on the three major sources of YouTube traffic, i.e.,
YouTube search,7YouTube promoted8and traffic from
related videos.9For those videos where meta-level optimi-
zation increased the popularity (the ratio of the mean value
of the views after and before optimization is higher than
one), we computed the sensitivity for various traffic sources
as in (4). Table 3 summarizes the median statistics of the
ratio of the traffic sources before and after optimization.
The title optimization resulted in significant improve-

ment (approximately 25 percent) from the YouTube search.
Similarly, thumbnail optimization improved traffic from
the related videos and keyword optimization resulted in
increased traffic from related and promoted videos.
Summary. This section studied the sensitivity of view count

with respect to meta-level optimization. The main finding is
that meta-level optimization increased the popularity of
videos in the majority of cases. In addition, we found that
optimizing the title improved traffic from YouTube search.
Similarly, thumbnail optimization improved traffic from the
related videos and keyword optimization resulted in incre-
ased traffic from related and promoted videos.

3 SOCIALINTERACTION OF THECHANNEL WITH
YOUTUBEUSERS

In this section, we use time series analysis methods to deter-
mine how the social interaction of a YouTube channel with
its viewers affects the view count dynamics. This section is

organized as follows. Section 3.1, characterizes the causal
relationship between the subscribers and view count of a
channel using Granger causality test. In Section 3.2, we inves-
tigate how the popularity of the channel is affected by the
scheduling dynamics of the channel. When channels deviate
from a regular upload schedule, the view count and the com-
ment count of the channel increase. In Section 3.3, we address
the problem of separating the view count dynamics due to
virality (viewcount resulting from subscribers) and migra-
tion (views from non-subscribers) and exogenous events
using a generalized Gompertz model. Finally, Section 3.4, we
studies the effect of video playlists on the view count. The
main conclusion outlined in Section 3.4 is that the dynamics
of the view count in a playlist is highly correlated and the
effects of “migration” causes the view count of videos to
decrease even with an increase in the subscriber count.

3.1 Causality Between Subscribers and View
Counts in YouTube

In this section the goal is to detect the causal relationship
between subscriber and viewer counts and how it can be
used to estimate the next day subscriber count of a channel.
The results are of interest for measuring the popularity of a
YouTube channel. Fig. 4 displays the subscriber and view
count dynamics of a popular movie trailer channel in You-
Tube. It is clear from Fig. 4 that the subscribers “spike” with
a corresponding “spike” in the view count. In this section
we model this causal relationship of the subscribers and
view count using the Granger causality test from the econo-
metric literature [32].
The main idea of Granger causality is that if the

value(s) of a lagged time-series can be used to predict
another time-series, then the lagged time-series is said to
“Granger cause” the predicted time-series. To formalize the

TABLE 3
Sensitivity of Various Traffic Sources to Meta-Level
Optimization, for Videos with Increased Popularity

Optimization Related Promoted Search

Title change 1.13 NAa 1:24
Thumbnail change 1:20 NAa 1.125
Keyword change 1:10 1:16 1

aNot enough data available: A binomial test to check for the true
hypothesis with 95 percent confidence interval requires that the sample

size,n, should be at least1:960:04
2
pð1 pÞ. Withp¼0:5,n>600. The

title optimization resulted in significant improvement (approximately
25 percent) from the YouTube search. Similarly, thumbnail optimiza-
tion improved traffic from the related videos and keyword optimization
resulted in increased traffic from related and promoted videos. Fig. 4. Viewcount and subscribers for the popular movie trailer channel:

VISOTrailers. The Granger causality test for view counts “Granger
causes” subscriber count is true with a p-value of5 108.

TABLE 2
Sensitivity to Meta-Level Optimization

Optimization Fraction of Videos with increased popularity

Title change 0.52
Thumbnail change 0.533
Keyword change 0.50
No change6 0.35

The table shows that for more than 50 percent of the videos, meta-level optimi-
zation resulted in an increase in the popularity of the video.

6.“No change” was obtained by randomly selecting104videos
which performed no optimization and evaluatingsi3 months from the
date of posting the video.
7.Video views from YouTube search results.
8.Video views from an unpaid YouTube promotion.
9.Video views from a related video listing on another video watch

page.
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Granger causality model, letsjðtÞdenote the number of sub-
scribers to a channeljon dayt, andvjiðtÞthe corresponding
view count for a videoion channeljon dayt. The total num-
ber of videos in a channel on daytis denoted byIðtÞ. Define,

v̂jðtÞ¼
XIðtÞ

i¼1

vjiðtÞ; (5)

as the total view count of channeljat timet. The Granger
causality test involves testing if the coefficientsbiare non-
zero in the following equation which models the relation-
ship between subscribers and view counts

sjðtÞ¼
Xns

k¼1

ajks
jðt kÞþ

Xnv

i¼k

bjk̂v
jðt kÞþ"jðtÞ; (6)

where"jðtÞrepresents normal white noise for channeljat

timet. The parametersfajigfi¼1;...;nsgandfb
j
igfi¼1;...;nvgare the

coefficients of the AR model in (6) for channelj, withnsand
nvdenoting the lags for the subscriber and view counts time
series respectively. If the time-seriesDj¼fsjðtÞ;̂vjðtÞgt2
f1;...;Tgof a channeljfits the model (6), then we can test
for a causal relationship between subscribers and view
count. In equation (6), it is assumed thatjaij<1,jbij<1
for stationarity. The causal relationship can be formulated
as a hypothesis testing problem as follows:

H0:b1¼ ¼bnv¼0 versusH1: Atleast onebi6¼0: (7)

The rejection of the null hypothesis,H0, implies that there is
a causal relationship between subscriber and view counts.
First, we use Box-Ljung test [33] is to evaluate the quality

of the model (6) for the given datasetDj. If satisfied, then
the Granger causality hypothesis (7) is evaluated using the
Wald test [34]. If both hypothesis tests pass then we can con-
clude that the time seriesDjsatisfies Granger causality–that
is, the previous day subscriber and view count have a causal
relationship with the current subscriber count.
A key question prior to performing the Granger causality

test is what percentage of videos in the YouTube dataset
(Appendix) satisfy the AR model in (6). To perform this anal-
ysis we apply the Box-Ljung test with a confidence of 0.95
(p-value = 0.05). First, we need to selectnsandnv, the num-
ber of lags for the subscribers and view count time series.
Forns¼nv¼1, we found that only 20 percent of the chan-
nels satisfy the model (6). Whennsandnvare increased to 2,
the number of channels satisfying the model increases
to 63 percent. Forns¼nv¼3, we found that 91 percent of
the channels satisfy the model (6), with a confidence of
0.95 (p-value = 0.05). Hence, in the below analysis we select
ns¼nv¼3. It is interesting to note that the mean value of
coefficientsbidecrease asiincreases indicating that older
view counts have less influence on the subscriber count.
Similar results also hold for the coefficientsai. Hence,
as expected, the previous day subscriber count and the
previous day view count most influence the current sub-
scriber count.
The next key question is does their exist a causal relation-

ship between the subscriber dynamics and the view count
dynamics. This is modeled using the hypothesis in (7).
To test (7) we use the Wald test with a confidence of 0.95
(p-value = 0.05) and found that approximately 55 percent
of the channels satisfy the hypothesis. For approximately
55 percent of the channels that satisfy the AR model (6), the

view count “Granger causes” the current subscriber count.
Interestingly, if different channel categories are accounted for
then the percentage of channels that satisfy Granger causality
vary widely as illustrated in Table 4. For example, 80 percent
of the Entertainment channels satisfy Granger causality while
only 40 percent of the Food channels satisfy Granger causal-
ity. These results illustrate the importance of channel owners
to not only maximize their subscriber count, but to also
upload new videos or increase the views of old videos to
increase their channels popularity (i.e., via increasing their
subscriber count). Additionally, from our analysis in Section 2
which illustrates that the view count of a posted video is sensi-
tive to the number of subscribers of the channel, increasing
the number of subscribers will also increase the view count of
videos that are uploaded by the channel owners.

3.2 Scheduling Dynamics in YouTube

In this section, we investigate the scheduling dynamics of
YouTube channels. We find the interesting property that for
popular gaming YouTube channels with a dominant upload
schedule, deviating from the schedule increases the views
and the comment counts of the channel.
Creator Academy10in their best practice section recom-

mends to upload videos on a regular schedule to get repeat
views. The reason for a regular upload schedule is to increase
the user engagement and to rank higher in the YouTube rec-
ommendation list. However, we show in this section that
going “off the schedule” can be beneficial for a gaming You-
Tube channel, with a regular upload schedule, in terms of
the number of views and the number of comments.
From the dataset, we ‘filtered out’ video channels with a

dominantupload schedule, as follows: The dominant upload
schedule was identified by taking the periodogram of the
upload times of the channel and then comparing the highest
value to the next highest value. If the ratio defined above is
greater than 2, we say that the channel has a dominant
upload schedule. From the dataset containing 25 thousand
channels, only 6,500 channels contain a dominant upload
schedule. Some channels, particularly those that contain
high amounts of copied videos such as trailers, movie/TV
snippets upload videos on a daily basis. These have been
removed from the above analysis. The expectation is that by
doing so we concentrate on those channels that contain only
user generated content.

TABLE 4
Fraction of Channels Satisfying the
Hypothesis: View Count “Granger
Causes” Subscriber Count, Split

According to Category

Categorya Fraction

Gaming 0.60
Entertainment 0.80
Food 0.40
Sports 0.67

aYouTube assigns a category to videos, rather than
channels. The category of the channel was obtained
as the majority of the category of all the videos
uploaded by the channel.

10.YouTube website for helping with channels.
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We found that channels with gaming content account for
75 percent of the 6,500 channels with a dominant upload
schedule11and the main tags associated with the videos
were: “game”, “gameplay” and “videogame”.12We com-
puted the average views when the channel goes off the sched-
ule and found that on an average when the channel goes off
schedule the channel gains views 97 percent of the time and
the channel gains comments 68 percent of the time. This sug-
gests that channels with “gameplay” content have periodic
upload schedule and benefit from going off the schedule.

3.3 Modeling the View Count Dynamics of Videos
with Exogenous Events

Several time-series analysis methods have been employed
in the literature to model the view count dynamics of
YouTube videos. These include ARMA models [1], multi-
variate linear regression models [2], hidden Markov mod-
els [35], normal distribution fitting [36], and parametric
model fitting [3], [4]. Though these models provide an
estimate of the view count dynamics of videos, we are inter-
ested in segmenting view count dynamics of a video result-
ing from subscribers, non-subscribers and exogenous
events. Exogenous events are due to video promotion on
other social networking platform such as Facebook or the
video being referenced by a popular news organization or
celebrity on Twitter. This is motivated by two reasons. First,
removing view count dynamics due to exogenous events
provides an accurate estimate of sensitivity of meta-level
features in Section 2. Second, extracting the view count
resulting from exogenous events gives an estimate of the
efficiency of video promotion.
The view count dynamics of popular videos in YouTube

typically show an initial viral behaviour, due to subscribers
watching the content, and then a linear growth resulting from
non-subscribers. The linear growth is due to new users
migrating from other channels or due to interested users dis-
covering the content either through search or recommenda-
tions (we call this phenomenonmigration similar to [3]).
Hence, without exogenous events, the view count dynamics
of a video due to subscribers and non-subscribers can be
estimated using piecewise linear and non-linear segments.
In [3], it is shown that a Gompertz time series model can be
modeled the view count dynamics from subscribers and non-
subscribers, if no exogenous events are present. In this paper,
we generalize the model in [3] to account for views from exog-
enous events. It should be noted that classical change-point
detection methods [37] cannot be used here as the underlying
distribution generating the view count is unknown.
To account for the view count dynamics introduced by

exogenous events we use the generalized Gompertz model
given by

viðtÞ¼
XKmax

k¼0

wkiðtÞuðt tkÞ;

wkiðtÞ¼Mk 1 ehke
bkttkð Þ 1ð Þþckðt tkÞ;

(8)

whereviðtÞis the total view count for videoiat timet,
uðÞis the unit step function,t0is the time the video was

uploaded,tkwithk2f1;...;Kmaxgare the times associ-
ated with theKmaxexogenous events, andw

k
iðtÞare Gom-

pertz models which account for the view count dynamics
from uploading the video and from the exogenous events.
In total there areKmaxþ1Gompertz models with each
having parameterstk;Mk;hk;bk.Mkis the maximum num-
ber of requests not including migration for an exogenous
event attk,hkandbkmodel the initial growth dynamics
from eventtk,andckaccounts for the migration of other
users to the video. In (8) the parametersfMk;hk;bkgk¼0
are associated with the subscriber views when the video
is initially posted, the parametersftk;Mk;hk;bkg

Kmax
k¼1 are

associated with views introduced from exogenous events,

and the views introduced from migration are given by

fckg
Kmax
k¼0. Each Gompertz model (8) captures the initial

viralgrowthwhenthevideoisinitiallyavailabletousers,
followed by a linearly increasing growth resulting from
user migration to the video.

The parametersui¼fak;tk;Mk;hk;bk;ckg
Kmax
k¼0 in (8) can

be estimated by solving the following mixed-integer non-
linear program

ui2arg min

(
XTi

t¼0

viðtÞ viðtÞ
2
þ K

)

K¼
XKmax

k¼0

ak; ak2f0;1g k2f0;...;Kmaxg;

(9)

withTithe time index of the last recorded views of videovi,
andaka binary variable equal to 1 if an exogenous event is
present attk. Note that (9) is a difficult optimization problem
due to the presence of the binary variablesak[38]. In the You-
Tube social network when an exogenous event occurs this
causes a large and sudden increase in the number of views,
however as seen in Fig. 5, a few days after the exogenous
event occurs the views only result from migration (i.e., linear
increase in total views). Assuming that each exogenous event
is followed by a linear increase in views we can estimate the
total number of exogenous eventsKmax present in a given
time-series by first using a segmented linear regression
method, and then counting the number of segments of
connected linear segments with a slope less thencmax.
The parametercmaxis the maximum slope for the views to be
considered to result from viewer migration. PluggingKmax
into (9) results in the optimization of a non-linear program

Fig. 5. Due to an exogenous event on day 41, there is a sudden increase
in the number of views. The total view count fitted by the Gompertz
modelviðtÞin (8) is shown in black with the virality (exponential) and
migration (linear) illustrated by the dotted red.

11.This could also be due to the fact gaming videos account for 70
percent of the videos in the dataset.
12.We used a topic model to obtain the main tags.
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for the unknownsftk;Mk;hk;bk;ckg
Kmax
k¼0. This optimization

problem can be solved using sequential quadratic program-
ming techniques [39].
To illustrate how the Gompertz model (8) can be used to

detect for exogenous events, we apply (8) to the view count
dynamics of a video that only contains a single exogenous
event. Fig. 5 displays the total view count of a video where
an exogenous event occurs at timet¼41(i.e.,t1¼41in (8))
days after the video is posted.13The initial increase in views
for the video fort 7days results from the 2,910 subscribers
of the channel viewing the video. For7 t 41, other users
that are not subscribed to the channel migrate to view the
video at an approximately constant rate of 13 views/day. At
t¼41, an exogenous event occurs causing an increase in the
views per day. The difference in viewers, resulting from the
exogenous event, is 7,174. Fort 43, the views result pri-
marily from the migration of users to approximately 2
views/day. Hence, using the generalized Gompertz model
(8) we can differentiate between subscriber views, views
caused by exogenous events, and views caused by migration.

3.4 Video Playthrough Dynamics

One of the most popular sequences of YouTube videos is
the video game “playthrough”. A video game play-
through is a sequence of videos for which each video
has a relaxed and casual focus on the game that is being
played and typically contains commentary from the user
presenting the playthrough. Unlike YouTube channels
such as CNN, BBC, and CBC in which each new video
can be considered independent from the others, in a
video playthrough the future view count of videos are
influenced by the previously posted videos in the play-
through. To illustrate this effect we consider a video
playthrough for the game “BioShock Infinite”-a popular
video game released in 2013. The channel, popular for
hosting such video playthroughs, contains close to 4,500
videos and 180 video playthroughs. The channel is
highly popular and has garnered a combined view count
close to 100 million views with 150 thousand subscribers
over a period of 3 years. Fig. 6 illustrates that the early
view count dynamics are highly correlated with the view
count dynamics of future videos. Both the short term
view count and long term migration of future videos in
the playthrough decrease after the initial video in the
playthrough is posted. This results for two reasons,
either the viewers purchase the game, or the viewers
leave as the subsequent playthroughs become repetitive
as a result of game quality or video commentary quality.
A unique effect with video playthroughs is that though
the number of subscribers to the channel hosting the vid-
eos in Fig. 6 increases over the 600 day period, the linear
migration is still maintained after the initial 50 days after
the playthrough is published. Additionally, the slope of

the migration is related to the early total view count as
illustrated in Fig. 6 b.

4 CONCLUSION

In this paper, we conducted a data-driven study of YouTube
based on a large dataset (see Appendix for details). First, by
using several machine learning methods, we investigated
the sensitivity of the videos meta-level features on the view
counts of videos. It was found that the most important meta-
level features include: first day view count , number of sub-
scribers, contrast of the video thumbnail, Google hits, num-
ber of keywords, video category, title length, and number of
upper-case letters in the title respectively. Additionally, opti-
mizing the meta-data after the video is posted improves the
popularity of the video. The social dynamics (the interaction
of the channel) also affects the popularity of the channel.
Using the Granger causality test, we showed that the view
count has a casual effect on the subscriber count of the chan-
nel. A generalized Gompertz model was also presented
which can allow the classification of a videos view count

Fig. 6. Actual and predicted view count of a playthrough containing
25 YouTube videos for the game “BioShock Infinite”. The predictions are
computed by fitting a modified Gompertz model (8) to the measured
view count for each video in the playthrough.

13.Due to privacy reasons, we cannot detail the specific event. Some
of the reasons for the sudden increase in the popularity of the video
include: Another user on YouTube mentioning the video, this will
encourage viewers from that channel to view the video, resulting in a
sudden increase in the number of views. Another possibility is that the
channel owner or a YouTube Partner like BBTV did significant promo-
tional initiatives on other social media sites such as Twitter, Facebook,
etc. to promote the channel or video.
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dynamics which results from subscribers, migration, and
exogenous events. This is an important model as it allows
the views to be categorized as resulting from the video or
from exogenous events which bring viewers to the video.
The final result of the paper was to study the upload schedul-
ing dynamics of gaming channels in YouTube. It was found
that going “off schedule” can actually increase the popular-
ity of a channel. Our conclusions are based on the BBTV data-
set. Extrapolating these results to other YouTube datasets is
an important problem worth addressing in future work.
Another extension of the current work could involve study-
ing the effect of video characteristics on different traffic sour-
ces, for example the affect of tweets or posts of videos on
Twitter or Facebook. YouTube user behavior is a valuable
source of time-series data. In our ongoing work [40], we
investigate the correlations among YouTube video metrics
using multivariate vine copula models.

APPENDIX
DESCRIPTION OFYOUTUBEDATASET

This paper uses the dataset provided by BBTV. The dataset
contains daily samples of metadata of YouTube videos on
the BBTV platform from April, 2007 to May, 2015, and has a
size of around 200 gigabytes. The dataset contains around
6 million videos spread over 25 thousand channels. Table 5
shows the statistics summary of the videos present in the
dataset.
Table 6, shows the summary of the various category of

the videos present in the dataset. The dataset contains a
large percentage of gaming videos.
Fig. 7 shows the fraction of videos as a function of the age

of the videos. There is a large fraction of videos uploaded
within a year. Also, the dataset captures the exponential
growth in the number of videos uploaded to YouTube.
Similar to [3], we define three categories of videos based

on their popularity: Highly popular, popular, and unpopu-
lar. Table 7 gives a summary of the fraction of videos in the
dataset belonging to each category. As can be seen from
Table 7, the majority of the videos in the dataset belong to
the popular category.

A unique feature of the dataset is that it contains infor-
mation about the “meta-level optimization” for videos. The
meta-level optimization is a change in the title, tags or
thumbnail, of an existing video in order to increase the pop-
ularity. BBTV markets a product that intelligently auto-
mates the meta-level optimization. Table 8 gives a summary
of the statistics of the various meta-level optimization pres-
ent in the dataset.
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