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ABSTRACT
Although it is well-established that voids profoundly influence the initiation and reaction behaviors of heterogeneous energetic materials such as polymer-bonded explosives (PBX) and propellants, there has been little study of how void location in different constituents in the microstructures of such materials affect the macroscale behavior. Here, we use three-dimensional (3D) mesoscale simulations to study how void placement within the reactive grains vs the polymer binder influences the shock-to-detonation transition in a polymer-bonded explosive. The material studied here has a microstructure comprised of 75% PETN (pentaerythritol tetranitrate) grains and 25% hydroxyl-terminated polybutadiene polymer binder by volume. Porosities up to 10% in the form of spherical voids distributed in both the grains and polymer are considered. An Arrhenius reactive burn relation is used to model the chemical kinetics of the PETN grains under shock loading, thereby resolving the heterogeneous detonation behavior of the PBX. The influence of void location on the shock initiation sensitivity of the material is quantitatively ranked by comparing the predicted run distance to detonation (RDD) for each sample. The analysis includes inherent quantification of uncertainties arising from the stochastic variations in the microstructure morphologies and void distributions by using statistically equivalent microstructure sample sets, leading to probabilistic formulations for the RDD as a function of shock pressure. The calculations reveal that the location of voids in the composite microstructure significantly affects the RDD. Specifically, voids exclusively within the grains cause the PBX to be more sensitive (having shorter RDD) than voids in the polymer binder. Unique probabilistic relationships are derived to map the probability of observing RDD for each void location material case, allowing for prediction of initiation behavior anywhere in the shock pressure–RDD space. These findings agree with trends reported in the literature.

I. INTRODUCTION
The influence of microstructure heterogeneity on the shock-to-detonation transition (SDT) in high explosives (HEs) is of particular interest to the energetics community. “Hot spots,” or regions of localized temperature spikes, are often generated at defect locations in HEs subjected to shock loading and are widely understood to be a fundamental driving force in the detonation process.1–7 Micro and nanoscale defects, including voids and cracks, are present in all real samples and are the most probable sites for hot spots to form.1–9 As such, they profoundly affect the shock initiation behavior of the materials. The location of voids relative to the HE grains and polymer binder is important, as are the concentration and size of the void distribution. Although the shock initiation of HEs and the effects of voids, in general, have been extensively studied both in simulation10–14 and experiments,1,15–17 there has been no study on how the void location, whether in grains, binder, or some combination thereof, influences the detonation behavior on millimeter-scale sample sizes. Understanding these influences on the sensitivity of the energetic materials is highly desirable to the larger HE community.

Characterizing voids in experimental samples is a challenging endeavor. Many experiments have been conducted to study the macroscale effects of voids via low-density single or multi-crystal SDT,15–20 but without specific knowledge of individual voids within the material, it is impossible to correlate their effects with the observed behavior. Ultra-small angle x-ray scattering (USAXS) is the most commonly used method for measuring pore distribution within a sample to measure void size, shape, volume, and
surface area. Unlike some more traditional scanning electron microscope (SEM) imaging techniques,14 USAXS is non-destructive and can provide a statistical representation of the current void density within a sample.22–24 Willey et al. used USAXS data to measure how the void distribution evolved in several HMX-based formulations as they were heated25 and 1,3,5-triamino-2,4,6-trinitrobenzene (TATB)-based formulations as they were thermally cycled.26 Mang and Hjelm recently used USAXS to identify preferred void orientations in uniaxially pressed PBX 9502. While the characterization of voids in samples has improved in recent years, the main method for understanding their impact on SDT largely remains a computational modeling effort.

Many simulations have focused on modeling the effects of the collapse of a single pore or smaller cluster of voids in a homogeneous energetic matrix. Li et al.38 recently investigated the effect of the geometry of single pores on the local temperature fields in 1,3,5,7-tetranitro-1,3,5,7-tetrazoctane (HMX) after shock-induced collapse. Austin et al.39 modeled a single pore collapse accounting for the crystal anisotropy of HMX and studied the resulting shear banding. Springer et al.40 used the Lawrence Livermore National Laboratory (LLNL) hydrocode ALE3D to model the collapse of several pores in an HMX grain and demonstrated a shielding effect on downstream pores from upstream pores. This work additionally examined the hot spot evolution of individual voids both near and far from the grain border. Udaykumar et al.31–34 studied the collapse of a single void, clusters of voids, and the reaction initiation behavior of porous granular HMX prepared by Molek et al.35–37

While these studies have provided important insight into pore collapse and interactions among clusters of voids, few large-scale simulations have been attempted to model the entire impact, shock propagation, reaction initiation, and transition-to-detonation process using large-scale three-dimensional microstructures with an explicit account of voids and microstructure so that the full millimeter size scale of the events can be captured. Miller et al.44 initiated such an effort to model pressed granular HMX microstructures at the overall millimeter size scale. Although randomly distributed voids were explicitly considered, the effect of void location in the microstructure was not analyzed, and the HMX material did not contain a polymer binder typical of polymer-bonded explosives (PBX). It is acknowledged and understood that such millimeter-scale explicit 3D mesoscale models do not necessarily match the spatial resolutions of mesoscale models with overall sizes on the order of microns or hundreds of micrometers. Furthermore, the void sizes considered are relatively large among those in all studies involving voids. Still, Miller et al.48 have shown that the models and approach allow new issues to be studied and trends to be delineated.

In this paper, we use this approach to study the unexplored effects of void location and quantify how the SDT behavior and the Pop plot of a polymer-bonded explosive (PBX) evolve as void populations are placed in different constituents of the PBX microstructure. To this effect, randomized distributions of voids are introduced to form four separate material cases: (1) voids only in the binder, (2) voids only in the grains, (3) voids in both the grains and binder, and (4) no voids in the microstructure. Each material case is subjected to shock loading and the SDT behavior is analyzed. We note that while it is currently difficult to experimentally control the exact positions of voids in a PBX, simulations can be used to systematically delineate the effects of void distributions in the grains and binder. This can deepen the understanding of the mechanisms governing SDT and lead to the tailoring of material properties and identification of routes to improve material properties. In this endeavor, we probe the dependence of detonation behavior on the relative location of the voids using the previously stated fully microstructure-explicit and void-explicit model framework. The quantity of interest (QoI) is the run-to-detonation distance (RDD) as it relates to the porosity distributions. We structure the computations to also obtain probabilistic representations of the detonation sensitivity and study the effects of void distribution on detonation. To this end, statistically equivalent microstructure sample sets (SEMSS) are generated and used, leading to the probabilistic formulations for the RDD as a function of shock pressure. Under the current setting of a PBX with different distributions of voids, these relations are expressed in forms that allow important questions to be answered, such as (a) what is the probability for observing SDT by any given run distance and under any given shock pressure? (b) what is the minimum run distance required for achieving SDT with a required level of probabilistic confidence given a shock pressure? (c) what is the minimum shock pressure required to achieve SDT by a given run distance with a prescribed level of probabilistic confidence? This type of probabilistic analysis is useful for quantifying the influence of specific microstructural attributes on PBX ignition sensitivity in both the idealized microstructures presented here and more realistic microstructures in the future.

II. FRAMEWORK OF ANALYSIS

To accurately model the SDT behavior in a PBX, a model must have sufficiently resolved microstructure heterogeneities where hot spots can form, as well as a calibrated chemical kinetics model, an equation of state (EOS), and constitutive laws to describe the phase change of the energetic material. The model should also be sufficiently large to capture the complete length scale of the impact, wave propagation, reaction initiation and growth, SDT, and post SDT detonation propagation. This necessitates an overall model size on the order of millimeters, as the run distance of materials is typically several mm. To this end, the fully three-dimensional (3D) framework of Miller et al.44 is adopted. The 3D simulations are performed using CTH,39 a solid mechanics code created by Sandia National Laboratory. Sustained shock loading is imparted on the sample by a thick aluminum flyer, with flyer velocities ranging from 800 to 1500 m/s. The loading results in shock pressures between 3 and 8 GPa in the material. The method of microstructure development is explained in Sec. II A, the constitutive models used are summarized in Sec. II B, and the effects of mesh resolution are explored in Sec. II C.

A. Material, model, and microstructure

The material setting for this study is a PBX consisting of PETN high explosive crystal grains and a hydroxyl-terminated polybutadiene (HTPB) polymer binder. PETN has been widely used in a variety of applications for decades.40 HTPB is a polymer binder commonly used in energetic material applications such as solid rocket motor propellants.41 This combination of constituents
is chosen here in part because of readily available Arrhenius reactive burn (ARB) model parameters that are calibrated to experimental data.\textsuperscript{42}

To generate the microstructures for the PBX with PETN grains in an HTPB binder, a large size fully dense polycrystal PETN is first created by Voronoi tessellation. The size of this large "ingot" is $3 \times 3 \times 15 \text{ mm}$. The process involves first seeding the space with $\sim 38,000$ randomly placed points which serve as nucleation sites of individual crystallites (grains). The average grain equivalent sphere diameter is determined by the number of the starting seeds. The Voronoi tessellation algorithm yields the final polycrystal microstructure that is the end result of random outward growth in all directions of the crystallites from the seed locations until neighboring crystallites meet to form planar boundaries, which are the grain boundaries in the microstructure. To obtain the space occupied by the polymer binder, each grain boundary is separated into two identical planar facets, one for each of the contacting pair of grains. All the grain boundary facets are shrunk inward toward the centroids of their respective grains by amounts that are randomized within prescribed limits until the total grain volume fraction reaches 75% (the binder volume fraction reaches 25%). All facets maintain their orientations during the shrinking process to ensure the affinity of the grains to their original shape in the fully packed polycrystal. This process of composite microstructure generation allows any high grain volume fractions to be reached. In contrast, the method of microstructure composition developed by Wei \textit{et al.}\textsuperscript{43} can reach a maximum grain volume fraction of $\sim 80\%$.

To emulate the cutting of multiple smaller statistically similar samples from the same bulk ingot in experiments, multiple microstructure samples (five in this paper) with an overall size of $1 \times 1 \times 5 \text{ mm}$ are cut from this computationally generated "ingot." These five microstructures [shown in Fig. 1(a)] are taken as the statistically equivalent microstructure sample set (SEMSS) used in the analyses to be carried out. The grains in the SEMSS have a mean equivalent sphere diameter of $150.2 \mu\text{m}$ and conform to the size distribution shown in Fig. 1(c). This size distribution roughly matches those seen in PBX 9501 as reported by Skidmore \textit{et al.}\textsuperscript{44} Although PBX 9501 is comprised of HMX (not PETN) grains, this size distribution emulates a realistic material setting.

---

**FIG. 1.** (a) Statistically equivalent microstructure sample set (SEMSS) with five samples each $1 \times 1 \times 5 \text{ mm}$ in size, with the PETN grains shown in dark blue and the HTPB polymer matrix shown in light gray. (b) The corresponding fields of randomly placed spherical voids ($50 \mu\text{m}$ in diameter) for the samples in (a), only 20% of all the voids are shown for visual clarity. The voids in the grains are red and the voids in the polymer are dark blue. (c) The grain size distribution for the samples in (a). The error bars denote the range of variations among the multiple samples in (a).
A population of identical spherical voids 50 μm in diameter are randomly introduced to the samples in Fig. 1(a). For visual clarity, the void fields for the samples are shown separately in Fig. 1(b). The voids located in the grains are colored red and the voids located in the polymer are colored blue. The voids in each sample are allowed to overlap to create more heterogeneous void fields. The total number of voids for each sample ranges from ∼7700 to ∼8000 (accounting for overlap), resulting in a total porosity of 10%. These void fields are utilized to create the four material cases we investigate: (1) no voids (NV), (2) voids in grains (VG), (3) voids in binder (VB), and (4) voids in both grains and binder (VG + B). The NV case uses the SEMSS in Fig. 1(a) without any voids. In the VG case, only voids in the grains (red) in Fig. 1(b) are used, if a void overlaps with both grain and binder material in this case, only the part of the void in the grain is allowed. Since the voids account for 10% of the total sample volume and the grains constitute 75% of that volume, the total porosity of the VG case on average is 7.5%. Similarly, the VB case is created by using voids in Fig. 1(b) (blue) that are exclusively in the binder. Since the binder represents 25% of the microstructure volume, the total porosity for the VB case on average is 2.5%. In the VG + B case, all voids in both the grains and binder in Fig. 1(b) are permitted, this case has a porosity of 10%. Taken together, the four cases allow us to assess (i) how voids affect the behavior of the PBX? and (ii) what the relative contributions of the voids in the grains and the voids in the binder are to that overall effect?

In reality, PBX has heterogeneous microstructural features much smaller than those discussed above. Examples include submicron voids and microcracks. Willey et al. measured the distribution of void diameters in both LX-10 and PBX 9501 at room temperature using USAXS and observed most voids were smaller than 5 μm.7–11 Such features are computationally expensive to model at the overall sample size scale of this paper and are therefore not resolved here. We note that they have been analyzed previously using different model settings.7–11,29,31,63,64 The void diameter chosen for this study is relatively large. It is necessitated by computational cost. However, the framework allows the effects of voids and behavior trends to be explored. In particular, it provides a setting for assessing how biasing PBX microstructures with voids located in different constituents can be a means for tuning the sensitivity of high explosives.

B. Configuration of analyses

Loading is in the form of impact along the longitudinal axis of the samples by a thick aluminum flyer at a velocity of $U_p$. This imparts a sustained shock loading on the sample without the effect of shock release for the duration of analyses. The sides (lateral surfaces) are constrained in a frictionless manner to ensure planar, macroscale sample level uniaxial strain shock loading to mimic planar impact experiments. More details can be found in Miller et al.12

C. Constitutive relations

An elastic-perfectly plastic flow stress model based on the von Mises yield surface concept (EPPVM) is employed to account for the plastic deformation of the PETN grains. This model accounts for thermal softening and density degradation of the material under shock loading. The parameters of the EPPVM model for PETN grains are shown in Table I and are taken from Ref. 47.

In the table, $\rho_0$ is the reference density, $\sigma_y$ is the yield stress, $\nu$ is Poisson’s ratio, and $T_{melt}$ is the melting temperature of PETN in Kelvin.

The yield surface is given by

$$ Y = \begin{cases} \sigma_y \left( \frac{T - T_{melt}^\alpha}{T_{melt}^\alpha} \right) \frac{1}{T_{melt}^\alpha} & \text{if } T < T_{melt}^\alpha, \\ \sigma_y & \text{if } T \geq T_{melt}^\alpha. \end{cases} $$

(1)

In the above expressions, $Y$ is the current flow stress or yield strength of the material, $T$ is the temperature, and $\alpha$ is equal to $\rho_0/\rho$, with $\rho$ being the current density. If the second invariant of the stress deviator tensor ($I_2$) is larger than the current yield strength represented by the yield surface, then all deviators are multiplied by

$$ s = s^*Y/I_2, $$

(2)

where $s$ is the stress deviator and $I_2$ is the second invariant of the stress deviator tensor.

A first-order Mie Grüneisen equation of state (MGEOS) is used to describe the bulk response of PETN grains to hydrostatic pressure in the unreacted solid phase, i.e.,

$$ p = \frac{\rho_0 C_0^2}{1 - \frac{\rho_0}{\rho}} \left[ 1 - \frac{\Gamma_0}{2} \left( 1 - \frac{\rho_0}{\rho} \right) \right] + \Gamma_0 E. $$

(3)

Here, $p$ is the pressure, $\rho_0$ is the reference density of PETN, $\rho$ is the current density of PETN, $\Gamma_0$ is the Grüneisen parameter, $C_0$ is the bulk sound speed, and $s$ is the slope of the Hugoniot. $E$ is the internal energy per unit volume which can be determined by integrating the specific heat with respect to temperature at constant volume, i.e.,

$$ E = \frac{1}{V_0} \int_0^T c_d dT. $$

(4)

The parameters for the MGEOS used for PETN can be found in the CTH EOS package.48 The PETN reaction product EOS is described by tabular data in the form of a SESAME table.

D. Chemical kinetics model

The chemical reaction can be phenomenologically modeled by an Arrhenius-type kinetics model12 calibrated to experimental
data, data from density functional theory/chemical kinetics calculations, and/or the results of molecular dynamics simulations. There is often a trade-off between model accuracy and simulation runtime. To minimize this computational cost, calibrated empirical reactive burn models are often used to simulate the evolution of chemistry without needing to explicitly model chemical species. Miller et al. used a history variable reactive burn (HVRB) model to capture a mixture of homogeneous and heterogeneous detonation behavior in pressed HMX. Another popular model is the ignition and growth (I&G) model proposed by Lee and Tarver in 1980. This model treats the initial hot spot chemistry (ignition) and subsequent evolution (growth) independently and has been used to successfully model shock initiation and detonation.

In this work, the Arrhenius reactive burn (ARB) chemical kinetics model is used to track the rate of chemical reaction in the PETN grains. This empirical model more accurately tracks the development of local field variables, such as temperature and pressure rise due to chemical reaction, than other burn models, such as history variable reactive burn (HVRB). The ARB model tracks the rate of chemical reaction in the PETN using the form

$$\frac{dλ}{dt} = \begin{cases} (1 - λ)\exp(-Ω/T), & \text{if } T \geq T_i; \\ 0, & \text{if } T < T_i. \end{cases} \quad (5)$$

In the above relations, $λ$ is the fraction of the reacted material, $t$ is time, $T$ is the temperature in Kelvin, $P$ is a pre-exponential factor, $Ω$ is the activation temperature of the reaction rate, and $P$ is the pressure. $T_i$ indicates the threshold temperature below which the reaction rate is zero. The parameters for the ARB model are taken from the CTH ARB reference manual. Parameter tuning methods can be found in Ref. 42.

### E. Mesh convergence study

A mesh convergence study is performed using RDDs and initial shock pressure as the measures of focus. This is to ensure that the mesh is sufficiently fine to capture the heterogeneities in the microstructures and the physical fields, allowing us to predict these macroscopic quantities, which are the key QoIs in this study, as opposed to minute details of the local field quantities such as temperature or pressure. Among the four material cases here, the VG + B case has the most stringent mesh resolution requirement as it is the one with the largest amount of microstructural heterogeneity. Therefore, it is used in the convergence study. The result shows that mesh elements smaller than 10 μm yield negligible changes in the RDD. This is consistent with the finding of Miller et al. who conducted such a mesh convergence study of initial shock pressure as well as RDD in granular HMX with varying degrees of micro-structural heterogeneity, including HMX grains and 50 μm diameter voids (the same in the current analyses). Their result showed that mesh refinement to element sizes below 10 μm yields no noticeable difference in either the shock pressure or the RDD. Based on these analyses, an element size of 10 μm is chosen in our simulations. This choice provides a balance between computational cost and the need to sufficiently resolve the macroscopic properties of interest which are the focus of this study, not details of local fields.

### III. RESULTS AND DISCUSSION

In this section, we present the results of our three-dimensional SDT modeling effort. Section III A discusses how the RDD is measured during each simulation. Section III B compiles the RDD data into Pop plots for each material case. Finally, Sec. III C provides a probabilistic analysis for interpreting these results.

#### A. Shock-to-detonation transition process

As the energy dissipates in the material, hot spots can ignite and jump-start the chemical reaction in the HE granules. As the chemical reaction evolves, phase changes lead to rapid increases in the temperature and pressure of the material, which may send secondary shock waves into adjacent material, igniting additional hot spots. If an insufficient hot spot density is present to propagate the reaction, the hot spots are located in constituents with less dissipation or less chemical energy, or the shock duration was insufficient, the sample may be quenched due to the rarefaction wave. If a sufficient quantity of hot spots react in close proximity, the energy dissipation due to chemical reaction can lead to a cascading effect of hot spot ignition, forming a detonation front behind the initial shock wave. This detonation front is self-sustaining and quickly overtakes the shock front, transitioning the shock wave into a detonation wave. This process by which the self-sustaining detonation wave catches up and ultimately overtakes the incident shock front is known as the shock to the detonation transition point. The whole process of shock wave propagation, hot spot formation, ignition, reaction propagation, the transition from shock to detonation, and detonation propagation in the un-disturbed material is captured, as shown in Fig. 2.

The distance the shock wavefront travels before being overtaken by the detonation wavefront is the run distance to detonation or run-to-detonation distance (RDD) and is a common metric used in the form of a Pop plot to gauge the detonation sensitivity of an HE.

Materials with longer RDDs for a prescribed shock pressure are considered to have a lower shock initiation sensitivity. Since the detonation front forms so close to the shock front in heterogeneous detonation events, it may be difficult to precisely determine when the detonation front has fully formed. The method we use to determine when the sample has transitioned from shock to detonation is the same method used by Miller et al. It involves measuring the position of the shock front as a function of time. This measurement is made throughout the entire process, as shown in Fig. 3. Initially, the incident mechanical shock wave travels at a constant velocity $U_i$ through the sample. As the detonation waveforms following the SDT, the shock front evolves into the detonation front and accelerates to the detonation velocity, as indicated by a steeper slope in Fig. 3. This point of sharp change in the velocity of the shock front is where the RDD is measured.
B. Characterization of the RDD

The primary QoI in the analyses of the sensitivity of energetic materials is the Pop plot or the relation between the RDD and the shock input pressure. This relation quantifies the distance a shock wave must propagate through a material until the detonation front fully forms under a given shock pressure. Pop plots allow the sensitivities of different materials to be compared. Here, a systematic quantification of the relation between the RDD and shock pressure is performed.

Figure 4 shows the Pop plot with the RDD values obtained from the simulations. Each data point represents one sample in the corresponding SEMSS. The data set for each material case is fitted to the power-law relation

\[ (x^* - x_0^*) = \frac{H}{C_0} \left( \frac{P_s}{C_0 P_0} \right)^m, \]

in which \( x^* \) is the run distance at shock pressure \( P_s \), \( H \) is a material-dependent scaling parameter, and \( x_0^* \) and \( P_0 \) are the minimum RDD and shock pressure for observing SDT, respectively, and \( m \) is an exponential material constant. This equation, first used by Miller et al., is a generalized version of the relation previously used (see, e.g., Ref. 11) The values of parameters \( H \) and \( m \) are listed in Table III. \( x_0^* \) and \( P_0 \) are insensitive parameters whose choices are discussed in Ref. 38.

The lines in Fig. 4 are fits of the data sets to Eq. (6) and represent the conditions associated with a 50% probability of SDT for the four material cases. More discussions of the lines will be given later in Sec. III C. The sensitivity of energetic materials to initiation and detonation can be gauged from these lines. The height of a line is analogous to the overall sensitivity of a material, while the slope of a line indicates the pressure-dependence of a material’s sensitivity. Higher RDDs under a given shock pressure lower sensitivity to impact. In Fig. 4, the NV case has the highest RDDs, followed by the VB, VG + B, and VG cases, in that order. This trend is expected, as voids provide additional heterogeneities beyond the
TABLE II. Effect of void placement on RDD.

<table>
<thead>
<tr>
<th>SEMSS</th>
<th>Average decrease in RDD relative to no voids case (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voids in binder</td>
<td>52.7</td>
</tr>
<tr>
<td>Voids in binder and grains</td>
<td>64.8</td>
</tr>
<tr>
<td>Voids in grains</td>
<td>70.2</td>
</tr>
</tbody>
</table>

The lines for the cases serve as an average means of comparison for the relative sensitivities among the cases. Table II shows the average decrease in RDD values relative to the NV case for the other three material cases. It is apparent that a small number of voids can cause the RDD values to drastically decrease. For example, the VB case has only a porosity level of 2.5% by volume due to voids in the binder but has RDDs that are 52.7% lower on average relative to the NV case. The VG case has a porosity of 7.5% by volume due to voids in the grains and has RDDs that are 70.2% lower on average relative to the NV case. This indicates that the voids in the grains play a more significant role in the formation of hot spots that lead to reaction and SDT compared with voids in the binder. This is logical, as the grains are the primary reactive material in the microstructure. What stands out as interesting is the...
observation that the VG + B case, despite having the combined voids of the VB and VG cases (i.e., 2.5% voids in the binder and 7.5% voids in the grains, for a total porosity of 10% by volume), has an average RDD decrease from the NV case of only 64.8%, less than that of the VG case. This trend of “1 + 1 < 1” or combining two populations of voids leads to RDDs that are lower than the RDDs of the material with only voids in grains is quite counterintuitive. Yet, it can be explained as follows using the images in Fig. 5. Relative to the VG case, when voids are further introduced in the binder, the material attains an overall higher level of porosity which leads to lower pressures in the microstructure in the early part of the response following the onset of loading. The lower pressures slow the development of hot spots relative to that in the VG case, see Figs. 5(a) and 5(d). Thus, the entire process of hot spot evolution is delayed [compare Figs. 5(b), 5(c), 5(e) and 5(f)], resulting in longer RDDs. In contrast, at pressures above \( \sim 7 \) GPa, the VG + B and the VG data sets converge in Fig. 4. The convergence in behavior is because the development of hot spots is nearly identical in these two cases, as shown in Fig. 6. This trend suggests that, at lower shock pressures, the effects of microstructure and voids cause the behavior of materials to be different or distinguishable; but at high shock pressures, loading-induced effects appear to dominate, and the effects of material heterogeneities are masked and manifest to a much lesser degree. To fully confirm this effect, test cases of samples subjected to shock loadings of greater than 7 GPa are required to observe whether the Pop plot lines fully converge. This observation is consistent with the analyses of Wei et al. and experimental observations made by Borne. Note that the porosity levels analyzed here are similar to the \( \sim 1\% - 10\% \) porosity levels reported for the materials in experiments.

The rank order of the heights of the Pop plot lines, as well as the slopes of the lines, are two key metrics for evaluating the shock initiation sensitivity of materials. The formation of the detonation front is intimately tied to the levels of heterogeneity in the energetic

FIG. 6. The development of hotspot in early stages following the onset of loading in the VG material case [top row, (a)–(c)] and the VG + B material case [bottom row, (d)–(f)] under a relatively high shock pressure of \( P_s = 7.0 \) GPa. The VG + B case has more voids but essentially the same rate of hot spot development.

FIG. 7. Log-normal cumulative SDT probability of the four material cases.
composite. As shown in Fig. 5, voids in the grains play a more dominant role in determining the sensitivity than voids in the binder. As long as voids are present in the grains, further addition of voids to the binder may not significantly increase the sensitivity and may in fact decrease the sensitivity by weakening the shock loading or dissipating early detonation front energy via collapsing of the voids in the binder which is either inert or weakly exothermic by releasing less than a hundredth of the heat of PETN on a unit weight basis.64

C. Quantification of uncertainty in RDD

Due to the strong dependence of ignition response on microstructure and voids whose heterogeneities are intrinsically stochastic, variations in the microstructure and void distribution result in statistical data scatter in the Pop plot, giving rise to uncertainties in the assessment of the macroscopic material behavior. Wei et al.43 and Miller et al.53 pioneered a probabilistic approach to quantify this uncertainty, thereby allowing a deeper understanding of the interplays among material response, microstructure, voids, and loading conditions. Here, we use their approach to quantify the uncertainties in the RDD as a function of loading. In doing so, we use the relation to quantify the loading (shock pressure) required to ensure SDT within a given run distance with any level of prescribed probability. Additionally, the relation is also used to specify the minimum run distance needed to achieve full SDT with a desired level of probability. These analyses have applications in the design of devices and the choice of HEs for different applications.

Equation (6) and its geometric representations in Fig. 4 embody the macroscopic conditions (RDD-shock pressure combinations) corresponding to a 50% probability of observing SDT. Parallel shifts of the 50%–50% lines lead to lines for conditions corresponding to other levels of probability between 0 and 1 of SDT in the RDD-shock pressure space (Pop plot space). To facilitate the analysis and quantification, a non-dimensional parameter

\[
D = \frac{(P_s - P_0)\beta(x^* - x_0^*)}{H}
\]

can be introduced,14,43 where \(0 \leq D < \infty\) The parameters in Eq. (7) are the same as those used in Eq. (6). When \(D = 1\), the relation in Eq. (6) and the lines in Fig. 4 for a 50% probability of SDT are recovered. \(D > 1\) and \(D < 1\) correspond to conditions for observing SDT at greater than 50% and less than 50% probabilities, respectively. A value of \(D\) is calculated for each data point in Fig. 4. For each material case, the probability \(P\) of observing SDT at

![FIG. 8. Cumulative SDT probability maps for the four material cases. \(D = 1\) corresponds to the line for conditions for a 50% probability.](image-url)
a particular $D$ value is equal to the fraction of the total number of data points in Fig. 4 in that data set that is below the line represented by Eq. (7). Alternatively, $P(D)$ is equal to the fraction of the number of data points in each data set that is to the left of $D$ in Fig. 7. Note that Fig. 7 uses ln($D$) in the abscissa, each data set is fitted to a log-normal cumulative distribution function (CDF) of the form

$$P(P_s, x^*) = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{1}{\sqrt{2}\sigma_d} (\ln D) \right)$$

$$= \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{1}{\sqrt{2}\sigma_d} (\ln ((P_s - P_0)^m) + \ln (x^* - x_0^*) - \ln H) \right).$$

(8)

where $\sigma_d$ is the standard deviation of the normal distribution and use has been made of Eq. (7). This relation allows the probability of observing SDT at any point in the Pop plot space (Fig. 4) to be evaluated, see Wei et al. and Miller et al. Note that $P(P_s, x^*)$ is the probability of observing SDT at any RDD up to $x^*$ (as opposed to at $x^*$) under input shock pressure $P_s$. The values of the material parameters in Eq. (8) are shown in Table III.

Equation (8) is evaluated over a range of run distances and shock pressures to generate the probability map for each material case shown in Fig. 8. The black line is the line for a 50% probability. This line corresponds to the threshold by which half of the samples tested will have RDDs above it, and half will be below. The lower and upper white dashed lines represent SDT probabilities of 10% and 90%, respectively. The 90% probability line is the line below which 90% of samples in a set will have reached SDT. Similarly, the 10% probability line is the line below which 10% of the samples in the set will have reached detonation. These probability maps and the relation in Eq. (8) can be recast in alternate forms to answer other questions about uncertainties of the quantities of interest as they relate to one another. Two alternative forms, one shown in Fig. 9 and Eq. (9) and the other in Fig. 10 and Eq. (10), express shock pressure as a function of run distance and probability and the run distance as a function of shock pressure and probability, respectively. These maps allow for new interpretations of the Pop plot data. For example, to ensure SDT by a given RDD with the desired

<table>
<thead>
<tr>
<th>Sample</th>
<th>$H$ (GPa$^m$-mm)</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No voids</td>
<td>14.977</td>
<td>0.507</td>
</tr>
<tr>
<td>Voids in binder</td>
<td>8.292</td>
<td>0.599</td>
</tr>
<tr>
<td>Voids in grains</td>
<td>2.871</td>
<td>0.178</td>
</tr>
<tr>
<td>Voids in binder and grains</td>
<td>6.858</td>
<td>0.741</td>
</tr>
</tbody>
</table>

**TABLE III.** Pop plot material parameters for Eq. (8).

**FIG. 9.** Minimum shock pressure is needed to achieve SDT by a given run distance with the desired probability.
probability, Eq. (9) and Eq. (10) can be used to obtain the necessary input shock pressure. On the other hand, to ensure a desired probability of SDT at a given input shock pressure, Fig. 10 and Eq. (10) can be used to find the minimum run distance required. Equations (9) and (10) are used to generate Figs. 9 and 10, respectively, see Miller et al.53

\[ P_s(P, x^*) = \frac{H}{(x^*-x_0^*)} \exp \left[ \sqrt{2} \sigma_d \left( \text{erf}^{-1}(2P^*-1) \right) \right] + P_0, \quad (9) \]

\[ x^*(P_s, P) = \frac{H}{(P_s - P_0)} \exp \left[ \sqrt{2} \sigma_d \left( \text{erf}^{-1}(2P^*-1) \right) \right] + x_0^*. \quad (10) \]

The above equations and maps allow the probabilistic Pop plot of a material to be used to not only assess the sensitivity with uncertainty quantification but also answer design and risk evaluation questions such as (a) what is the probability for observing SDT by a given run distance and under any given shock pressure? (b) what is the minimum run distance required for achieving SDT with a required level of probabilistic confidence using a given shock pressure? (c) what is the minimum shock pressure required to achieve SDT by a given run distance with a prescribed level of probabilistic confidence? Such questions are of importance in a range of applications. For example, an engineer may be designing a compact detonator that has strict requirements on the maximum length of the component. This length dictates that SDT must occur within a certain run distance. To ensure SDT at a prescribed confidence level, Fig. 9 and Eq. (9) allow the minimum operating input shock pressure that must be applied.

IV. CONCLUSION AND COMMENT

The effects of void location relative to constituents in the microstructure on the behavior of energetic materials have previously not been studied using microstructure-explicit, millimeter-scale, three-dimensional simulations. In this paper, a systematic study has been carried out. The approach uses fully three-dimensional simulations of the shock to detonation process in a porous PBX comprising of 25% HTPB binder and 75% PETN high explosive crystal grains are performed. The model explicitly resolves the microstructure and the void population in the designed material. The analyses focus on the prediction of the shock to detonation transition (SDT) threshold (Pop plot) under monotonic loading conditions. In particular, the effects of the distribution of the void population in the microstructure (i.e., how the voids are located relative to the polymer binder and the grains) are systematically delineated by using four material cases: microstructures without voids (NV), microstructures with voids only in the grains (VG), microstructures with voids only in the...
binder (VB), and microstructures with voids in both grains and binder (VG + B). The effects on the detonation sensitivity (Pop plot) are ranked-ordered. The results show trends that are consistent with the generally accepted understanding of the effect of microstructure heterogeneity on detonation sensitivity.

Within the microstructure setting, voids distribution or positioning relative to the grains and the binder have a profound influence on the SDT behavior. Especially, the case without voids has significantly lower sensitivity (higher run distances) than the cases with voids. Adding voids only in the binder lowers the average RDD values by 52.7% relative to the no voids (NV) case. Voids in the grains-only case (VG) has significantly higher sensitivity (or lower average RDD) than the NV case, with an average run distance 70.2% lower relative to the NV case. The case with voids in both grains and binder (VG + B) has average RDD values 64.8% lower than those of the case without voids (NV), suggesting more voids does not necessarily lead to lower RDD under any circumstance, especially if the additional voids are in the binder. Furthermore, the effect of the additional voids in the binder tends to disappear relative to the VG case as the shock pressure approaches levels above ~6–7 GPa. RDDs for this case approach the values of the voids in grains only case (VG) at higher shock pressures, implying that the influence of void location on likelihood observing of initiation becomes less pronounced at higher shock pressures.

Probabilistic quantifications in the forms of both analytical relations and graphical maps of the run distance to detonation (RDD) for all the material cases have been developed. These relations and maps provide new tools for understanding the probabilistic nature of the initiation behavior of high explosives and the associated uncertainties. In particular, they allow important questions to be answered, including (a) what is the probability for observing SDT by any given run distance and under a given shock pressure? (b) what is the minimum run distance required for achieving SDT with a required level of probabilistic confidence using a given shock pressure? (c) what is the minimum shock pressure required to achieve SDT by a given run distance with a prescribed level of probabilistic confidence? The trends and relations obtained can be used in developing concepts for sensitizing or desensitizing PBX as well as understanding the differences in the behavior of different batches of the same PBX. Although the current processing and synthesis techniques do not permit direct control of the locations of voids in microstructures of energetic materials, emerging or future processing and fabrication techniques such as additive or subtractive manufacturing may allow direct placement of voids or biasing voids toward parts of a microstructure.

It is again acknowledged that the void size considered here is relatively large among void sizes considered in mesoscale simulations. This reflects a limitation of the extremely high level of computational resources demanded by the fully 3D models and the explicit resolution of both microstructure and voids pursued. However, the models allowed underlying trends to be delineated. As more advanced computational resources become available in the future and algorithms are improved, better resolutions and smaller void sizes can be considered within this approach. In addition, future iterations of this methodology should consider incorporating entire void distributions to more accurately represent experimental microstructures. It is also acknowledged that how voids exclusively located along the grain-polymer binder boundaries affect the behavior of PBX has not been studied here. This can be the topic of a future analysis.
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