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Abstract— Advances in robotics and artificial intelligence
(AI) have enabled the possibility of human-robot teaming. One
potential avenue for collaborative robots is to provide decision-
support for human partners in complex decision-making tasks.
However, such agents are imperfect in real-world scenarios
and may provide incorrect or suboptimal recommendations.
Thus, it is imperative for human collaborators to understand
when to trust the robot’s suggestions for maximizing task
performance. Explainable AI (xAI) attempts to improve user
understanding by providing explanations or rationales for agent
recommendations. However, constantly providing explanations
is unnecessary and can induce cognitive overload among users.
In this work, we propose a POMDP framework that allows the
robot to infer the users’ latent trust and preferences to provide
appropriate and timely explanations for maximizing human-
robot team performance in a sequential decision-making game.

I. INTRODUCTION

Robots and Artificial Intelligence (AI) agents have the
potential to improve human decision-making by provid-
ing recommendations or relevant information. Currently, AI
systems are aiding humans in decision-making for safety-
critical scenarios such as clinical diagnosis [10], as well
as everyday activities such as navigation. Robots and other
automated agents are designed to increase efficiency and
reduce cognitive demands on humans. However, such agents
can be imperfect in complex settings, and dependence on
imperfect automation can lead to severe consequences, es-
pecially in safety-critical tasks [1], [14]. In this work, we
explore how to help humans discern when to trust and depend
on suboptimal robotic decision support systems (DSS) by
providing appropriate and timely explanations.

Trust is defined as an “attitude that an agent (automation
or another person) will help achieve an individual’s goals in a
situation characterized by uncertainty and vulnerability” [8],
and dependence is a behavioral measure that indicates the
extent to which the user accepts recommendations from an
agent. Users’ dependence upon robots and other AI agents
is often correlated with their trust in the agent [3], [11]. To
avoid negative outcomes, we need to mitigate inappropriate
dependence (i.e., Type I and Type II errors). Type I error
or over-reliance refers to the extent to which users accept
poor recommendations from an agent, and Type II error or
under-reliance refers to the extent to which users reject good
recommendations from an agent [2].

Our current research is centered on robotic DSS as previ-
ous studies have demonstrated that robot embodiment can
foster trust and appropriate reliance among both experts
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[5] and novice users [12]. Additionally, robots deployed
as DSS are significantly more capable than their software
counterparts, as they can perform physical tasks such as
navigation, manipulation and acquire real-time data from
sensors for providing decision support. Some real-world
applications of robotic DSS include manufacturing – where
robots can help with quality control and inventory manage-
ment [13] and healthcare – for clinical diagnosis assistance
[10] and resource allocation [5]. Some recent works have
also investigated using robots to provide assistance in making
judicial decisions [4].

Our proposed research has three goals. First, we develop
a computational cognitive model for human decision-making
with robotic DSS, which infers the latent trust dynamics and
individual capability based on the user’s interaction history
with the robot. Second, we utilize the cognitive model to
learn a robot policy for providing effective assistance in
human decision-making. We model the human-robot inter-
action (HRI) as a Partially Observable Markov Decision
Process (POMDP), where the robot agent must decide (1)
when to provide assistance, (2) whether it is beneficial to
provide explanations, and (3) the type of explanation based
on individual preferences and the task context. Lastly, we
will evaluate our proposed approach by comparing the per-
formance of the human-robot team employing the POMDP
framework against other baselines that do not utilize the
cognitive decision-making model. Our proposed work is
novel since it addresses modeling multiple latent human
states in a sequential decision-making task, where users
cannot immediately evaluate the optimality of the robot.

II. METHODOLOGY

The objective of this work is to develop an adaptive robot
policy that can determine when and how to assist humans to
mitigate Type I and Type II errors and optimize human-robot
team performance in sequential decision-making tasks.

A. Task Domain

In this work, we will use Mastermind [7], a sequential
decision-making game, for modeling humans. In Master-
mind, users must identify a four-color secret code in the
fewest turns possible using feedback from the game (colored
squares) as shown in Figure 1a. At every turn, the users
must choose from a list of choices, and their decision will
influence the choices available in subsequent turns. Users
are scored based on the number of turns and time taken to
identify the code. The game ends when the users identify the
correct code or exceed the maximum turns. The users solve



(a) Robot providing decision-support in Mastermind. The user
can accept or reject the robot’s suggestion at each turn.

(b) Cognitive models of human decision-making with and without robotic
decision-support. Shaded regions imply latent states unknown to the robot.

Fig. 1: Design framework for human-aware robotic DSS. Figure 1a depicts the task domain with robot assistance and
Figure 1b depicts the cognitive model that will be used by the robot agent to determine when and how to assist humans.

the task independently or with robotic assistance, where they
can either accept or reject the robot’s suggestion.

B. Cognitive Model for Human Decision Making

We model the human-robot interaction for suboptimal
robotic DSS as a POMDP, with world state x ∈ X , robot
action aR ∈ AR, and human action aH ∈ AH . The world
state x is an abstract representation of the current game
state (the current turn, a boolean indicator for identifying
the code, and an information gain metric to assess how far
away the user is from guessing the correct code). At each
turn t, both the robot and the user perform an action — aRt
and aHt , respectively. Since the robot only acts as a DSS,
its actions will only influence the human’s actions and not
directly change the world state, i.e., world state dynamics is
only impacted by the human’s action – p(xt+1|xt, aRt , aHt ) =
p(xt+1|xt, aHt ). We assume that the user’s decision in each
turn is dependent on their trust in the robot θt, their ability
to solve the task independently ψt, and the task difficulty
dt. The task difficulty dt reduces as the user moves closer
to finding the code by eliminating various possibilities. The
user’s trust θt and capability ψt are latent or unknown to the
robot apriori. Thus, the robot agent maintains a belief over
the user’s latent states and updates them by observing the
user’s actions aHt (accept or reject) and outcome âHt .

1) Modeling Human Decisions without Robot Assistance:
In the case of no robotic assistance, the human’s decision-
making policy will only be dependent on their capability
ψt and the task difficulty dt (= f(xt)), i.e., πH(aHt |ŝt) =
p(aHt |dt, ψt), where ŝt ≡ (xt, ψt) is the augmented state.
Then the overall transition dynamics is given by:

p(ŝt+1|aHt , ŝt) = p(xt+1|xt, aHt )× p(ψt+1|ψt, a
H
t , dt) (1)

2) Modeling Human Decisions with Robot Assistance: In
the case of robotic assistance, the human’s decision-making
policy will additionally be dependent on their trust in the
robot θt, and the action taken by the robot (e.g., the type of
explanation provided by the robot) aRt . Thus, the human’s

decision-making policy can be modeled as πH(aHt |st, aRt ) =
p(aHt |dt, ψt, θt, a

R
t ), where st ≡ (xt, ψt, θt) is the aug-

mented state. Then the overall transition dynamics becomes:

p(st+1|aHt , aRt , st) = p(xt+1|xt, aHt )×p(ψt+1|ψt, a
H
t , dt)

× p(θt+1|θt, aHt , aRt , dt) (2)

C. Learning an Adaptive Policy for Effective Assistance
Since the user’s trust and capability are unknown to the

robot, we model the HRI as a POMDP. We propose to use
the Bayes-Adaptive POMDP framework (BA-POMDP) [15]
to simultaneously learn the parameters of the task domain
(i.e., the transition and observation probabilities) and learn
a policy for the robot that maximizes a reward function.
The BA-POMDP framework utilizes Dirichlet distributions
to represent unknown distributions. Maximizing the reward
function R = α×∆info gain−β×Φ(aRt ) enables the robot’s
policy to balance when to provide recommendations based
on its estimation of the human’s ability to solve the task.
The ∆info gain is a pseudo-measure for the difference in
task progress between human actions with and without robot
assistance, and the cost Φ of robot actions is proportional to
the cognitive effort required by the human to evaluate. We
propose to use a variant of POMCP [17], an online solver,
for learning the robot policy, as shown in prior work [9].

D. Human Subjects Experiments
We propose a two-phase user study design to (1) learn the

parameters for the proposed cognitive model and train the
robot policy and (2) evaluate the trained policy on new users.
Our first user study (data collection phase) is designed
to assess user performance in our task domain with robots
providing various explanations common in xAI literature,
such as counterfactual, feature importance, and confidence-
based explanations [16]. Preliminary results from Phase I are
discussed in Section III. In the second user study (evaluation
phase), we will compare the performance of human-robot
teams employing the proposed adaptive BA-POMCP policy
against other baselines discussed in Section II-E.



(a) Type I / Type II errors for high performers

(b) Type I / Type II errors for low performers

Fig. 2: Type I and Type II error rates with respect to different
explanation types from the data collection study.

E. Evaluation Baselines

We propose to compare our approach against prior work
by Hong et al. [6] that uses offline reinforcement learning
to influence suboptimal humans for maximizing human-AI
team performance. Our approach is different as it is aimed
at collaborative settings where both the human and the robot
agents are suboptimal.

III. DATA COLLECTION STUDY: PRELIMINARY RESULTS

We conducted a 1×3 (explanation type) between-subjects
experiment to assess user performance with and without
robotic assistance for various explanation types. Each user
played three rounds of Mastermind with the robot providing
either no assistance, only suggestions, or suggestions with an
explanation (confidence / counterfactual / feature importance)
in random order. We collected data from 36 subjects on
the Prolific platform upon IRB approval. We segregated
users as high or low performers based on their performance
without robotic assistance. We find that feature importance
explanations reduced Type I and Type II errors in high
performers and Type II errors in low performers. Overall,
high performers tended to rely more appropriately on the
robot (had fewer errors) as shown in Figures 2a and 2b.

IV. CONCLUSION

In this work, we propose a novel, adaptive robotic DSS
framework that seeks to maximize human-robot team per-

formance by providing appropriate and timely explanations
in a sequential decision-making game. Our preliminary in-
vestigation reveals that only certain explanations are useful
in establishing appropriate dependence. We need to further
investigate which robot actions can influence appropriate
dependence across different user populations. Upon collect-
ing further data, we seek to train the adaptive robot policy
using a variant of the BA-POMCP algorithm. We expect
that the performance of human-robot teams employing the
BA-POMCP framework will be significantly higher than our
baselines from prior work.
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