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Abstract: I assess the role of bankability and information in environmental policy de-
sign. I develop a model demonstrating that banking and borrowing can be allowed for
a price policy as well as a quantity policy. I compare expected welfare between price
and quantity policies, with and without banking, under several different scenarios re-
garding uncertainty and information. A bankable policy can provide an efficiency im-
provement by allowing for smoothing of costs, though it is not necessarily more effi-
cient than a policy that does not allow banking. The ranking of prices versus quantities
and of bankability versus nonbankability depends on both the slopes of marginal costs
and benefits and on the specification of uncertainty and information.
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UNDER PERFECT INFORMATION, an externality market failure can be efficiently
solved using either a price or a quantity instrument. For example, pollution can be re-
duced to its efficient level through either a pollution tax or a cap-and-trade scheme.
Under certain types of information asymmetry, the equivalence between price and
quantity instruments breaks down (Weitzman 1974). Researchers have argued that
an advantage of quantity instruments over price instruments is that quantity instru-
ments are bankable (Fell et al. 2012; Pizer and Prest 2020). For example, pollution
permits in a cap-and-trade scheme can be banked for future use if abatement costs
are lower than expected in the current period. Many real-world tradable pollution per-
mit markets, like the Regional Greenhouse Gas Initiative and the European Union
Emissions Trading Scheme, allow for banking or borrowing (Chevallier 2012).

Several papers that extend the framework of Weitzman (1974) consider the use
of banking and borrowing of permits and its effect on efficiency. Fell et al. (2012)
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evaluate the welfare effects of allowing limited banking and borrowing, and they nu-
merically simulate to find that allowing for banking and borrowing can make a quan-
tity policy nearly as effective as a price policy. Williams (2002) argues that banking
is optimal for stock but not flow pollutants. Kollenberg and Taschini (2016) model
a policy in which policy makers update the emissions cap in response to the number
of permits in the bank to reduce costs. Most closely related to this study are two pa-
pers that use two-period models to study the efficiency of allowing banking. Pizer and
Prest (2020) show that banking can improve efficiency and in some cases achieve the
first best; by contrast Weitzman (2020) shows that banking is always dominated by
either nonbankable quantities or nonbankable prices.

This paper makes two main contributions. The first is that the paper considers an-
other policy option that has until now been ignored by policy modelers: what I call
bankable prices. Intertemporal trading can be built into a price (tax) policy as well as into
a quantity (permit) policy.With bankable prices, the firm is given a price in each period
but can choose to defer payment for its actual output or emissions until the future. Al-
ternatively, the firm can accelerate payment for future emissions at the current price
with no restrictions.1 In short, the firm has the option of deferring or accelerating its
tax liability. This policy option is similar to other real-world policies that exist in other
tax contexts, but it has not yet been applied to environmental taxes. I develop a model
allowing for bankable prices, and I compare that policy to three other policies: bankable
quantities, nonbankable quantities, and nonbankable prices. Under several different
scenarios regarding the correlation of shocks across time and the ability of the planner
to observe those shocks, I provide expressions (analogous to the well-known result
from Weitzman [1974]) for the expected welfare difference between one policy and
another.

The second main contribution of the paper is to assess and clarify an existing liter-
ature in a cohesive, unified framework. Even if one questions the practical relevance or
feasibility of a bankable price policy, by modeling it and comparing it to the other policy
options, we learn something about the prior literature’s welfare comparisons between
these other policies. I identify and clarify the value of bankability and its distinction
from the relative values of price versus quantities, which are muddled together in
the prior literature that does not separate the option of bankability from the choice be-
tween prices and quantities. I also assess the important role of the information structure
of the model, in particular how much is known by the policy maker and when. This
paper thus provides conceptual completeness bridging the existing literature.

This study is the first to my knowledge that models bankable prices. It follows
closely from the models in Pizer and Prest (2020) and Weitzman (2020), both of
which compare nonbankable prices, nonbankable quantities, and bankable quantities,
1. What I refer to as a “bankable” policy is actually both bankable and borrowable; for con-
ciseness I will just use the term “bankable.”
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but omit bankable prices.2 Like Pizer and Prest (2020), this model allows for policy up-
dating: the planner can observe the first-period shocks before the second period and ad-
just its policy in response. LikeWeitzman (2020), this model allows for shocks that dif-
fer across time but are correlated. By allowing for both of these features, this model helps
resolve the somewhat contradictory results from those two papers, in addition to its
contribution of modeling bankable prices.

The real-world relevance of studying bankable prices is questionable: is a bankable
price policy feasible? Bankable quantity policies have been proven feasible, since most
existing cap-and-trade markets have some provisions for intertemporal trading.3 I am
not aware of any emissions tax policies that offer any form of intertemporal trading.
However, some forms of intertemporal trading are allowed for other types of taxes.
In the appendix (available online), I describe in detail several real-world tax policies that
exhibit this feature, including individual retirement accounts and a tax loss carryfor-
ward. None of these policies exactly mimic the bankable emissions price policy modeled
here, and I discuss their similarities and differences in the appendix. Given that bank-
ability is present in emissions quantity policies and in some other tax policies, the pros-
pect of bankability being incorporated into emissions tax policies seems reasonable.

I find that the advantage of bankable prices depends on whether the planner can ob-
serve the shocks and whether the shocks differ across periods. In the simplest scenario
where the shocks are identical across periods and the planner never observes them,
bankability offers no advantage to either a price or a quantity policy.When the planner
observes the shocks after the first period so policy updating is possible, bankability offers
an advantage (in fact, it allows the planner to achieve the first best). But, the advantage is
identical for either a bankable price or a bankable quantity policy; and thus bankability
does not uniquely confer an advantage upon quantity instruments. When the shocks
differ across the two periods and are correlated, but the planner never observes them,
then bankability does not offer any advantage for a price policy. Finally, in themost com-
plete scenario when the shocks differ across periods and the planner can update policy
after observing the first-period shocks, the advantage of bankability is more complicated
and cannot a priori be signed. Whenever prices dominate quantities, then bankability
dominates nonbankability. However, when quantities dominate prices, then bankabil-
ity may or may not dominate nonbankability. The comparison between a bankable
quantity policy and a nonbankable quantity policy identifies one term in the welfare for-
mulation in which nonbankable quantities dominate if marginal costs are steeper than
marginal benefits, as identified in Weitzman (2020). But in addition to this term,
there is a term that represents an unambiguous advantage of bankability, regardless of
2. Gerlagh andWan (2018) is another recent working paper comparing these three policies.
3. See table 1 in Hasegawa and Salant (2014)—all six policies presented offer some form of

banking or borrowing.
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the slope of marginal cost or benefit curves. This represents the fact that the firm can
smooth its production over time in the face of the shock value that it observes.

Finally, I provide a back-of-the-envelope numerical simulation exercise to gauge the
magnitude of the efficiency differences across policies when applied to global climate
change policy. Under the base-case parameter values, the bankable price policy domi-
nates all other policies, and the efficiency gain of moving from a nonbankable price pol-
icy to a bankable price policy is about one-tenth of the efficiency gain frommoving from
a quantity policy to a price policy. Under other parameterizations, the efficiency gain of
bankability can exceed the efficiency gain of a price policy over a quantity policy.

The following section presents the model, and section 2 presents the results from
four different scenarios regarding information. Then section 3 explores the implica-
tions through numerical simulations.

1. MODEL

Consider the standard specification of quadratic benefits and costs of producing some
good qt as in Weitzman (1974):

C(qt, vt) 5 c0 1 (c1 1 vt)(qt – q̂) 1
c2
2
(qt – q̂)2,

B(qt, ht) 5 b0 1 (b1 1 ht)(qt – q̂) –
b2
2
(qt – q̂)2:

The good qt can be interpreted as abatement of emissions. The random variables, vt and
ht, affect the first but not the second derivative of the cost and benefit functions, respec-
tively. That is, they shift the level but not the slope of the marginal cost and marginal
benefit functions. The random variables equal zero in expectation. Assume that both b2
and c2 are positive, so that marginal costs increase and marginal benefits decrease. As-
sume c1 5 b1. These assumptions are equivalent to a normalization ensuring that in
expectation q̂ is the optimal quantity (Weitzman 2020). There are two time periods,
t 5 1 and t 5 2, and I ignore discounting (i.e., set the discount factor 5 1).

A representative firm chooses qt in each period to minimize costs C; the firm does
not consider or care about benefits B. With no policy or regulation, the firm chooses
qt 5 q̂ – (c1 1 vt)/c2. This assumes an interior solution and that the firm observes
the shock value, both of which I assume throughout the paper.

I consider four different policies available to the planner, who always seeks to max-
imize expected welfare (i.e., expected net benefits) E B q1, h1½ � – C q1, v1½ � 1 B q2, h2½ �–½
C q2, v2½ ��. First, the planner can set a nonbankable quantity policy {~q1, ~q2}, detailing
how much the firm can produce each period. Given this policy, the firm’s decision is
trivial: it must produce qt 5 ~qt in each period.

Second, the planner can set a nonbankable price policy {~p1, ~p2}, in which the firm
faces a price per unit of output in each period. The firm’s optimization problem in pe-
riod t is
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max
qt

~ptqt – C(qt, vt):

Third, the planner can set a bankable quantity policy, setting {~q1, ~q2} but allowing
the firm to choose a quantity B to bank (B > 0) or borrow (B < 0) between the two
periods. At the start of period 2, the firm would find itself with a bank B and be re-
quired to produce q2 5 ~q2 1 B. If B > 0, some of the first period’s allotment ~q1 was
banked, so the firm can produce more than its allotment ~q2. If B < 0, then some of the
second period’s allotment was borrowed back in the first period, so the firm in the sec-
ond period must produce less than its allotment ~q2. At the start of period 1, the firm
chooses both its actual quantity produced q1 and the amount that it banks or borrows
B subject to q1 5 ~q1 – B.

Fourth and finally, the planner can set a bankable price policy, setting {~p1, ~p2} but
allowing the firm to choose a quantity B to bank or borrow between periods. If B > 0,
then the firm banks some of its output to the second period and therefore faces the
second-period price on that quantity. Thus, its first-period maximand is ~p1(q1 – B) –
C(q1, v1). In the second period, the firm faces the second-period price on its actual
second-period output plus the banked output, so its maximand is ~p2(q2 1 B) –
C(q2, v2). When B < 0, these maximand expressions are unchanged, though the inter-
pretation of B is borrowing from period 2 to period 1.4

For each policy, I solve for the firm’s optimal response. Given the firm’s optimal re-
sponse, I solve for the planner’s optimal policy level, set to maximize expected welfare.
Finally, I calculate expected welfare given the optimal policy level and optimal firm
response. I compare expected welfare across the four policies to see which policy the
planner would prefer ex ante.5 I make this comparison for four different scenarios in-
volving the specification of the shocks and realization of the uncertainty over the ran-
dom variables.

Figure 1 describes the information structure and timing of the model and the dif-
ferences across the four scenarios. The top panel lists the six steps of the model in chro-
nological order, arranged into the two periods (plus a period 0). The shocks are all re-
alized at the start of the model (which I call period 0) and immediately observed by
the firm but not by the planner. In the first two scenarios (A and B), the shocks are
identical across periods; in the other two scenarios, they are different though correlated
(described below). The planner does not observe the shocks in the first period. In
4. The bankable price policy can also be thought of as a deferred or accelerated tax liability. I
use the term “bankable price” to highlight the policy’s similarity to the bankable quantity policy
that has been modeled previously in the literature. See app. A.1 for a comparison of the bank-
able price policy to other deferred tax liability policies. For an analysis of delayed compliance
timing of quantity (but not price) policies, see Holland and Moore (2013).

5. While the planner can choose which of the four policy options yields the highest expected
welfare, the firm does not have the option to choose which policy it is subject to, as in Krysiak
and Oberauner (2010).
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scenarios B and D, the planner observes the first-period shock values at the start of the
second period (though it never observes the second-period shock values). The bottom
panel of figure 1 describes the difference across the four scenarios, which are based on
whether or not the shocks are identical across periods and whether or not the planner
ever observes the first-period shocks (in which case policy updating is available). As de-
scribed in more detail below, scenario B roughly corresponds to (though does not ex-
actly mimic) the base-case setup in Pizer and Prest (2020), while scenario C roughly
corresponds to (though does not exactly mimic) the setup in Weitzman (2020).

Since one goal of this paper is to assess and clarify the literature, the model inherits
the information structure from this literature. As in prior literature, the assumptions
underlying this structure are mathematically convenient but might be questionable
in reality. The firm’s knowledge of all of its shock values at the outset is referred to
as “super-prescience” byWeitzman (2020). Pizer and Prest (2020) interpret the infor-
mation structure as one of a difference in timing rather than deep uncertainty: where
the planner learns about the shocks when the firms do but cannot act until later, per-
haps due to the bureaucratic process. The uncertainty issue in these models is a prob-
lem of asymmetric information, where the firm knows more than the government.
There is room to modify these assumptions and consider alternative information struc-
tures, but the strength of this literature over the past several decades has been in gaining
valuable intuition about policy issues via the simplicity of tractable models.6
Figure 1. Timeline and information structure of model
6. Weitzman (2020, 441) addresses this point: “The emphasis in the model of this paper is
on clarity of exposition and the appealing simplicity of clean, crisp analytical results. It is hoped
that the model preserves enough of ‘reality’ to give some useful insights, if only at a fairly high
level of abstraction.”
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2. RESULTS

I summarize themain results in table 1. For each of the four scenarios (the rows), table 1
lists the expected welfare under each of the four policy options (the columns). Each
value is expressed relative to the expected welfare of nonbankable quantities in scena-
rio A, so that the upper-left entry is set to zero.7 In this section, I proceed through the
rows of the table, discussing the results in each case. The proofs and mathematical de-
tails are relegated to the appendix, especially in the first three scenarios and for all pol-
icies other than the bankable price policy, since these cases are not new to the literature.
The contributions of this paper to the literature are in the bottom row and the right-
most column of table 1.8

2.1. Scenario A: Identical Shocks, No Policy Updating

The realizations of the random variables here are identical across the two periods; that
is, v1 5 v2 ≡ v and h1 5 h2 ≡ h; E v½ � 5 E h½ � 5 E vh½ � 5 0, and j2v ≡ E v2

� �
and

j2h ≡ E h2½ �. All results are proven in appendix A.3.
First, consider the nonbankable quantity policy {~q1, ~q2}. It is straightforward to

show that the planner’s optimal policy is to set ~q1 5 ~q2 5 q̂. Given this policy and
the firm’s response to it, the expected net benefits of the nonbankable quantity policy is

EWA
NBQ 5 2(b0 – c0): (1)

The acronym EW is for expected welfare (i.e., expected net benefits), the subscript
NBQ indicates the nonbankable quantity policy, and the superscript A indicates sce-
nario A.

Second, consider the nonbankable price policy {~p1, ~p2}. Solving for the planner’s
optimal policy yields ~p1 5 ~p2 5 c1 (the planner sets the price equal to the expected
marginal cost). Given this optimal policy and the firm’s response to it, the expected net
benefits of the nonbankable price policy are

EWA
NBP 5 2(b0 – c0) 1

j2v

c22
(c2 – b2): (2)

Comparing this equation to equation (1), the difference in expected welfare between
the nonbankable quantity policy and the nonbankable price policy is

DA
NBP,NBQ 5

j2v

c22
(c2 – b2): (3)
7. The value of that expected welfare is 2(b0 – c0), so all of the entries in table 1 subtract that
expression from the actual expected welfare.

8. The first main contribution of this paper is the introduction of bankable prices; this is the
right-most column. The second main contribution is the assessment and clarification of the ex-
isting literature; this is the bottom row.
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Here D indicates the difference in expected welfare between two policies, where the
subscript NBP, NBQ indicates that it is the difference between the nonbankable price
and the nonbankable quantity policy (i.e., DA

NBP,NBQ ≡ EWA
NBP – EWA

NBQ). The ex-
pression for DA

NBP,NBQ is simply the standard Weitzman (1974) prices versus quan-
tities expression multiplied by two because this is a two-period model.

Third, consider the bankable quantity policy. As described in the appendix, the
outcome under this policy will be identical to the outcome under the nonbankable
quantity policy from equation (1): EWA

BQ 5 EWA
NBQ and DA

NBQ,BQ 5 0. In this sce-
nario, banking offers no advantage to a quantity policy. Because the cost shocks are
equal across the two periods, the firm produces the same quantity in each period
and does not bank.

Fourth and finally, consider the bankable price policy. The firm faces prices in each
period ~p1 and ~p2. It can bank some of its quantity B and pay the price in the following
period. Alternatively, if B < 0, it borrows forward some of its quantity from the sec-
ond period and pays for it at the first-period price. The firm’s problem thus is

max
q1,q2,B

~p1(q1 – B) – C(q1, v) 1 ~p2(q2 1 B) – C(q2, v)

s:t: q1 – B ≥ 0,  q2 1 B ≥ 0:

The nonnegativity constraints ensure that the firm cannot borrow or bank more than
the total produced. Other than that, there are no restrictions on banking or borrow-
ing. Given an arbitrary policy ~p1, ~p2, because the objective is linear in B the firm’s prob-
lem has the following solution:

q1 5 q2 5 q̂ 1
max ~p1, ~p2f g – c1 – v

c2
: (4)

For any price pair, the firm chooses to face the price in the higher-price period. (As in
Weitzman [1974] and the subsequent literature, we interpret q as a good, not a bad,
that is abatement rather than the quantity of emissions. A higher price p thus corre-
sponds to a lower emissions tax.). If period 1 has the higher price, then the firm will
borrow all of its quantity from the second period and pay it all in the first period. This
response reflects the simple intuition that, when the firm can choose its price, it will
choose the highest price that it can get. But, because the cost function is identical
across periods and convex, the firm chooses to produce an equal amount in each period
(q1 5 q2). Given the firm’s solution, the planner’s optimal policy is to set the price
equal to the expected marginal cost in each period, ~pt 5 c1 (more generally, the plan-
ner could set either period’s price anything lower than c1 and the other period’s price
equal to c1, since the firm will choose to get paid the higher price). It follows that the
outcome will be the same under this policy as it is under the nonbankable price policy
(eq. [2]), so that EWA

BP 5 EWA
NBP and D

A
NBP,BP 5 0. Just like with the quantity pol-

icy, in scenario A banking offers no advantage to a price policy.
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2.2. Scenario B: Identical Shocks, Policy Updating

Maintain the assumption that the realizations of the random variables are identical
across periods. But now the planner can observe the value of v and h at the end of
period 1 and update its period 2 policy in response.9 This construction is identical
to the specification of uncertainty in the main model of Pizer and Prest (2020).10

The appendix solves for the expected welfare under the two nonbankable policies.

EWB
NBQ 5 2(b0 – c0) 1

1
2

�
j2h 1 j2v
b2 1 c2

�
, (5)

EWB
NBP 5 2(b0 – c0) 1

1
2

�
j2h 1 j2v
b2 1 c2

�
1

j2v

2c22
(c2 – b2): (6)

Comparing these two equations yields

DB
NBP,NBQ 5

j2v

2c22
(c2 – b2): (7)

This expression is identical to the original Weitzman (1974) prices versus quantities
expression, because here the two outcomes are identical to each other in the second
period, and in the first period the problem is identical to the one-period Weitzman
(1974) problem.

Next is the bankable quantity policy. This policy yields the first-best outcome and
results in expected welfare of

EWB
BQ 5 2(b0 – c0) 1

�
j2h 1 j2v
b2 1 c2

�
: (8)

Comparing this to equation (5) yields the difference

DB
BQ,NBQ 5

1
2

�
j2h 1 j2v
b2 1 c2

�
> 0: (9)

Bankable quantities dominate nonbankable quantities.11 Furthermore, comparing
bankable quantities to nonbankable prices (eqs. [8] and [6]) yields
9. The planner can update in response to the observed values of the shocks but not in re-
sponse to observing the level of the bank B as in Kollenberg and Taschini (2016).

10. Pizer and Prest (2020) also consider a multiperiod (T > 2) extension where the shocks
differ across periods but are correlated. Their main results are based on a two-period model
with identical shocks across periods. A multiperiod extension of my model is presented in
the appendix.

11. Because the variances j2h and j2v are strictly positive, this inequality is strict. Throughout
the paper, all uses of “dominate” imply strictly higher expected welfare.
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DB
BQ,NBP 5

1
2(b2 1 c2)

j2h 1
b2
c2

� �2
j2v

" #
> 0: (10)

This is the main result from Pizer and Prest (2020): bankable quantities dominate
nonbankable prices under policy updating, and they achieve the first-best outcome.
The intuition is that, after the planner observes the shock values, the planner can set
the second-period quantity to “true up” the total ~q1 1 ~q2 so that it equals the first-best
level.

However, Pizer and Prest (2020) do not allow for bankable prices. The firm’s re-
sponse to a bankable price policy is the same as its response under scenario A:

q1 5 q2 5 q̂ 1
max ~p1, ~p2f g – c1 – v

c2
: (11)

Given this firm response, the planner can induce the first best in both periods. In the
second period, after observing the shock, it sets the price that induces the optimal out-
come, ~p2 5 c1 1 ½(b2v 1 c2h)/(b2 1 c2)�. The first-period price can be anything ar-
bitrarily low enough to ensure that it is always lower than the second-period price.
Thus, the planner knows that the firm will face the second-period price, and it knows
that by the second period it will have enough information to set that price to achieve
the first-best. Therefore, the bankable price policy induces the first-best outcome
q1 5 q2 5 q̂ 1 ½(h – v)/(b2 1 c2)�, just as the bankable quantity policy does, so that
DB
BQ,BP 5 0. In contrast to the result from Pizer and Prest (2020), here quantities do

not necessarily dominate prices under policy updating. They do so in the Pizer and
Prest (2020) model where only quantities can be banked. But, when a price policy also
allows banking, then both the price and the quantity policy are equivalent.12

2.3. Scenario C: Correlated Shocks, No Policy Updating

This scenario no longer allows for policy updating; the planner never observes the
shocks. However, here the shocks are not identical across the two periods. Instead,
they follow autoregressive processes given by:
12. The specification of uncertainty that allows for policy updating (used here in scenario B
and also in scenario D) requires some assumptions that may be seen as heroic. The firm and
planner are engaged in a mutual rational expectations equilibrium where each one’s optimal ac-
tion is contingent on a self-fulfilling expectation of the other’s action. The firm knows its shock
values from the start, and it knows that the planner will observe those values only after period 1.
The firm knows that the planner will update optimally after period 1 and makes its decisions
with that in mind. The planner anticipates the firm’s decision and sets its policy with that in
mind. This degree of rationality may be unrealistic to assume in a situation where real-world
regulators are interacting with real-world firms.
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v2 5 rvv1 1 εv,

h2 5 rhh1 1 εh:

The first-period shock values v1 and h1 have variances j2v and j2h, respectively. The
second-period innovations εv and εh also have variances j2v and j2h, respectively, and are
independent of the first-period shocks. Thus, for the planner, as in the previous sce-
narios, E v1½ � 5 E v2½ � 5 E h1½ � 5 E h2½ � 5 E vlhm½ � 5 0, and E v21

� �
5 j2v , E h21½ � 5

j2h. However, now E v22
� �

5 j2v(r
2
v 1 1), E v1v2½ � 5 rvj

2
v , E h22½ � 5 j2h(r2h 1 1),

E h1h2½ � 5 rhj
2
h. This specification corresponds to that of Weitzman (2020).13

The expected welfare under the two nonbankable policies is

EWC
NBQ 5 2(b0 – c0), (12)

EWC
NBP 5 2(b0 – c0) 1

j2v

2c22
(r2v 1 2)(c2 – b2): (13)

It follows that the advantage of nonbankable prices over nonbankable quantities is

DC
NBP,NBQ 5

j2v
2c2

(r2v 1 2)(c2 – b2): (14)

This equation is a slightly modified version of the standard Weitzman (1974) result,
accounting for the two periods and the correlation of the cost shock across periods rv.

Next consider the bankable quantity policy. Now, the firm will still want to smooth
output over the two periods since it is free to bank and borrow. However, it will not
perfectly smooth to the point where q1 5 q2, since the shocks are different across pe-
riods. Given this optimal policy by the firm, the expected welfare under this policy is

EWC
BQ 5 2(b0 – c0) 1

j2v

4c22
(r2v – 2rv 1 2)(c2 – b2): (15)

The term in parentheses (r2v – 2rv 1 2) is strictly positive since 0 < rv < 1.
As shown earlier, the advantage of nonbankable prices over nonbankable quantities

is DC
NBP,NBQ 5 (j2v/c2)(r

2
v 1 2)(c2 – b2), which is positive whenever c2 > b2, that is,
13. However, Weitzman (2020) considers a more general specification that allows for any
joint distribution of the two periods’ shock values. The specification here is a special case of that
more general specification. The special case provides some additional intuition since the AR cor-
relation parameters rv and rh are present in the expressions. In app. A.2, I present the corre-
sponding expressions under the more general assumptions about the shocks from Weitzman
(2020) and show that they are consistent with the ones here.
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marginal cost is steeper than marginal benefit. The advantage of bankable quantities
over nonbankable quantities is

DC
BQ,NBQ 5

j2v

4c22
(r2v – 2rv 1 2)(c2 – b2): (16)

This expression has the same sign as (c2 – b2), so bankable quantities dominate
nonbankable quantities if and only if marginal cost is steeper than marginal benefit.
This result is identical to the surprising result in Weitzman (2020; his eq. 47) that
bankable quantities are not unambiguously preferred to nonbankable quantities. The
explanation is that bankable quantities are unambiguously preferred on cost grounds,
but not necessarily so when benefits are factored in as well (as they are in the calculation
of expected welfare). The nonbankable quantity policy keeps quantity equal across peri-
ods, which is definitely not cost-effective. But, maintaining a constant quantity is welfare
improving vis-à-vis benefits. When marginal benefits are steeper than marginal costs,
this smoothing over benefits dominates the lack of smoothing over costs.

The advantage of bankable quantities over nonbankable prices is

DC
BQ,NBP 5

j2v

4c22
(r2v 1 2rv 1 2)(b2 – c2): (17)

This difference is positive whenever b2 > c2, so bankable quantities dominate non-
bankable prices if and only if marginal benefit is steeper than marginal cost. When
comparing only these three policies, this yields the result that nonbankable prices
dominate bankable quantities, which dominate nonbankable quantities whenever c2 >
b2, and that nonbankable quantities dominate bankable quantities, which dominate
nonbankable prices, whenever c2 < b2, the result found in Weitzman (2020).

Does adding the fourth policy option—bankable prices—affect that ranking? In
this scenario, the answer is no, because bankable prices are equivalent to nonbankable
prices.

EWC
BP 5 2(b0 – c0) 1

j2v

2c22
(r2v 1 2)(c2 – b2): (18)

This expression is identical to the expression for EWC
NBP in equation (13). Under ei-

ther the nonbankable or bankable price policy, the planner chooses prices such that
the firm faces the expected marginal cost c1 in each period.14 It follows that in scena-
rio C, the addition of bankable prices does not change the ranking found earlier when
just considering the three other policies. Unlike in scenario B with policy updating,
14. Under nonbankable prices, the planner chooses ~p 5 c1 in each period; under bankable
prices, the planner chooses ~p 5 c1 in the second period, and that is the price the firm chooses to
face.
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here in scenario C bankability provides no advantage over nonbankability to a price
policy.15

2.4. Scenario D: Correlated Shocks, Policy Updating

This scenario combines both the main model from Pizer and Prest (2020), which con-
siders only policy updating, and from Weitzman (2020), which considers only corre-
lated shocks.16 The comparison of the two nonbankable policies (derivations in the
appendix) yields

EWD
NBQ 5 2(b0 – c0) 1

1
2
r2hj

2
h 1 r2vj

2
v

b2 1 c2
, (19)

EWD
NBP 5 2(b0 – c0) 1

1
2
r2hj

2
h 1 r2vj

2
v

b2 1 c2
1

j2v

c22
(c2 – b2): (20)

Comparing expected welfare under the nonbankable quantity policy to expected wel-
fare under the nonbankable price policy yields the difference

DD
NBP,NBQ 5

j2v

c22
(c2 – b2): (21)

Prices dominate quantities whenever c2 > b2, as in Weitzman (1974).
Next, consider the bankable quantity policy. The appendix demonstrates how the

planner updates the policy after observing the shocks, in a way that depends on the
distribution of the error terms. This yields

EWD
BQ 5 2(b0 – c0) 1

1
4
(1 1 rh)

2j2h 1 (1 1 rv)
2j2v

b2 1 c2

  1
j2v

4c22
(c2 – b2)(2 1 r2v – 2rv):

(22)
15. Scenario C does not reduce to scenario A when rv 5 rh 5 1, because the innovations
in the second period (εv and εh) prevent the two periods’ shock values from being identical to
each other. To nest scenario A as a special case of scenario C requires that the innovation to the
second-period cost shock (εv) has a different variance (say, j2v2) than the first-period cost shock
has (say, j2v1), and likewise for the benefit shocks. Solutions under this alternative assumption
(for both scenarios C and D) are presented in app. A.4. These alternative expressions retain all
of the intuition as the results under the variance assumptions in the main model (all of the policy
welfare comparisons are identical) but introduce an extra pair of variables, making the notation
slightly more cluttered.

16. An extension to the model presented in Pizer and Prest (2020) with multiple periods
(T > 2) also considers correlated shocks. I compare my results with multiple periods (T > 2)
to that model in app. A.5
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Comparing this expected welfare to that of the expected welfare under nonbankable
prices yields the difference

DD
BQ,NBQ 5

j2v

4c22
(c2 – b2)(2 1 r2v – 2rv)

 1
1
4
j2h((1 1 rh)

2 – 2r2h) 1 j2v((1 1 rv)
2 – 2r2v)

b2 1 c2
:

(23)

The first term in this expression has the same sign as c2 – b2. This term is analogous
to the result found here in equation (16) and in Weitzman (2020) that bankable
quantities dominate nonbankable quantities only when c2 > b2. However, there is
also the second term of equation (23), which is positive. This second term captures the
fact that there is an advantage of bankability, regardless of the slopes of the marginal
cost and marginal benefit curves, since the firm (which has more information than the
planner) can smooth out the shocks and reduce costs with bankability. This term is
missing in the model fromWeitzman (2020) since that model does not consider policy
updating.

Finally, consider the bankable price policy. As in scenario C, the firm’s opti-
mal response to a policy is q1 5 q̂ 1 ½(max ~p1, ~p2f g – c1 – v1)/c2�; q2 5 q̂1
½(max ~p1, ~p2f g – c1 – v2)/c2�. The planner’s problem is similar to its problem under
the bankable quantity policy—since it observes the first-period shock values before the
start of the second period, it can set its first-period price arbitrarily low so that the second-
period price is always binding, and therefore it can set this price to maximize expected
welfare conditional on observing the first-period shock values.

Ex ante expected welfare is

EWD
BP 5 2(b0 – c0) 1

1
4
(1 1 rh)

2j2h 1 (1 1 rv)
2j2v

b2 1 c2

  1
j2v

4c22
(c2 – b2)(3 1 r2v – 2rv):

(24)

The second term is positive (and is identical to a term in the expression for EWD
BQ),

and the third term has the same sign as c2 – b2 (since 3 1 r2v – 2rv > 0). This expres-
sion can be compared with both EWD

NBP, to see to the advantage that bankability of-
fers to prices, and with EWD

BQ , to see the advantage that prices have over quantities
when both are bankable. First,

DD
BP,NBP 5

j2v

4c22
(c2 – b2)(–1 1 r2v – 2rv)

 1
1
4
j2h((1 1 rh)

2 – 2r2h) 1 j2v((1 1 rv)
2 – 2r2v)

b2 1 c2
:

(25)
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The first term has the opposite sign as c2 – b2. Compare that to the first term in equa-
tion (23), which has the same sign as c2 – b2. These terms represent the same effect,
which goes in opposite directions for bankable prices and bankable quantities. When
marginal cost is steeper than marginal benefit, there is an effect that yields an advan-
tage to bankability for quantity policies. This same effect yields an advantage to non-
bankability over bankability for quantity when marginal benefit is steeper than mar-
ginal cost. This is the effect identified in Weitzman (2020). But for price policies,
this effect works in the opposite direction. When marginal cost is steeper than mar-
ginal benefit, nonbankability is preferred to bankability for price policies, and when
marginal benefit is steeper than marginal cost, bankability is preferred.

The explanation for this, just like the explanation for the first term in equation (23),
lies in the trade-off between achieving cost-effectiveness and achieving “benefit-
effectiveness,” or smoothing between periods so that marginal benefits are equal. For
a quantity policy, making it bankable ensures cost-effectiveness since firms will smooth
to minimize costs, but this may come at a cost of reducing benefits. For a price policy,
making it bankable ensures that the firm faces the same price in each period, which is
not necessarily cost-effective since the cost shocks vary across the two periods. But, rel-
ative to nonbankable prices, it forces the firm to internalize benefits more efficiently.
Thus, when marginal benefits are steeper and internalizing these benefits is relatively
more important, bankability dominates nonbankability for prices.

In addition to that effect, there is another effect, captured in the second term in
equation (25), and also in the second term in equation (23), that is unambiguously
positive, so that it yields an advantage to bankability regardless of the relative slopes,
for either quantities or prices. This term is absent in Weitzman (2020) and is due to
policy updating—the planner’s ability to do so allows the firm to more cost-effectively
smooth output over the two periods than it otherwise would have.

Equation (25) demonstrates that when c2 > b2 there are two offsetting effects in the
ranking of bankable versus nonbankable prices. The first term is negative and the sec-
ond term is positive. However, the first term is always dominated by the second term so
that the sign of DD

BP,NBP is always positive. Equation (25) can be rearranged to yield

DD
BP,NBP 5

j2vb
2
2

4c22(b2 1 c2)
(1 – r2v 1 2rv) 1

1
4
j2h((1 1 rh)

2 – 2r2h)
b2 1 c2

: (26)

All terms in equation (26) are unambiguously positive. Thus there is an important dis-
tinction between the advantage that bankability offers to price policies and the advan-
tage that it offers to quantity policies. Bankability is unambiguously preferred for price
policies, but sometimes nonbankability can dominate bankability for quantity policies,
as shown in equation (23). Later, in the numerical simulations, I verify this claim by
finding parameter values that make it true.
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Next,

DD
BP,BQ 5

j2v

4c22
(c2 – b2): (27)

This expression has the same sign as c2 – b2. Just as in the original Weitzman (1974)
model, prices dominate quantities whenever marginal cost is steeper than marginal
benefit; this holds even when both prices and quantities are bankable, and even when
shocks are correlated and policy updating is available.17

Comparing all four policy options in scenarioDallowsme tomake the following claim,
which summarizes the results from this scenario.When c2 > b2, then nonbankable prices
dominate nonbankable quantities (from DD

NBP,NBQ, the standard Weitzman [1974] re-
sult), bankable prices dominate bankable quantities (from DD

BP,BQ), and bankable prices
dominate nonbankable prices (from DD

BP,NBP in eq. [26]). When c2 < b2, then non-
bankable quantities dominate nonbankable prices, bankable quantities dominate bank-
able prices, but the advantage of bankable quantities over nonbankable quantities is am-
biguous (from DD

BQ,NBQ). That is, quantities unambiguously dominate prices, but
whether bankability dominates nonbankability depends upon the parameter values.

3. SIMULATIONS

I provide numerical simulations of the analytical results presented from scenario D to
assist in the interpretation of the effects that have been identified. Several parameter
values are taken from the previous literature when applying the model to the case of
regulating carbon dioxide to combat climate change. From Pizer and Prest (2020), I
set the marginal benefit slope b2 5 0 $/ton2 and the marginal cost slope c2 5
1:6 × 10–7 $/ton2. Pizer and Prest (2020) use 56($/ton)2 as the variance of the benefit
shock j2h. For the variance of the cost shock j2v , I use 169($/ton)

2, which was used by
Newell and Pizer (2003). Finally, Newell and Pizer (2003) set the persistence of the
cost shock rv 5 0:8. All of these parameter values are the base-case values. I could not
find a source for the persistence of the benefit shock rh, which is absent in Newell and
Pizer’s (2003) model.

Regardless of the value of rh, at these base-case values the results from scenario D
demonstrate that a bankable price policy always dominates the other three policies. Be-
cause c2 > b2, prices dominate quantities, and equation (26) demonstrates that bank-
able prices always dominate nonbankable prices. I use equation (26) (or eq. [25]) to
17. The benefits to updating can be seen by comparing the corresponding entries in table 1
under scenarios C and D. In particular, when the shocks are independent (rv 5 rh 5 0), then
EWC

NBQ 5 EWD
NBQ and EWC

NBP 5 EWD
NBP, so that there is no advantage to updating for ei-

ther nonbankable policy. However, when the shocks are independent, then EWD
BQ >EWC

BQ and
EWD

BP > EWC
BP, so there is an advantage to updating for both bankable policies, since the plan-

ner gets to correct the first-period policy.
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evaluate the dollar value of the expected gain from bankable prices relative to non-
bankable prices. This value depends on rh and is higher with a higher value of rh. It
ranges from $88 million when rh 5 0 to $175 million when rh 5 1. Since this is a
two-period model, and that is the total expected welfare benefit over both periods,
the annual welfare gain of a bankable price policy relative to a nonbankable price policy
ranges from $44 million to $88 million. By comparison, the annual welfare gain of a
nonbankable price policy relative to a nonbankable quantity policy is $528 million (in-
dependent of rh). Thus, the gain in adding bankability to a price policy is about an
order of magnitude smaller than the gain in moving from a quantity to a price policy.

While this holds for the base case, for other parameter values the gain in moving
from nonbankable prices to bankable prices can be even larger than the gain in moving
from nonbankable quantities to nonbankable prices. For instance, when I switch the
variances of the cost and benefit shock for each other compared to the base case (so
that j2h 5 169 (/ton)2, greater than j2v 5 56 (/ton)2), then the annual welfare gain
of a bankable price policy relative to a nonbankable price policy ranges from $132 mil-
lion to $264 million; the annual welfare gain of a nonbankable price policy relative to
a nonbankable quantity policy is $175 million.

The base-case parameters provide an unambiguous dominance of bankable prices,
so I consider an alternate parameterization in which this is not so. I assume that all the
parameters are identical to the base case except that I allow the marginal benefit slope
b2 to vary from 0 (the base case) to 3:2 × 10–7 $/ton2, which is twice the marginal cost
slope c2 (ensuring a region where prices dominate and a region where quantities dom-
inate). I also allow the persistence of the benefit shock rh, for which there is no base-
case value, to vary from 0 to 1.

Figure 2 presents simulation results from this alternative parameterization. The
two parameters rh and b2 are varied along the two dimensions. The figure displays
which of the policy options dominates: red when bankable prices dominate, blue when
bankable quantities dominate, and green when nonbankable quantities dominate.

Whenever b2 < c2 5 1:6 × 10–7 $/ton2, bankable prices strictly dominate. When
b2 > c2, quantities dominate prices, but the ranking between bankable and non-
bankable quantities can vary. In fact, the figure demonstrates that nonbankable quan-
tities dominate only for the highest values of b2 (at least 2:88 × 10–7 $/ton2, almost
double c2). This result corresponds to the fact that the second term in equation (23) is
strictly positive so must be kept small in magnitude for nonbankable quantities to
dominate.

4. CONCLUSION

I extend the literature comparing price and quantity environmental policies, focusing
on the role of bankability and information. I introduce a bankable price policy; the
advantage that bankability offers to a quantity policy can also be extended to a price
policy. Whether or not bankability offers an advantage depends on the relative slopes
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of the marginal cost and benefit curves, on the correlation across periods between the
shock values, and on the information available to the planner. All else equal, bankabil-
ity tends to offer an advantage, but that advantage may be dominated by another effect
favoring nonbankability.

The model demonstrates that the advantage afforded by banking is not unique to
quantity instruments, and it clarifies several seemingly disparate results from the prior
literature. Like the prior literature, the model relies on many simplifying assumptions
to present its results in a tractable and intuitive manner. Many of these assumptions
can be modified in future research to see how results are affected. For example, the
social benefit of the output can be a stock rather than a flow, as would be the case
for a stock pollutant like carbon dioxide.18 Policy makers may be allowed to modify
the trading ratio between periods or be allowed to set nonlinear policies. The model
could be extended to consider policies that combine a price and quantity instrument
(Burtraw et al. 2018) or political economy frictions (Weitzman 2017). The model
here does not incorporate moral hazard or strategic misreporting by the firm.19
Figure 2. Policy simulations. This picture displays which of the four policy options domi-
nates for each value of rh ∈ 0, 1½ � and b2 ∈ 0, 3:2 × 10–7½ �. All other parameter values are kept
at the base case values described in the text.
18. See, e.g., Hoel and Karp (2002) or Pizer (2002).
19. With policy updating the planner observes the shock values themselves, not merely the

firm’s decision. See Ireland (1977) for discussion of this issue.
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As described earlier, the information structure of this paper is inherited from the
literature. It implies that the firm has “super-prescient” knowledge, by observing all of
the shock values at the initial stage and thus being able to perfectly anticipate the plan-
ner’s policies in both periods. This assumption is perhaps especially troubling given the
assumption of a single representative firm. In reality, with multiple firms with hetero-
geneous costs, it seems even less realistic to assume perfect knowledge among them.20

One could include uncertainty on the firm’s part—for example, the firm might only
observe its second-period shock values after the first period.21

Despite these simplifying assumptions, the model provides valuable intuition
around environmental policy design and the potential advantages of prices versus quan-
tities when banking may be available. The policy implications of introducing and ana-
lyzing a bankable price policy are clear—I identify cases in which allowing bankable
prices can be welfare improving. While no real-world emissions price policy currently
features banking, it is feasible that a provision for bankability could be worked into one
in the future. This paper demonstrates when it would be efficient to do so.
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