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INTroDUCTIoN

Object-based image retrieval has recently be-
come an important research issue in retrieving 
images on the basis of the underlying semantics 
of images. Within the context of object-based 

image retrieval, the semantic content of an 
image is represented by one or more of the 
objects present in that image, where object-
based features are used to describe the user’s 
perceived content of that image. However, two 
critical issues exist in existing object-based 
image retrieval systems. First, most existing 
systems retrieve images according to a single 
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object/segment of a user’s interest, which 
cannot meet the requirement of those user 
queries where more than one object-of-interest 
is involved. In addition, image segmentation, 
known as an extremely difficult process, may 
produce inaccurate segmentation resulting from 
over-segmentation and/or under-segmentation. 
Consequently, the inaccurate segments may 
negatively affect the image retrieval results. Sec-
ondly, most existing systems require a complex 
user interface which is capable of displaying 
all the segments (regions) of a query image so 
that users can choose desirable query region(s) 
from these segments. Such an interface can be 
cumbersome and confusing, mostly due to the 
inaccurate segmentation results by over- and 
under-segmentation, but also partly due to the 
fact that there are usually 7~8 segments/objects 
on average in each image.

Integrated Region Matching (IRM) (Car-
son, Thomas, & Belongie, 1999) has been 
proposed to alleviate the above two problems 
to some degree. IRM measures overall simi-
larity between two images with the following 
two advantages. First, IRM effectively reduces 
the side effect of inaccurate segmentation by 
incorporating properties of all the regions in 
the images into one region matching scheme. 
Moreover, unlike other existing object-based 
image retrieval systems, IRM does not require 
a complex user interface to display all the seg-
ments/objects in the query image because IRM 
adopts an overall image-to-image similarity 
measure based on the similarity of two sets of 
objects/segments. Therefore, users only need 
to specify a query image without having to 
specify particular objects of interest through 
a complex user interface. However, several 
challenges remain in IRM, including: (1) how 
to efficiently index and search in a large-scale 
image segment/object database, and (2) how to 
bridge the “semantic gap” between low level 
object features and high level perceptions of 
image content consisting of a set of objects. As 
an unsupervised similarity measure, the original 
IRM ranks the retrieved images based on the 
overall similarity between two sets of image 
segments without any input of user guidance/

knowledge, where the significance of each im-
age segment is fully determined by low level 
object features such as region/object size. The 
significance score is then used to calculate the 
pair-wise segment similarity score between a 
segment of the query image and a segment from 
an image in the database. The overall similarity 
score is the sum of pair-wise segment similar-
ity scores between two images. However, this 
matching scheme failed to capture the user’s 
preferences such as the relative importance of 
certain objects according to the user’s subjec-
tive perception, and a selected few regions that 
form the profile of the user’s search interest in a 
query image. In other words, the original IRM 
scheme does not reflect the relative importance 
of individual regions/objects in the query im-
age according to the user’s own preferences. 
This article aims to design an object-based 
image clustering and retrieval framework with 
feedback-based integrated region matching to 
address the challenges aforementioned.

In order to support integrated region-based 
image retrieval, we need to divide each image 
into several semantic regions. Instead of viewing 
each image as a whole, we examine integrated 
region similarity during image retrieval. How-
ever, this further increases the search space by 
a factor of 7~8 when compared with single-
region based image retrieval which is already 
one magnitude more complex than non-object 
based image retrieval. Clustering is a process 
of grouping a set of physical or abstract objects 
into classes based on some similarity criteria. In 
this study, objects correspond to image regions. 
Given the huge amount of regions/segments 
in this problem, we first preprocess image 
regions by grouping them into clusters. In this 
way the search space can be reduced to a few 
clusters that are relevant to the regions/objects 
in the query image. K-means is a traditional 
clustering method and has been widely used 
in image clustering. However, it is incapable 
of finding non-convex clusters and tends to 
fall into local optimum especially when the 
number of data objects is large. In contrast, 
Genetic Algorithm is known for its robustness 
and ability to approximate global optimum. In 
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this article, we propose a new Genetic Algorithm 
based clustering algorithm for image region 
clustering which is more robust compared to 
the state-of-the-art.

To fill the semantic gap between low level 
region/object features (e.g., color, texture, and 
shape) and high-level user perceptions, rel-
evance feedback is used as a powerful technique 
in the field of information retrieval and has been 
an active research area for the past decade. In 
this article, we proposed a Feedback-based 
Integrated Region Matching (FIRM) scheme to 
address this issue. With the proposed scheme, 
we consider each image as a set of regions, 
and the entire image database can be viewed 
as a large collection of regions. According to 
the region distance measured based on the 
similarity of region features, image regions are 
grouped into clusters. Each cluster represents 
a specific semantically meaningful concept. In 
the initial retrieval, the user provides a query 
image, and the system performs retrieval on 
the set of image clusters (reduced search space) 
that include the regions in the query image us-
ing the original IRM scheme. After the initial 
retrieval results are returned to the user, the user 
is asked to provide feedback (positive/relevant 
or negative/irrelevant) for each returned image 
among the top 20-40 returned images. To capture 
the user’s high-level perception on the query 
image (search target), we integrate the user’s 
relevance feedback with the integrated region-
matching scheme, i.e., the so-named FIRM 
scheme. In brief, we assume that the regions 
in the query image are not equally important 
to the user query. Some regions capture more 
of the user’s attention during retrieval than 
the others. This is modeled in our matching 
scheme through assigning different weights 
to individual regions. The region weights are 
then used in the calculation of the similarity 
between the query image and an image in the 
database. A learning component is designed 
and implemented to automatically calculate 
and adjust the weights of query regions ac-
cording to the user’s feedback. We take the 
set of region weights as our hypothesis of the 
user’s search interest and continue with the 

feedback-retrieval process using the proposed 
FIRM scheme. Through several iterations, the 
user’s preferences are captured through gradual 
refinement of region weights.

The arguments for our framework start 
with a brief discussion on image clustering and 
retrieval framework. Next, an overview of our 
system is presented. Thirdly, the implementation 
of proposed framework is described, followed 
by the discussion of the processing, clustering, 
relevance feedback, and the retrieval compo-
nents. Finally, the evaluation of system perfor-
mance with experimental results is presented, 
followed by the summary and conclusion.

rElaTED WorKS

Several image clustering and retrieval frame-
works have been proposed in the literature. Most 
of the object-based image retrieval systems are 
based on a single object matching. In order to 
support region-based image retrieval, systems 
need to divide each image into several semantic 
regions and examine region similarity during 
the image retrieval (Zhang & Chen, 2005; Babu 
& Nagesh, 2008). In our framework, instead 
of retrieving images based on a single object 
matching, we consider all the regions in an 
image as an entirety and examine the overall 
similarity between images based on the IRM 
measure (Wang, Li, & Wiederhold, 2001; Babu 
& Nagesh, 2008). One well-known system, the 
SIMPLIcity (Semantics-Sensitive Integrated 
Matching for Picture Libraries), adopts IRM to 
measure the overall similarity between images; 
however, no interactive learning mechanism 
is used in this retrieval scheme. The drawback 
is that the retrieval system has no clue about 
which regions/objects in the query image the 
user is interested in, and therefore, the retrieval 
system cannot adjust similarity measures to ac-
commodate individual users’ search interest. In 
order to alleviate this problem, in this study, we 
propose a Feedback-based Integrated Region 
Matching (FIRM) scheme by learning from 
the user’s relevance feedback. Using the user 
feedback, we can refine the retrieval results 
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with a more sophisticated learning algorithm. 
The proposed scheme can be categorized as 
region-based image retrieval with interactive 
learning capabilities. Several other works in 
this category can be found in (Ji, Yao, & Liang, 
2008; Bradshaw, 2000).

Genetic algorithm for Image Data

Genetic Algorithm (GA) (Haupt & Haupt, 2004) 
is a search technique in providing exact or ap-
proximate solutions to optimization and search 
problems. The concept of this type of algorithms 
is borrowed from the Darwin’s theory – “sur-
vival of the fittest”. The original GA which was 
developed by Holland in 1975 simulates an 
evolutionary process of a living species, using 
genetic operators such as “selection”, “muta-
tion”, “crossover”, and “reproduction”. GAs 
have been broadly applied to a variety of fields, 
including ecology, biology, and statistics (Ding 
& Gasvoda, 2005; Tomassini, 1998). In GA, 
problems are solved by an evolutionary process, 
which results in a fittest (optimal) solution, i.e., 
the survivor. In our research, a Modified GA 
(MGA) is proposed and serves as a clustering 
algorithm for grouping image regions according 
to their object visual features.

In general, the objective of all clustering 
algorithms is to divide a set of data points into 
subgroups so that the objects within a subgroup 
are similar to each other whereas objects in 
different subgroups have diverse qualities. In 
this study, the main purpose of clustering is to 
reduce the search space by grouping a set of 
similar image regions into clusters based on 
some similarity criteria, and therefore reduce the 
time-complexity in the subsequent retrieval.

There are some related works in this re-
search area. Ding and Gasvoda (2005) address 
the application of GAs for clustering image 
dataset. It is common that the running time for 
most GAs will dramatically increase when the 
number of data points in the input set or the 
number of clusters desired grows. Ding and 
Gasvoda (2005) try to solve this problem by 
reducing the input dataset of GA.

Another problem is that traditional GA 
tends to fall into local optima especially when 
clustering discretely represented data such as 
image data in this study. The CMA-ES (Cova-
riance Matrix Adaptation Evolution Strategy) 
(Hansen, 2008) is an attractive option for 
non-linear optimization when general search 
methods failed due to a discontinue search 
landscape or sharp bends. In this article, we 
introduce an innovative Genetic Algorithm, 
i.e., Modified Genetic Algorithm (MGA) to 
cluster image regions. The performance of the 
proposed MGA has been compared to that of 
CMA-ES and proved to be more robust when 
applied to real world problems where discrete 
data such as image data is involved.

relevance Feedback Methods

Relevance feedback is a powerful technique in 
content-based image retrieval (CBIR). In CBIR 
systems, there exists inherently “semantic gap” 
between high level concepts and low level 
features. Human perception of image similarity 
is always subjective and task-dependent, and 
the retrieval systems based on the similarities 
of pure visual features are not necessarily 
perceptually or semantically meaningful. Rel-
evance Feedback (RF) is a supervised learning 
technique used to improve the effectiveness 
of information retrieval systems. It helps to 
establish the link between high level concepts 
and low level features and thus bridges the 
semantic gap.

Most of the relevance feedback methods 
can be classified into two categories: query 
point movement (Su, Zhang, & Ma, 2000) and 
query re-weighting. In the proposed method, 
the weights of image regions are updated 
automatically and therefore it falls into the 
second category. Several other existing works 
belong to this category. For example, Ji, Yao, 
and Liang (2008) proposed a Dynamic Region 
Matching (DRM) which adopts a probabilistic 
fuzzy region matching algorithm to retrieve and 
match images at the object level. In the matching 
algorithm, the weights of regions in the query 
image are updated through relevance feedback. 



International Journal of Multimedia Data Engineering and Management, 1(1), 55-74, January-March 2010   59

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global
is prohibited.

However, the problem with this algorithm is 
that for all matched regions in the query image, 
their weights are either increased or decreased 
by a fixed factor, making the performance gain 
obtained through RF rather limited.

Some other works also attempt to incor-
porate Support Vector Machines (SVM) (Su 
et al., 2000) into the learning process based 
on relevance feedback. However, SVM is not 
directly suitable for the relevance feedback 
because the training data set is too small to 
be representatives of the true distributions. 
In (Wang et al., 2001; Zhang & Chen, 2005), 
One-Class SVM is transformed to model the 
non-linear distribution of image regions and to 
separate positive regions from negative ones.

In this article, we propose a relevance 
feedback algorithm integrated into an innovative 
region-matching scheme. Each region of the 
query image is assigned an equal initial weight, 
and the weight is updated gradually based on 
its distances to the matched regions in positive 
images. Therefore, a smaller distance indicates 
a higher similarity between the matched pair 
of regions. A new integrated region matching 
scheme is proposed which calculates the overall 
similarity between two images as weighted 
region similarities. The region weights are 

automatically and gradually refined through 
iterations of the feedback-retrieval process.

FraMEWorK oVErVIEW

The system architecture of the proposed frame-
work is illustrated in Figure 1. The proposed 
framework consists of three major modules, 
including the preprocessing module, the clus-
tering module, and the relevance feedback and 
retrieval module. In the preprocessing module, 
images are segmented into semantic regions. 
Then, object-level features are extracted for 
each image region. In our study, 8 features are 
used – 3 color features, 3 texture features, and 
2 shape features. We use the proposed Genetic 
Algorithm as the clustering method to group 
image regions into clusters. In this way, an 
image can belong to more than one cluster if 
its containing regions are grouped to different 
clusters. At the time of retrieval, all the image 
clusters that involve the regions in the query 
image form the candidate image pool (reduced 
search space) for subsequent retrieval and user 
feedback.

In the initial query, since there is no user 
feedback yet available, the original IRM scheme 
is used to rank all the images in the candidate 

Figure 1. The system architecture
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pool. After the initial retrieval, the user can 
label all the positive images that he thinks rel-
evant to the query image according to his own 
preferences (e.g., preferred query region(s)). 
In our current implementation, only the top 
30 ranked images are returned to the user for 
feedback because a larger set may undermine the 
user experience for feedback-retrieval. Using 
the proposed matching scheme that integrates 
relevance feedback, the retrieval system is able 
to learn automatically the user’s preferences 
from the user’s feedback and predict the sig-
nificance/weights of individual regions in the 
query image. The similarity between two im-
ages is thus evaluated over weighted integrated 
region similarities. The predicted weights are 
used in the next round of retrieval, followed 
by another round of user relevance feedback. 
It is expected that though multiple iterations, 
the region weights can be gradually refined so 
that the user’s preferences in the case of region-
based retrieval can be captured.

PrEProCESSING

region Segmentation

In our framework, we employ a fast yet effective 
image segmentation method called WavSeg as 
proposed in our previous work (Zhang, Chen, 
Shyu, & Peeta, 2003) to partition images in-
stead of manually dividing each image into a 
couple of regions (Yang & Lozano-Prez, 2000). 
In Wavseg, a wavelet analysis in concert with 
the SPCPE algorithm (Chen, Sista, Shyu, & 
Kashyap, 2000) is used to segment an image 
into regions.

By using wavelet transform and choosing 
proper wavelets (Daubechies wavelets), the 
high-frequency components will disappear 
in larger scale sub bands and therefore, the 
region areas will become more evident. In our 
implementation, images are pre-processed by 
Daubechies wavelet transform because it is 
proven to be suitable for image analysis. The 
decomposition level is 1. Then by grouping 
the salient points from each channel, an initial 

coarse partition can be obtained and passed as 
the input to the SPCPE segmentation algorithm. 
In fact, even the coarse initial partition gener-
ated by wavelet transform approximates more 
closely to some global minima in SPCPE than a 
random initial partition. In other words, a better 
initial partition will lead to better segmentation 
results. Based on our experimental results, the 
wavelet based SPCPE segmentation framework 
(WavSeg) outperforms the random initial parti-
tion based SPCPE algorithm on average. It is 
worth pointing out that WavSeg is fast. The 
processing time for a 240×384 image is only 
about 0.33 s on average.

region Feature Extraction

Region feature extraction is a built-in compo-
nent in the proposed framework, which is used 
to extract low-level, object-based visual features 
that can be used to describe image content. In 
this article, we extract eight visual features as 
adopted in Blobworld (Carson, Belongie, & 
Greenspan, 2002) for each region. The eight 
visual features include 3 color features, 3 texture 
features, and 2 shape features for each extracted 
image region.

ClUSTErING oF 
IMaGE rEGIoNS

In this section, we present an innovative im-
age region clustering algorithm named Modi-
fied Genetic Algorithm (MGA). Clustering is 
especially important when performing image 
retrieval on a large-scale dataset since the 
increase of dataset size significantly degrades 
the searching efficiency. After clustering, the 
original image dataset is reduced to a few image 
clusters related to the query image so that the 
search scope can be narrowed down. Here, we 
adopt MGA to approximate the global optimal 
solution, where a solution, within the context 
of image region clustering, consists of a set of 
cluster centroids in a non-convex and discontin-
ued search space. In the remaining sections of 
this article, our experimental results show that 



International Journal of Multimedia Data Engineering and Management, 1(1), 55-74, January-March 2010   61

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global
is prohibited.

the proposed clustering algorithm alleviates a 
problem in traditional GAs where they could 
easily fall into a local optimum.

overview of Genetic algorithms

Genetic Algorithms (Ortiz, Simpson, Pig-
natiello, & Heredia-Langner, 2004) are iterative 
optimization procedures that repeatedly apply 
GA operations (such as selection, crossover, 
and mutation) to a group of solutions until 
some criteria of convergence are satisfied. In 
a GA, a search point, a setting in the search 
space, is coded into a string which is analogous 
to a chromosome in biological systems. The 
string (chromosome) is composed of characters 
which are analogous to genes. In a statistical 
application, the chromosome corresponds to a 
particular setting of k factors (or regressors), 
denoted by X=[x1, x2, …, xk] in the design space 
and ith gene in the chromosome corresponds to 
xi, the value of the ith regressor. A set of multiple 
concurrent search points or a set of chromo-
somes (or individuals) is called a population. 
Each iterative step where a new population is 
obtained is called a generation.

In general, the procedure of a GA consists 
of the following steps:

1.  Define an objective/fitness function and its 
variables. Configure GA operations (such 
as population size, parent/offspring ratio, 
selection method, number of crossovers 
and the mutation rate).

2.  Randomly  genera te  the  in i t i a l 
population.

3.  Evaluate each individual (or chromosome) 
in the initial population by the objective 
function.

4.  Generate an offspring population by GA 
operations (such as selection/mating, 
crossover, and mutation).

5.  Evaluate each individual in the offspring 
population by the objective function.

6.  Decide which individuals to include in the 
next population. This step is referred to as 
“replacement” in that individuals from the 
current parent population are “replaced” 

by a new population, whose individuals 
come from the offspring and/or parent 
population.

7.  If a stopping criterion is satisfied, then the 
procedure stops. Otherwise, go to Step 4.

The Proposed Modified 
Genetic algorithm (MGa)

GAs are a large family of algorithms that have 
the same basic concept but differ from one 
another with respect to several strategies such 
as stopping rules and operations which control 
the search process. Based on previous experi-
ences, in this study, the type of selection we 
utilize is random pairing. The blending cross-
over is utilized, and the number of crossover 
points depends on the number of dimensions 
of a specific objective function and is set to 2. 
Random uniform mutation is utilized and the 
mutation rate is set to 0.04. The type of replace-
ment over both parent and offspring populations 
is ranking (Hamada, Martz, Reese, & Wilson, 
2001; Myers & Montgomery, 2002).

The GA itself does not utilize any direc-
tional search explicitly. In order to improve 
the computational efficiency of the GA, we 
modify the GA by incorporating local search 
into the GA process, namely MGA (Wan, 2007). 
The method of Steepest Descent (SD) (Haupt 
& Haupt, 2004) and the Newton-Raphson 
method (NR) are two kinds of well-known 
local search methods, both of which require 
the partial derivatives of an objective function 
f. It is not expected that SD or NR can always 
find a proper direction from the current point 
since an objective function may not be simple 
or unimodal, but very complicated, locally 
rough and unsmoothed. Thus, we developed a 
new local directional search method which is 
derivative-free and denoted by “DFDS”.

The local search approach has the same 
main idea: utilizing numerical information 
from a GA process to find some appropriate 
local directions by only requiring a few extra 
function evaluations so that the GA process may 
be guided to further possible improvement. The 
numerical information we utilize in our study 
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is focused on the best offspring among both the 
current parent and offspring populations.

When the best offspring among both the 
offspring and the parent populations is found, we 
can trace back to find its parents. These parents 
then can be considered as two different starting 
points. Both of them go to the same point: the 
current best offspring. Therefore, two directions 
are established: one is from the first parent to 
the current best offspring; the other is from 
the second parent to the same offspring. Both 
directions have obtained improvement, since 
the best offspring of interest is an improvement 
over both of its parents in terms of values of 
an objective function. We individually project 
the two directions to n axis for an n-dimension 
space and compare the components of parent 
directions in ith axis, if both parent directions 
are consistent on ith axis (either both positive or 
both negative), the third direction is the common 
direction; otherwise, the third direction is zero 
which means the searching point will not move 
on ith axis for the third direction.

Figure 2 illustrates the three defined direc-
tions in a 2-dimension space. The original point 

before performing our local search method is 
represented as “O”, its optimal point is denoted 
by “Θ”. P1 and P2 are its parent’s points from 
a GA process. It is easy to see the two parents 
directions P1O andP2O, expressed as δP1O=[δ11, δ12] 
and δP2O=[δ21, δ22], respectively. It is obvious 
that in the third direction δ3=[δ31, δ32], δ31>0 
since both δ11>0 and δ21>0. This indicates that 
the common direction in this case is positive 
along the x1 axis. In addition, δ32=0 since δ12>0 
and δ22<0, which indicates that the common 
direction has no relative movement along the 
x2 axis.

MGa application on Image 
region Clustering

In our application, one image is defined as a 
set of image regions, and each image region is 
represented as an 8-dimension data point in the 
dataset. Therefore, the image region clustering 
problem is defined as the task of dividing an 
original image region dataset into a desired 
number of groups so that the Euclidean distance 
between each data point and its corresponding 
cluster centroid is minimized, which is a com-

Figure 2. Three defined directions in a 2-dimension space
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monly used method for clustering images. The 
total distance of each point to its cluster centroid, 
known as the total distance measurement of the 
clustering, is calculated as in Eq. 1. We use the 
Euclidean distance to calculate the distance 
between two images as in Eq. 2.

F C D p C
i j

p C
j

k

i j

( ) ( , )=
Î

= åå 1  (1) 

D I J f I f J
t t

t

( , ) ( ( ) ( ) )= -å
2 1
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In Eq. 1, Cj is the jth cluster centroid of input 
dataset (the set of regions); pi represents the ith 
data point (image region) in cluster j; each data 
point (region) is described as an 8-feature vec-
tor. Cj is an existing data point (image region) 
in the dataset chosen as the centroid for cluster 
j. Eq. 2 is used to calculate the distance D(I, 
J) between region I and region J, where ft(I) is 
the tth feature of region I (t=1…8).

It is very common to have as many as 
50,000~60,000 fitness evaluations during one 
single run of a GA. The impact that the fitness 
function has on the execution time of the GA is 
obvious. The complexity of the fitness function 
cannot be too high for any GA that is to be used 
to perform clustering on a very large dataset. 
In our research, fitness function is defined as 
the inverse value of the total distance which is 
calculated as shown in Eq. 3. Our MGA aims 
at approximating the maximum of the fitness 
function.

fit
F C

=
( )
1  (3)

 
In order to apply the proposed MGA to the 
clustering of image regions, a chromosome 
encoding scheme is proposed. In the proposed 
encoding scheme, the cluster centroids are 
encoded as genes into the chromosome and the 
length of each chromosome is the number of 
cluster centroids and also the number of desired 

clusters. In our test image database, there are 
8,900 images which are further segmented into 
82,556 regions. Therefore, the value of each 
gene in a chromosome is its index in the set of 
regions which ranges from 1 to 8,900, and the 
values of genes in the same chromosome must 
be unique. One limitation of many clustering 
algorithms is that they assume the number 
of clusters is known. However, in practice, 
the number of clusters may not be known in 
priori. This problem is called unsupervised 
clustering. In this study, we use an approach to 
achieve pseudo-unsupervised clustering which 
aims at determining an appropriate number of 
clusters |C|, without any prior knowledge about 
it. In particular, we proceed by repeating the 
clustering for several |C| values, and choosing 
the best partition. Since this is done off-line, 
the high computational cost can be afforded. 
For scalability, whenever there is a significant 
growth of the image database, new clusters 
can be discovered by comparing the distance 
between each newly added image region and 
the existing cluster centroids – if the distance 
value is too large for any existing cluster, the 
newly added region will form a new cluster of its 
own, without the need to completely re-cluster 
all the image regions in the database.

Using this approach, through several runs 
on the dataset, we finally decide to divide the 
whole set of image regions into 1,000 clusters 
since it results in a good balance between good 
fitness and efficiency. In other words, the origi-
nal image dataset is represented with a dataset 
which contains 82,556 points (image regions) 
centered around 1,000 cluster centroids. Ini-
tially, the 1,000 cluster centroids are randomly 
selected. By several iterative optimization 
procedures of MGA, the solution chromosome 
is a set of encoded cluster centroids, which 
produces the minimum sum of the distances 
of each point to its cluster centroid (maximum 
fitness value) through those iterations. Also, the 
total distance is used to measure the quality of 
the clustering results.
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Comparison between 
MGa and CMa-ES

In order to evaluate the performance of the 
proposed MGA, we compare it with Covariance 
Matrix Adaptation Evolution Strategy (CMA-
ES) (Hansen, 2008) in solving the image region 
clustering problem. The quality of clustering is 
evaluated in terms of the total distance measure 
as mentioned in previous section, and a smaller 
total distance value indicates better cluster-
ing quality. The CMA-ES is considered as an 
attractive option for non-linear optimization 
in a discontinuous search landscape. In our 
application, the data points (image regions) 
are scattered in a multi-dimensional space and 
therefore are discrete. For an input dataset with 
82,556 data points (regions), our goal is to 
cluster these points into 1,000 groups where the 
total distance of each point to its corresponding 
cluster centroid is minimized. Table 1 dem-
onstrates the comparison results of MGA and 
CMA-ES. The comparison is based on 2,400 
evaluations of the fitness function. The results 
presented in the next section are also based on 
the same number of evaluations. This particular 
number is chosen because both algorithms start 
to converge at around 2,000 evaluations for this 
particular dataset. We can see that MGA has 
a better performance than CMA-ES based on 
the total distance measure. We also tested on 
different numbers of evaluations of the fitness 
function and the same trend persists.

rElEVaNCE FEEDbaCK 
aND rETrIEVal

The Proposed region-
matching Scheme

In our proposed retrieval framework, an innova-
tive region-matching scheme using feedback-
based IRM for measuring the similarity of two 
images is proposed. Compared with the original 
IRM scheme, our region-matching scheme im-
proves the retrieval accuracy by incorporating 
the relevance feedback into the IRM scheme. 
Therefore, the overall similarity of two images 
is computed as a weighted sum of the region 
similarity between two images. An advantage 
of using an integrated region similarity measure 
is that it is robust against poor segmentation by 
incorporating the properties of all the regions in 
the images. In designing the integrated similarity 
measure, we first attempt to match regions in 
two images. The principle of matching is that 
the most similar region pair is matched first. 
The matching allows one region of an image 
to be matched to several regions of another 
image. The distance between two regions can 
be easily calculated as the Euclidean distance 
in terms of the features extracted. During the 
matching process, the similarities of region pairs 
are calculated, and proper weights are assigned 
to them. The overall integrated similarity score 
between two images is computed as a weighted 
sum of the similarity between region pairs. 
We define the overall distance of two images 

Table 1. Results of comparison between MGA and CMA-ES 

The total distance

100 Groups
MGA 100,451.0

CMA-ES 110,950.0

1000 Groups
MGA 67,872.1

CMA-ES 69,926.4
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using Eq. 4, where I1 is the query image and 
I2 represents an image in the database; i and 
j denotes the ith region of I1 and the jth region 
of I2. sij represents the weight assigned to the 
region pair i and j from the two images. dij is 
the Euclidean distance between two regions i 
and j. wi is the weight of region i in the query 
image (I1). The initial value of wi is set to 1, and 
wi is automatically updated through relevance 
feedback learning process.
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The matrix S is referred to as the significance 
matrix, in which sij indicates the significance of 
the matched region pair i and j for determining 
the similarity between images. D is referred to 
as the distance matrix in which dij represents 
the distance of the matched region pairs.
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For each image in the candidate pool, a 
significance matrix S and a distance matrix 
D will be constructed in order to calculate the 
integrated region similarity between the query 
image and that candidate image. Considering 
that the size of the matrix will increase polyno-
mially with the number of regions in an image, 
we choose to use the six biggest regions (or less 
if there are no more than six regions) in the 
query image for retrieval and ignore the other 
smaller regions. It is not uncommon that one 
image may have more than ten regions due to 
over-segmentation, which leads to significant 
increase of the time-complexity in calculating 
the overall distance. Another reason is that some 
regions are relatively less meaningful due to 
over-segmentation and cannot carry a concrete 
semantic concept. For example, some region 
resulting from poor segmentation covers only 
a small part of a concrete object and cannot be 

used to represent one complete semantic object 
in that image. In this case, ignoring these smaller 
regions in the retrieval actually reduces noise 
in the dataset.

The number of regions (<=6) in the query 
image determines the number of rows in S and 
D which is fixed for each S and D. For each 
candidate image, the maximum number of 
regions used in similarity comparison is also 
confined to six which determines the number 
of columns in its corresponding S and D. Since 
the number of regions in each candidate image 
may not be the same, the number of columns in 
its corresponding S and D varies accordingly. In 
the initial query, the distance between the query 
image and a candidate image is calculated using 
the original IRM scheme, meaning that the initial 
weights of regions in the query image are all 
set to 1 (see Eq. 4). The construction of S and 
D matrices is detailed in the next subsection. 
The top 30 ranked images are returned to the 
user for feedback. Through the learning via 
relevance feedback, the weights of regions in 
the query image are refined automatically and 
gradually.

Learning Through 
Relevance Feedback

In the proposed relevance feedback frame-
work, we collect the user’s positive feedback 
as samples to construct the training dataset. 
Through feedback, an image labeled as posi-
tive indicates that it has regions that match the 
target regions in the query image according 
to the user’s preferences. This information is 
used to update the weights of the regions in 
the query image. The weight of a region in the 
query image represents the significance of that 
region for calculating the integrated similarity 
between the two images, where the significance 
of a region in the query image can be reflected 
by the degree of matching between the region 
and the matched region in the candidate im-
age. The degree of matching between a pair 
of regions can be determined by the distance 
between them. The less the distance is, the 
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better matched they are. Eq. 5 formulates the 
re-weighting scheme.

w w
di i p

k ik

= ´Õ'

min ( )

1  (5)

 
where wi

’ is the current weight of ith region in the 
query image; dik is the distance between region 
i in the query image and region k in a positive 
image (p) labeled by the user. Assume one 
query image I1 has m regions, represented by a 
region set R1= {r1

1, r2
1, …, rm

1}, and a candidate 
image I2 has n regions represented by R2={r1

2, 
r2

2, …, rn
2}. We denote dij as the distance of ri

1 
and rj

2, and use sij to represent the significance 
value for the pair ri

1 and rj
2. The significance 

of ri
1 and rj

2 in I1 and I2 are denoted as si
1 and 

sj
2, respectively. We initiate the significance 

value of a region as the area percentage of that 
region in a given image, assuming that important 
objects in an image tend to occupy larger areas. 
Therefore, si

1 is actually the area percentage of 
region i in image I1. sij can be derived from si

1 
and sj

2, subject to the following constraint as 
given in Eq. 6.
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To find the first pair of best matched regions, 
we locate the minimum distance value in D 
matrix and obtain the corresponding row and 
column indices i and j. The significance values 
of regions i and j are then updated with Eqs.7 
and 8 which make sure that the best matched 
region pair has the highest significance value. 
If si

1< sj
2, si

1 becomes 0, and region i in image I1 
will be removed from the next round of ‘finding 
the best matched pair’. This is because we have 
already found the best matched region for ri

1 in 
I2. Similarly, if sj

2< si
1, sj

2 becomes 0, and region 
j in I2 will be removed from the next round.

s s s s
i i i j
1 1 1 2= -min( , )  (7)

s s s s
j j i j
2 2 1 2= -min( , )  (8)

We detail the construction procedure for S 
and D matrices as follows:

1.  Initialize a m×n matrix S1,2 for images I1 (the 
query image) and I2 (a candidate image) 
with its components being set to zeros.

2.  Calculate the distance matrix D1,2 for all 
region pairs in images I1 and I2.

3.  Choose the minimum dij, and obtain the best 
matched region pair (ri

1, rj
2). min(si

1, sj
2) is 

assigned to the corresponding element sij 
in the matrix S1,2.

4.  Update the significance values of regions 
si

1 and sj
2 with Eq. 7 and Eq. 8. Eliminate 

those distance values from D1,2 matrix that 
are associated with the region that should 
be removed according to the discussion 
aforementioned.

5.  If 
s

i
i

m
1

1

0¹
=
å

 and 
s

j
j

n
2

1

0¹
=
å

, go to Step 3. 
Otherwise, go to Step 6, which indicates 
that we have finished the construction of 
the matrix S1,2.

6.  Calculate the integrated similarity score 
with Eq. 4, return the top 30 most simi-
lar images from the ranked list for user 
feedback.

The initial weights of regions in the query 
image I1 are all set to 1s, and therefore, the 
initial query results will be the same as that of 
the original IRM scheme. However, by incor-
porating users’ feedback into the retrieval and 
integrated region matching, we can dynamically 
update the significance (weight) of each query 
region as follows:

For the query image I1 and its region set 
R1={r1

1, r2
1, …, rm

1}, a positive image IP1 with l 
regions is represented by a region set RP1={r1

P1, 
r2

P1, …, rl
P1}.

1.  Construct the distance matrix D1,P1 accord-
ing to Eq. 2.
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2.  For each row of D1,P1, i.e., for each region 
in the query image, locate min(dik)k=1,…,n and 
calculate the inverse of min(dik). Repeat the 
above calculation for each positive image 
labeled by the user and compute the updated 
weight of region i with Eq. 5.

3.  The updated weights of regions in the query 
image are recorded and will be used in 
the next round of retrieval for computing 
updated integrated similarity scores.

4.  This feedback-retrieval process will run for 
several iterations until the user is satisfied 
with the returned results.

PErForMaNCE EValUaTIoN

In this section, we evaluate the performance of 
the proposed system by applying the proposed 
method on a Corel image database consisting 
of 8,900 images from 100 categories. After 
segmentation, there are in total 82,556 image 
segments. The number of clusters is selected 
to be 1,000 according to the discussion in the 
previous section. For each region in the query 
image, the cluster that contains that region 
is located. All segments in that cluster share 
similar semantic meaning since the extracted 
object features from them are similar. A set of 
such clusters forms the reduced search space 
for the subsequent retrieval based on IRM. In 
our case, the size of each region cluster ranges 
from 14 to 294 (regions). As aforementioned, 
an image can belong to more than one cluster 
if its regions are grouped into different clusters. 
By utilizing the clustering results, we are able 
to significantly reduce the search space, and the 
size of which is between 50 and 1,700 (images). 
The proposed feedback-retrieval framework is 
based on the candidate images in the reduced im-
age set. Compared with the full image database 
search, the use of MGA effectively reduces the 
search space to about 10% of the original search 
space (8,900 images) on average, and thus, can 
reduce the time complexity significantly in the 
subsequent retrieval process.

Performance Evaluation Measures

In our experiments, we randomly select 50 
images from 12 categories as query images. In 
addition, we adopt the Average Retrieval Rank 
(AVR), Average Normalized Modified Retrieval 
Rank (ANMRR) (Cieplinski, 2001), and Accu-
racy as the standard performance measures for 
this dataset. The AVR and ANMRR measures 
are defined in Eqs. 9-10, respectively.

AVR q
NG q

Rank k
k

NG q
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( )

( )
( )

= *

=
å1
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In Eq. 9, q is the current query; NG(q) is the 
number of positive images in the top 30 returned 

images in our case; Rank k
k

NG q
*

=
å ( )

( )

1 
is the retrieval rank capped by the Rankmax which 
is defined as the upper limit of the retrieval rank 
(30 in our case). However, AVR mainly focuses 
on the quality of ranking in the retrieval and is 
not very indicative of the total number of posi-
tive images returned by the retrieval system. 
Therefore, we use another measure called AN-
MRR measure which is the averaged MPEG-7 
Normalized Modified Retrieval Rank (NMRR) 
over the query set, as defined in Eq. 10.

NMRR q
AVR q NG q

Rank NG q
( )

( ) . [ ( )]

. [ ( )]max
=

- * +

- * +

0 5 1

0 5 1  
 (10)

In our retrieval system, the proposed sys-
tem returns the top 30 images with the highest 
similarity scores as a short check-list to the 
user. The Accuracy is defined as the percent-
age of relevant images out of the returned short 
list, which is commonly and widely used as a 
criterion for performance measure in content-
based image retrieval (Zhang & Chen, 2005). 
However, as a disadvantage, using Accuracy to 
measure retrieval performance cannot faithfully 
reflect the rank of the returned images.
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In this article, the rank of a target image 
is defined as the ordinal position of a relevant/
positive image in the retrieved image list. It is 
obviously that a good retrieval system should 
return all the relevant images at the top of the 
list, i.e., a lower value in rank. For example, 
the lowest (or best) rank is 1, and the highest 
rank is 30. A true positive image becomes a 
missed hit or false negative if it does not ap-
pear in the short list. Therefore, it is important 
to consider the rank of the retrieved relevant 
image since it directly reflects the retrieval 
performance. We adopt not only the Accuracy 
measure to demonstrate the effectiveness of the 
retrieval results, but also the AVR and ANMRR 
measures to evaluate the rank of the retrieved 
relevant image.

The AVR measure fairly ranks the retrieval 
results if the numbers of target images retrieved 
from different results are the same. However, 
problem occurs when comparing results with 
different number of relevant images returned. 
For instance, the AVR measure is 1 if only one 
relevant image is retrieved at the top 1 ordinal 
position. Similarly, the AVR measure is 1.5 if 
only two target images are retrieved at the top 
2 ordinal positions. In the above example, the 
performance of the latter is better than that of 
the former; however, the AVR measure does 
not reflect this fact directly. Therefore, in this 
article, we evaluate the performance mainly 
using the ANMRR and Accuracy measures 
although we list all the three measures in the 
experimental results.

In our experimental setting, five rounds of 
relevance feedback are performed for each query 
image - Initial with no feedback, First, Second, 
Third, and Fourth. AVR, Accuracy, and ANMRR 
(Cieplinski, 2001) are individually calculated 
for the top 30 retrieved images.

The Effectiveness of MGa in 
reducing the Search Scope

In this experiment, we study the performance 
of the proposed FIRM scheme with and without 
the use of MGA in reducing the search scope. 
The motivation of this experiment is to show 
that without significantly sacrificing the perfor-
mance of image retrieval, MGA can effectively 
narrow down the search scope, and therefore, 
reduce the time complexity. We present the 
experimental results in Table 2 which compares 
the performance in terms of AVR, ANMRR, 
and Accuracy measures.

In Table 2, FIRM indicates that MGA is 
used in the proposed scheme, while FULL in-
dicates that MGA is not used in the proposed 
matching scheme, i.e., a full database search 
is performed. Through this comparison, the 
lower AVR and ANMRR values indicate better 
performance. On the contrary, higher accuracy 
indicates better retrieval results.

In general, full search (FULL) should have 
a better retrieval performance than that of FIRM 
which is performed on a much reduced search 
space, and this is evidenced by ANMRR and 
Accuracy measures in Table 2. The AVR, as 
mentioned earlier in the previous subsection, 

Table 2. The effectiveness of MGA 

# AVR ANMRR Accuracy

FIRM FULL FIRM FULL FIRM FULL

1 12.64 14.69 0.325 0.255 0.395 0.436

2 12.39 14.56 0.318 0.247 0.399 0.441

3 11.90 17.71 0.320 0.235 0.392 0.451

4 11.98 14.20 0.300 0.230 0.400 0.445

5 12.07 14.16 0.299 0.229 0.408 0.446

#: 1: Initial; 2: First; 3: Second; 4: Third; 5: Fourth
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cannot faithfully reflect the retrieval perfor-
mance when the numbers of target images 
retrieved are different. However, it is still worth 
noting that FIRM with MGA demonstrates a 
better performance than FULL in terms of AVR 
(see Table 2).

It is worth noting that as a trade off, full-
scope search achieves better retrieval accuracy 
at the cost of significantly higher time complex-
ity, while FIRM trades accuracy for efficiency, 
which is essential for a practical integrated 
region-based image retrieval system. In our 
current implementation, with full search, it takes 
about 4 minutes to perform one single iteration of 
query for one query image (there are 5 iterations 
involved in our experiments), while it only takes 
about 20 seconds to perform the same query 
with FIRM and MGA. This indicates that the 
full search becomes impractical when the size 
of the image database rapidly grows. Besides, 
we can observe from Table 2 that the perfor-
mance of both FIRM and FULL are gradually 
improved through iterations, owing to the use 
of relevance feedback. It is also worth noting 
that at the end of the fourth round of retrieval, 
the performance of FIRM with MGA is very 
close to that of FULL.

The Effectiveness of 
relevance Feedback

We further compare the proposed framework 
(FIRM), i.e., feedback-based integrated region 
matching, with the traditional IRM (IRM) by 
using the above three evaluation criteria. We 
illustrate the comparison results in Figure 3 
which shows the AVR, ANMRR, and Accuracy 
of tradition IRM and that of the proposed frame-
work (FIRM) with four iterations of feedback 
and retrieval.

In Figure 3, lower AVR and ANMRR scores 
indicate better performance. On the contrary, 
higher accuracy indicates better retrieval per-
formance. The AVR, ANMRR, and Accuracy 
values of the proposed framework (FIRM) 
are 12.07, 0.23, and 0.41, respectively, while 
those of the traditional IRM (IRM) are 12.64, 
0.26, and 0.39, respectively. The experimental 
results indicate that the proposed framework 
(FIRM) outperforms the tradition IRM (IRM) 
scheme, which also show the effectiveness of 
integrating IRM with relevance feedback. It 
is worth pointing out that the retrieval is per-
formed on a much reduced search space with 
at most 1,700 images in the candidate pool. 
The noise level is significantly lower than that 

Figure 3. Comparison of IRM with FIRM
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in a full image database. It is our expectation 
that the superiority of the proposed method 
over the original IRM will be more evident 
if the retrieval is performed on the full image 
database. However, due to the time consuming 
nature of full search, the related experiments 
will be included in our future work.

Compare the Proposed Framework 
FIrM with DrM and SVM

In this experiment, we compare the performance 
of FIRM with two other existing approaches, 
including Dynamic Region Matching (DRM) 
and Support Vector Machine (SVM). This 
experiment aims to evaluate the learning algo-
rithms used in the relevance feedback process. 
We apply the above three methods on the same 
test images and compare their performance 
with the three evaluation measures. Figures 
4-6 show the comparison results in terms of 
the AVR, ANMRR, and Accuracy measures, 
respectively.

According to our experimental results, the 
overall results of SVM and DRM are not as good 
as that of FIRM in terms of the ANMRR and 
Accuracy measures. In constructing the SVM 

for comparison, each positive image is used as a 
training data sample. And each input dimension 
of the One-Class SVM corresponds to a region 
in the query image, and its input value is calcu-

lated as s d
ij ij

j

n

=
å

1
for each region i in the query  

 
image. Through the learning of SVM using user 
feedback, a reasonably good combination of all 
query regions can be gradually discovered and 
used for future retrieval. In this study, we used 
a non-linear kernel (Radial Basis Function) for 
One-Class SVM learning.

The reason that DRM performs worse 
than FIRM is that the weights of regions in the 
query image are either increased or decreased 
by a fixed factor through relevance feedback, 
and therefore, some regions in the query im-
age may quickly overpower the others through 
iterations of feedback-retrieval. Consequently, 
the performance gain obtained through feedback 
is limited.

In addition, we can observe from these three 
figures that the proposed framework (FIRM) has 
the best performance in terms of ANMRR and 
Accuracy values. However, the AVR measure 
does not second this observation. The reason 

Figure 4. Comparison of FIRM, DRM, and SVM based on AVR measure
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is due to the problem of AVR as mentioned in 
the first subsection of this section.

CoNClUSIoN

In this article, we present a Feedback-based 
Image Clustering and Retrieval Framework 

Figure 6. Comparison of FIRM, DRM, and SVM based on Accuracy measure

Figure 5. Comparison of FIRM, DRM, and SVM based on ANMRR measure
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(FIRM) which improves the region-based im-
age retrieval accuracy and efficiency by using a 
novel image clustering algorithm and integrat-
ing it with Integrated Region Matching (IRM) 
and relevance feedback. In our framework, 
images are first segmented into regions, then the 
Modified Genetic Algorithm (MGA) is applied 
to cluster image regions, resulting clusters of 
images with similar regions. This process ef-
fectively narrows down the search scope and, 
therefore, reduces the time-complexity in the 
subsequent retrieval step. IRM is then adopted 
with a new region-matching scheme that is suit-
able for relevance feedback, which measures 
the overall similarity between two images based 
on overall weighted region similarities. In ad-
dition, relevance feedback is adopted in this 
framework to reduce the semantic gap, which 
helps to progressively learn the user’s preferred 
query regions based on the user selected positive 
images from the query results.

The performance of the system is evaluated 
on a large image database containing 8,900 
general-purpose images with 82,556 image 
regions. Our experimental results demonstrate 
that MGA can effectively reduce the search 
space by 90%. In addition, the results in Figure 
3 show significant improvement in Accuracy, 
Average Retrieval Rank (AVR), and Normal-
ized Modified Retrieval Rank (NMRR), when 
compared with IRM without feedback. By 
comparing the proposed method with dynamic 
region matching (DRM) and support vector 
machines (SVM), we also demonstrate that the 
proposed learning algorithm outperforms both 
DRM and SVM.
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