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Abstract

Traffic incidents are frequent query targets in a 
transportation surveillance video database. Therefore, 
understanding and retrieving transportation videos based 
on their semantic contents becomes an urgent task. For 
this purpose, this paper proposes an interactive Multiple 
Instance Learning (MIL) framework for semantic video 
retrieval. It incorporates techniques in multimedia 
processing, data mining, and information retrieval. By 
tracking vehicles’ trajectories in a video and modeling 
semantic events, the framework initiates a progressive 
learning process guided by the user’s Relevance 
Feedback (RF). The choice of RF is for reducing the 
“semantic gap” between the machine-readable features 
and the high level human concepts, which is a popular 
technique in the area of Content-based Image Retrieval 
(CBIR). With the information provided by RF, a mapping 
between semantic video retrieval and MIL is established. 
Due to its robustness to high-dimensional data, One-class 
SVM is selected to be the core learning algorithm for MIL 
in this framework. Although the proposed work is 
intended for transportation surveillance videos, it is 
designed as a general framework and can be tailored to 
other applications as well. The effectiveness of the 
algorithm is demonstrated by our experiments on real-life 
transportation surveillance videos. 

1. Introduction 

With the development of intelligent transportation 
system, a large amount of transportation surveillance 
videos are collected and stored in the database. Usually, 
these videos are organized with the corresponding meta-
data such as the time and place a video is taken. However, 
a typical database query would be more interested in the 
semantic events in the video i.e. traffic incidents in this 
case. To manually add such information in the meta-data 
for query is simply not feasible in the view that such a 
database is usually gigantic in size. There is a need for 
mechanisms to detect and retrieve semantic events in 
videos based on the video contents. The proposed 
framework in this paper strives to reach this goal. 

Relevance Feedback (RF) is a well-known technique 
in the field of image retrieval. It is used to incorporate the 
user’s subjective perceptions with the learning process [2, 
4] for Content-Based Image Retrieval (CBIR). The basic 
idea of Relevance Feedback is to ask the user’s opinion 
on the retrieval result for a user-specified query target. 
Based on these opinions, the learning mechanism tries to 
refine the retrieval result in the next iteration. The process 
iterates until a satisfactory result is obtained for the user. 
As a supervised learning technique, Relevance Feedback 
has been shown to significantly increase the retrieval 
accuracy. In this paper, we borrow the idea of Relevance 
Feedback from CBIR and apply it to the retrieval of video 
data. This is one of the major contributions of the 
framework. 

The purposes of using RF in the proposed framework 
are to: 1) Reduce the semantic gap - It is inherently hard 
to make the machine understand the meaning of 
multimedia data by only reading pixels, frames or signals. 
There exists a “semantic gap” between the low level 
features and the high level semantic meaning. It is 
necessary that human provides some guidance to the 
machine. 2) Progressively gather training samples and 
customize the retrieval process - The purpose of the 
proposed framework is to automatically learn and retrieve 
semantic scenes from videos according to the user’s 
query. RF is used as a bridge between multimedia 
processing and information retrieval. It is different from 
traditional classification process in machine learning, 
where prior knowledge is required to compose the 
“training set” for each class. In the scenario of 
information retrieval, especially for large multimedia 
databases, multiple “relevant” and “irrelevant” classes 
exist according to the different preferences of different 
users [19]. The data in each “relevant’ class may only 
constitute a very small portion of the entire database. 
Thus, in a large-scale multimedia database, it is difficult 
to pre-define a perfect set of training sets for all 
“relevant” classes before query, due to the scarcity of 
“relevant” samples and the uncertainty of users’ interest. 
With RF, the initial query results are returned based on 
some heuristics i.e. the models of some generally 
categorized events. The training set for the user’s specific 
query is built up gradually with the help of the user’s 
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feedback. Therefore, RF provides more flexibility in 
information retrieval as it customizes the search engine 
for the need of individual users.  

Video is composed of running images (frames). A set 
of consecutive frames is referred to as a Video Sequence 
(VS) in this paper. Objects i.e. vehicles can be extracted 
from each frame by a vehicle segmentation algorithm 
[20]. With image analysis, the content features of each 
vehicle object (e.g. its spatial location, texture features, 
shape, and color) in a frame can be extracted. From the 
perspective of each such object, its moving trajectory in 
consecutive frames is a kind of spatio-temporal data, 
which is referred to as a Trajectory Sequence (TS) in 
this framework. The goal of the proposed semantic video 
retrieval framework is to extract semantic scenes by 
analyzing the spatio-temporal relations among moving 
and still objects in the video.  

Each long video can be segmented into a set of smaller 
consecutive VSs. Each such VS may contain one or more 
moving vehicle objects. In other words, one VS may 
contain one or more TSs. After the initial query, the user 
provides a label i.e. “relevant” or “irrelevant” according 
to whether the semantic scene in the VS is of his/her 
interest. For example, if the query target is traffic 
accidents, the user will label a VS with an accident scene 
“relevant” and vice versa. The user does not specify 
which vehicle objects in the VS are actually involved in 
the accident and which ones are driving normally. That is, 
the VS label is known wile its contained TS labels are 
unknown. Since the semantic event analysis is based on 
TSs, we need to find out which specific TSs in that VS 
contribute to the VS label. If we consider a VS as a bag 
and its contained TSs as instances, this is exactly a 
Multiple Instance Learning (MIL) problem, where the 
bag label is known and the instance labels remain 
unknown. The goal of MIL is to predict the labels for 
unseen bags. A VS is “relevant” if it has at least one 
“relevant” TS, otherwise it is “irrelevant”. Therefore, in 
MIL, we need to learn a mapping function between bag 
labels and instance labels. The role of RF in this process 
is to provide labels to retrieved bags (VSs) at each 
retrieval iteration. In this way, we map the semantic video 
retrieval problem to a MIL problem. This is another major 
contribution of the proposed work. To our best 
knowledge, this is the first paper to apply MIL in 
semantic video retrieval. With MIL, the retrieval engine 
offers a more convenient and friendly query mechanism 
to the user, who only needs to label a whole video 
segment (VS) but not each individual trajectory (TS) of 
moving vehicles in that video segment.  

The core learning algorithm used in this paper is One-
class Support Vector Machine (SVM). In our previous 
work [3], we applied One-class SVM [18] to solve MIL 
problems for region-based image retrieval and showed its 
effectiveness in manipulating high dimensional data. 

Same as images, video data are also high-dimensional and 
require a robust learning algorithm like One-class SVM. 
Some works such as [16] apply SVMs to solve MIL 
problems, however, most of which are in the area of 
CBIR. The proposed framework uses it in a novel and 
non-traditional way for semantic video retrieval.  

In summary, the proposed interactive video retrieval 
framework first performs the object tracking and 
segmentation. Then event models are constructed to 
model different semantic events. In the learning and 
retrieval phase, Relevance Feedback is incorporated, with 
which the user provides feedback and the learning 
algorithm learns from it by depressing the “irrelevant” 
scenes and promoting “relevant” scenes. Instead of pre-
defined “expert” knowledge, individual user’s subjective 
view serves as the guideline for learning. In this 
framework, One-class SVM serves as the key learning 
mechanism to solve a MIL problem. It learns the spatio-
temporal characteristics of user-interested video events, 
which is dynamic rather than static. By using users’ 
feedbacks, human knowledge is incorporated into such a 
database. Although the framework illustrated in the paper 
targets traffic surveillance application, it is designed to be 
of general use and can be tailored to many other fields. In 
this study, the semantic events in a transportation video 
database are incidents captured by the surveillance 
cameras on the road, such as car crash, bumping, U-turn 
and speeding. Experimental results show the effectiveness 
of the proposed framework for traffic accident detection. 

In the rest of the paper, a literature review is provided 
in Section 2. Section 3 briefly introduces a semantic 
object extraction and tracking algorithm for traffic 
surveillance videos. Section 4 exemplifies the semantic 
event modeling. Section 5 presents the design details of 
the learning and retrieval process. Section 6 provides the 
experimental results. Section 7 concludes the paper. 

2. Literature review
2.1. Multiple Instance Learning (MIL) 

A great amount of research has been done to solve 
Multiple Instance Learning problems. A representative 
approach by learning the axis-parallel rectangles is first 
developed by Dietterich et al. [5]. The concept of Diverse 
Density (DD) is introduced by Maron and Lozano-Perez 
[6] and a two-step gradient descent with multiple starting 
points is applied to find the maximum Diverse Density. 
The EM-DD algorithm is proposed by Zhang and 
Goldman [7] based on Diverse Density. Its main 
difference from Maron’s method is that it searches 
maximum DD points by Expectation Maximization. It is 
shown that EM-DD is more robust in dealing with high-
dimension data. Wang et al. [10] explore the lazy learning 
approaches in Multiple Instance Learning. Zucker et al. 
[11] attempt to solve the Multiple Instance Learning 
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problem with decision trees and decision rules. Ramon et 
al. [15] propose the Multiple Instance Neural Network. 
Andrews et al. use Support Vector Machines (SVMs) to 
solve MIL problem. Their method is called MI-SVM 
[16]. 

Some of the above mentioned algorithms have been 
applied to image classification or image retrieval. Our 
proposed learning framework applies One-class SVM to 
solve a MIL problem in semantic video retrieval.  

2.2. Relevance feedback 

In order to overcome the obstacle posed by the gap 
between high-level concepts and low-level features, the 
concept of relevance feedback (RF) associated with CBIR 
was first proposed in [2]. In the past few years, the RF 
approach to image retrieval has been an active research 
field. This powerful technique has proven successful in 
many application areas. In addition, various ad hoc 
parameter estimation techniques have been proposed for 
the RF approaches. Most RF techniques in CBIR are 
based on the most popular vector model [8, 21, 22, 24] 
used in information retrieval [26]. The RF technique 
estimates the user’s ideal query by using relevant and 
irrelevant examples (training samples) provided by the 
user. The fundamental goal of these techniques is to 
estimate the ideal query parameters accurately and 
robustly.  

Most previous RF research has been based on query 
point movement or query re-weighting techniques [26]. 
The essential idea of query point movement is quite 
straightforward. It represents an attempt to move the 
estimation of the “ideal query point” towards relevant 
example points and away from irrelevant example points 
specified by the user in accordance with his/her 
subjective judgments. Rocchio’s formula [23] is 
frequently used to iteratively update the estimation of the 
“ideal query point”. The re-weighting techniques, 
however, take the user’s query as the fixed “ideal query 
point” and attempt to estimate the best similarity metrics 
by adjusting the weight associated with each low-level 
feature [21, 25, 27]. The basic idea is to give larger 
weights to more important dimensions and smaller 
weights to less important ones.  

As the Relevance Feedback techniques in the above 
mentioned works are applied to content based image 
analysis, we adjust it to fit the needs of semantic video 
retrieval in this paper. 

2.3. Spatio-temporal event detection for 
transportation surveillance videos 

In the field of transportation surveillance videos, most 
of the research is focusing on vehicle extraction and 
tracking, which is only the first phase towards studying 

the semantic meaning of videos captured by the 
surveillance camera. With the growing popularity of 
Intelligent Transportation Systems, automatic traffic 
incident detection is drawing the attention of more 
researchers. Various machine learning algorithms are 
explored for this purpose: 1) Hidden Markov Model is 
used in Porikli et al. [28] to estimate traffic congestion 
without vehicle tracking, and used in Kamijo et al. [32] 
for traffic monitoring and accident detection at 
intersections; 2) Belief Networks are used in Huang et al. 
[29] in which a traffic scene analysis algorithm is 
proposed based on that; Buxton and Gong [30] use 
Bayesian belief networks to model dynamic dependencies 
between parameters involved in visual interpretation. 3) 
Self-Organizing Map (SOM) is another popular choice as 
the hierarchical SOM in [31] and the fuzzy SOM in [33]. 

Dance and Caelli [34] present a traffic scene 
interpretation system, which is based on a cognition 
model in AI. This model is originally suggested by 
Marvin Minsky [9] and is implemented with the object 
oriented approach in [34]. Some statistical methods are 
also applied in this area. Fernyhough et al. [1] construct a 
set of qualitative event models in their work. In [35], a 
searching scheme is proposed that provides the functions 
of query by example, by sketch, and parameter weighting. 
The search algorithm in this scheme is based on 
parameters of moving trajectories. A nonparametric 
regression algorithm is examined in [12] for forecasting 
traffic flows. In [17], a threshold is set on the distance 
between two vehicles, which is used as the measurement 
for possible collision. Similarly, in [14], the overlap of 
two vehicles is regarded as the occurrence of collision.  

The main difference of this paper from the above 
mentioned algorithms is that we see video event detection 
and retrieval from a completely new point of view i.e. 
transform it into a MIL problem in order to provide the 
maximum convenience and flexibility to users. No pre-
defined event-specific models are needed prior to the 
retrieval, and the database search can be customized to 
meet the needs of individual users. Consequently, One-
class SVM is chosen to solve this problem. 

3. Semantic object tracking
3.1. Automatic vehicle tracking and segmentation 

As traffic surveillance videos are the target of our 
study in this paper, in this section, we provide some 
background information on the processing of 
transportation surveillance videos. In our previous work 
[20], an unsupervised segmentation method called the 
Simultaneous Partition and Class Parameter Estimation 
(SPCPE) algorithm, coupled with a background learning 
and subtraction method, is used to identify the vehicle 
objects in a traffic video sequence. The technique of 
background learning and subtraction is used to enhance 
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the basic SPCPE algorithm and to better identify vehicle 
objects in traffic surveillance videos.  

The framework in [20] also has the ability to track 
moving vehicle objects (segments) within successive 
video frames. By distinguishing the static objects from 
mobile objects in the frame, tracking information can be 
used to determine the trails of vehicle objects. Figure 1 
shows an example of the tracking result of three vehicles. 
The yellow rectangular area is the Minimal Bounding 
Rectangle (MBR) of the vehicle. (xcentroid, ycentroid) are the 
coordinates of a vehicle segment’s centroid represented 
by a red dot in the figure. It is used for tracking the 
positions of vehicles across video frames. The last phase 
of the framework is to classify vehicle objects into 
different classes such as SUVs, pick-up trucks, and cars, 
etc. The classification algorithm is based on Principal 
Component Analysis [13]. 

With this framework, lots of spatio-temporal data is 
generated. This provides a basis for semantic video 
mining and retrieval.  

Figure 1. Tracked vehicle segments and their 
centroids

3.2. Trajectory modeling 

By tracking each moving vehicle in the video, a series 
of object centroids on successive frames are recorded. We 
can approximate the trajectory of a vehicle by using the 
least-square curve fitting. A kth degree polynomial for the 
curve is: 

y = a0 + a1x + … +akxk (1) 

Given n centroids on a trajectory, the k+1 unknowns
[a0, a1, …, ak] can be resolved by n equations through 
minimizing the squared sum of the deviations of the data 
from the model. The n equations can be represented as: 
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Figure 2. An example of polynomial curve fitting 

The fitted curve represents a rough shape of the 
moving trajectory. It can be described by only a few 
polynomial coefficients. The first derivative of a 
polynomial curve is a tangent vector, which represents the 
velocities of that vehicle at different time. Figure 2 
demonstrates the fitted curve of a group of centroids by a 
4th degree polynomial. The small triangles around the 
curve represent the original centroids.  

4. Semantic event modeling 

With different event types, different properties of 
semantic objects can be extracted to build the models for 
specific event types. In this study, a spatio-temporal 
model is built for traffic accidents. 

Under some circumstances, a car accident may involve 
only one vehicle. Examples are sudden stops, crashes 
onto side walls in the tunnel or cashes into crowd in car 
races. If a vehicle crashes into another vehicle or several 
vehicles bump into each other, the accident will involve 
more than one vehicle. In all cases, the focus shall be the 
sudden change of behavior pattern of each vehicle. With 
each vehicle trajectory, three properties of the vehicle are 
recorded: velocity, change of velocity, and change of 
motion vector. Once the sampling rate is known, the 
velocity at each sampling point can be directly calculated. 
The change of velocity Vdiff at each point can also be 
easily calculated by deducting the velocity sampled at the 
previous checking point from the current velocity. A 
motion vector is a vector with its starting point being the 
centroid of some vehicle at the previous sampling point 
and the ending point being the centroid of the same 
vehicle at the current sampling point. As illustrated in the 
figure below, the change of motion vector is denoted as 
the angle between the current motion vector and the 
previous motion vector. 1M  and 2M  are two consecutive 
motion vectors.  is the difference angle between them. 
Since we only record the absolute angle difference, there 
is no need to normalize these vectors along the axis. 
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Figure 3. The change of motion vector 

Another factor that needs to be taken into 
consideration is the distances among vehicles as it is a 
good indication for multi-vehicle accidents. For each 
vehicle, we record its minimum distance from its nearest 
vehicle – mdist at each sampling point.  

As mentioned earlier, some heuristics need to be 
established in order to process the initial queries. This 
heuristic model is built based on the observation that the 
sudden change of velocity and driving direction may 
indicate an accident. Further, the closer the vehicle is to 
the other vehicles, the higher the chance of an accident. 
At the ith sampling point, the property vector of a TS is 

i = [1/mdisti, vdiffi, i ]. A series of such vectors 

],...,[ 1 n represent the entire TS in a VS. It is 
worth mentioning that this event model may also be 
adjusted to detect U-turns, speeding and any other event 
that involves the abnormal behavior of a vehicle.  

5. Semantic event retrieval 
5.1. Data collecting and problem definition 

Both VS and TS are time series data in that their 
values change over time. The analysis of time series data 
shall not only focus on each individual data point 
separately but shall also look into the continuity within 
such kind of data. In time series model of neural network, 
there is a commonly used method called sliding window, 
which slides over the whole set of time series data to 
extract consecutive yet overlapped data sequences i.e. 
windows. This method is also adopted in this framework. 
Figure 4 shows an example of sliding window for time 
series data. In this example, a 6-tuple sequence is 
extracted from time series data by sliding a window of 
size 6 one step a time along the time axis t.

Figure 4. An example of sliding window 

In the proposed framework, we use sliding window to 
extract VSs. This raised a question – what would be an 
appropriate window size? The advantage of video data 

over other typical time series data is that it can be 
visualized, thus one can have a concrete idea of how the 
data is organized and flows over time. Therefore, in our 
framework, the size of the window can be simply decided 
by the typical length of an event as it can be acquired by 
counting the number of frames covering this event. Take 
car crash as an example, the typical length in terms of 
number of frames for this kind of events is very short i.e. 
about 15 frames. Given a sampling rate of 5 frames per 
point, 3 sampling points are needed to depict a car crash 
event. Thus, the window size is 3 in our case. 

As mentioned in Section 1, each extracted VS contains 
one or more TSs. With RF, the VS label is known. In a 
traffic accident query, if a returned VS is labeled 
“relevant” i.e. the user confirms it contains an accident 
scene, then at least one vehicle (TS) demonstrates 
abnormal behavior in that VS. That is, there exists at least 
one contained TS whose label is “relevant”. On the other 
hand, if the VS label is “irrelevant”, the labels of all the 
contained TSs are “irrelevant”. With Li representing the 
label of the ith bag (VS) and lij representing the label of 
the jth instance (TS) in the ith bag, the scenario can be 
formally defined below: 

11 1 ij
m
ji liffL   (3) 

00 1 ij
m
ji liffL   (4)

5.2. Learning and retrieval mechanism  

The goal of MIL in our case is to find out the labels of 
all TSs based on VS labels, according to which the most 
“relevant” VSs are returned to the user in the retrieval 
phase. With One-class classification, we consider all 
“relevant” TSs are alike in similar ways while 
“irrelevant” TSs deviate from the query target in their 
own ways and do not necessarily belong to the same 
class. Therefore, “irrelevant” TSs are simply treated as 
outliers in One-class classification. One-class SVM tries 
to assess whether a test point is likely to belong to the 
distribution underlying the training data set, which is 
composed of “relevant” samples only.  

One-Class SVM has so far been studied in the context 
of SVMs [18]. The objective is to create a binary-valued 
function that is positive in those regions of input space 
where the data predominantly lies and negative 
elsewhere. The idea is to model the dense region as a 
“ball”. In our MIL problem, “relevant” instances are 
inside the “ball” and “irrelevant” instances are outside. If 
the origin of the “ball” is o  and the radius is r, an 
instance ix  is inside the “ball” iff roxi

. This is 

shown in Figure 5 with triangles inside the circle being 
the “relevant” instances. 

          x2 x3 x4 x5 x6 x7                                     …

  x1 x2 x3 x4 x5 x6                                        …

Window sliding 
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Figure 5. One-class classification 

This “ball” is actually a hyper-sphere. The goal is to 
keep this hyper-sphere as “pure” as possible and include 
most of the “relevant” objects. Since this involves a non-
linear distribution in the original space, the strategy of 
Schölkopf’s One-Class SVM [18] is first to do a mapping 

 to transform the data into a feature space F
corresponding to the kernel K:

),()()( vuKvu  (5) 
where u and v are two data points. In this study, we 
choose to use Radial Basis Function (RBF) Machine 
below. 

2/exp),( vuvuK  (6) 
Mathematically, One-Class SVM solves the following 

quadratic problem: 
n

i
iw n

w
1,,

1
2
1min  (7) 

subject to  
nixw iii ,...,1and0,))((  (8) 

where i  is the slack variable, and (0,1) is a parameter 
that controls the trade off between maximizing the 
distance from the origin and containing most of the data 
in the region created by the hyper-sphere. It actually 
corresponds to the ratio of “outliers” in the training 
dataset. When it is applied to the MIL problem, Equation 
(8) is also subject to Equations (3) and (4). If w and
are a solution to this problem, then the decision function 
is ))(()( xwsignxf  and it will be 1 for most 
examples xi contained in the training set. 

5.3. Interactive event learning and retrieval 
process

In the initial query, the user specifies an event of 
interest as the query target. The ultimate goal is to 
retrieve those video sequences that contain similar 
semantic events. At this point, no relevance feedback 
information is provided by the user. Therefore, no 
training sample set is available. In order to provide an 
initial set of video sequences for the user to provide 
relevance feedback, for each video sequence in the 
database, we calculate its relevance (or similarity score) 

to the target query video event according to some event-
specific search heuristics. 

Suppose the user wants to query accidents, then the 
feature vector of a TS at sampling point i -- i = [1/mdisti,
vdiffi, i ] from Section 4 is used. In the initial retrieval, 
the relevance score of a VS is represented by the highest 
score of its contained TSs i.e. Sv = max(ST1, ST2, …, STn). Sv
is the score of a VS and STi is the score of TSi contained in 
that VS. The score of a TS is the highest score of its 
sampling points i.e. STi = max(S 1, S 2, …, S n), where S i is 
the score of a sampling point in TSi. S i is calculated as 
the square sum of all the three features in the feature 
vector i = [1/mdisti, vdiffi, i ]. It is assumed that a big 
velocity change, a sudden change of driving direction, 
and a short distance between two vehicles are indications 
of possible accidents. The retrieval results are returned in 
the descending order of the VSs’ relevance scores.  

After the initial query, a certain amount of results are 
presented to the user. In our experiments, the top 20 VSs 
are returned for the user’s feedback. The user identifies a 
returned VS as “relevant” if it is of his/her interest; 
otherwise the user labels it “irrelevant”. With this 
information at hand, we set up the training set by 
collecting the highest scored TSs in the “relevant” VSs. 
These training samples are then fed into the One-class 
SVM, which further learns the user’s interest and refines 
the retrieval result in the following iterations. Note that 
the One-class SVM learns from the entire trajectory 
sequence (TS) within the window (VS) i.e. 

],...,[ 1 n , but not only the highest scored sampling 
point i  in the TS. This is different from the way of 
calculating the similarity score in the initial query. By 
analyzing the entire trajectory sequence, the continuity of 
the data is well kept in the learning process of One-class 
SVM.

In this way, most of the “relevant” TSs can be 
identified. However, it is not a rare case that an accident 
can involve two or more vehicles. Therefore, some 
“relevant” VSs may contain more than one “relevant” 
TSs. Suppose the number of “relevant” VSs is h and the 
number of all TSs in the training set is H. Then the ratio 
of “outlier” TSs in the training set is set to: 

)(1 z
H
h  (9) 

z is a small number used to adjust the  in order to 
alleviate the problem mentioned in Section 5.2. Our 
experimental results show that z= 0.05 works well. It is 
also shown in our experiment that, with this technique, 
the retrieval results are improved through iterations. 

6. Experiments
6.1. System overview 

r

o
outliers

outliers

outliers
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Figure 6 shows the overall flow of the whole system 
proposed in this paper. The raw video is analyzed by 
segmenting and tracking semantic objects (vehicles) in it. 
After tracking, the object trajectories are modeled with 
the curve fitting technique. In this experiment, we test its 
performance on retrieving traffic accidents from traffic 
surveillance videos. The corresponding event model is 
built and the feature vectors of TSs at each sampling 
point are extracted. When the user submits a query for 
accidents, the system performs an initial query based on 
some heuristics as discussed in Section 5.3, and returns 
the initial retrieval results to the user. The user responds 
to each returned VS by giving his/her feedbacks. The 
learning mechanism in the system will then learn from 
these feedbacks and refine the retrieval results in the next 
iteration. The whole process goes through several 
iterations until a satisfactory result is obtained.

Figure 6. The system overview 

Figure 7. The user interaction interface 

Figure 7 shows the interface for the user to provide 
feedback information. The top 20 VSs are returned to the 
user at each iteration. The user can play the retrieved 
VSs. If the user thinks a VS contains an accident scene, 
that VS will be selected. This is equal to labeling the 
video sequence (VS) “relevant”. As shown in the 
interface, 10 VSs (in blue rectangles) are labeled 
“relevant” given a car accident query. 

6.2. System performance 

The proposed framework is tested on two video clips. 
The first one is taken in a tunnel and contains 2504 
frames in total. The second one is taken by a real-life 
traffic surveillance video at a road intersection in Taiwan 
and contains 592 frames. The sampling rate is 5 
frames/checkpoints and the window size is 3. After 
sampling and window sliding, there are altogether 109 
TSs (15 frames each) extracted from the first clip and 168 
TSs from the second clip. The reason that we observe 
more TSs in the second clip is that more vehicles are 
present in this video. 

The proposed framework is compared with the 
traditional weighted relevance feedback method. In this 
method, each feature in the feature vector i  has a 
weight. The initial round of retrieval is the same as that of 
the proposed framework. That is to say, the initial weights 
of the three features are all 1s and the square sum of the 
features is computed as the relevance score. With the 
user’s relevance feedback, the feature vectors of all 
relevant trajectory sequences are gathered. The inverse of 
the standard deviation of each feature is computed and 
used as the updated weight for this feature in the next 
round. In our experiment, we found that some large 
weights can introduce bias in computing relevance scores 
and hence affect the retrieval accuracy. Therefore, it is 
necessary to normalize these weights. We first tried to 
linearly normalize these weights to the range of [0 1]. 
However, the problem with this method is that a weight 
that equals zero will always eliminate the corresponding 
feature. We then tried another method i.e. the percentage 
of each weight among the total weight is used as the 
normalized weight. In our experiment, it is found that the 
latter outperforms both the linear normalization and no 
normalization at all.  

Five rounds of relevance feedback are performed - 
Initial (no feedback), First, Second, Third, and Fourth. In 
each iteration, the top 20 video sequences are returned to 
the user. In a large-scale information mining and retrieval 
system, since there is no prior knowledge as to the total 
number of “correct” results given a user’s query, it is not 
applicable to use traditional data mining measurements 
such as precision and recall. Instead, we use the 
“accuracy” measure for such a purpose, which is defined 
as the percentage of all the “relevant” VSs within the top 

Raw Video 
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n (e.g. n=20) returned VSs. Figure 8 shows the retrieval 
accuracies within the top 20 video sequences for the first 
video clip after Initial, First, Third, and Fourth round of 
iterations.  
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Figure 8. The retrieval accuracies for the 1st clip 

It can be gleaned from Figure 8 that the initial 
accuracies of the two methods are the same since the 
same retrieval algorithm is used in the initial round. After 
that, the proposed framework performs much better in 
that the accuracy values increase steadily from 40% to 
60%. Although the “Weighted_RF” method performs 
slightly better at the 2nd and the 3rd iterations, its overall 
accuracy gain over all 4 iterations is only 10% i.e. from 
40% to 50% in the third iteration. After that, its accuracy 
keeps bouncing around between 35% and 50% and does 
not show any further performance gain. 
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Figure 9. The retrieval accuracies for the 2nd clip

Most of the accidents in the first clip only involve a 
single vehicle. The video is taken in a tunnel and features 
some accident scenes where speeding vehicles lost 
control and hit on the sidewalls of the tunnel. In the 
second clip, all the accidents occurred at a road 
intersection and often involve two or more vehicles. The 
retrieval results are compared with that of the weighted 

RF in Figure 9. Although the accuracy gains with the 
proposed framework is not as high as that for the first 
clip, it is far better than that of the weighted RF method, 
in which performance degradation occurs right after the 
initial iteration. 

Ideally, all the video clips in a transportation 
surveillance video database shall be mined and retrieved 
as a whole. However, in order to do that, it requires that 
we normalize all the video clips taken at different 
locations with different camera parameters. Those 
parameters, such as camera angle and camera position, 
are necessary for normalization. Unfortunately, these 
metadata are missing in our experimental videos. 
Therefore, at the current stage, the retrieval is performed 
independently for each group of videos taken by the same 
camera at the same location. Our next immediate step is 
to collect our own transportation surveillance videos and 
normalize them before storing them into the database. 

7. Conclusions and future work 

In this paper, an interactive Multiple Instance Learning 
(MIL) framework for semantic video mining and retrieval 
is proposed. The framework is tested on Transportation 
Surveillance videos to find out user-interested semantic 
events such as car accidents. Given a set of raw videos, 
the semantic objects i.e. vehicles are tracked and the 
corresponding trajectories are modeled and recorded in 
the database. Some spatio-temporal event models are then 
constructed. In the learning and retrieval phase, for the 
top returned Video Sequences at each iteration, the user 
provides feedback to the relevance of each such sequence. 
The user only needs to give feedback to the whole Video 
Sequence and the learning algorithm will analyze the 
contained Trajectory Sequences in order to find out the 
spatio-temporal patterns of user-interested moving 
vehicle behaviors. Therefore, we map this to a MIL 
problem. One-class SVM is used as the learning 
algorithm that refines the retrieval results with the user’s 
feedbacks. This framework successfully incorporates the 
Relevance Feedback technique and MIL in mining spatio-
temporal video data, which is a well-studied topic in 
Content Based Image Retrieval but needs significant 
extensions when applied to video data retrieval. The 
framework shows its effectiveness as demonstrated by 
our experimental results on real-life transportation 
surveillance videos. 

In our future work, more generic event models will be 
constructed and tested with the proposed framework. 
Currently, the framework only supports the user’s query 
by specified event types. We will extend this to include 
query by example, query by sketches, and allow a 
customized combination of different query types. 
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