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ABSTRACT 
 
In this paper, a multimedia data mining framework for 
discovering important but previously unknown 
knowledge such as vehicle identification, traffic flow, and 
the spatio-temporal relations of the vehicles at the 
intersections from traffic video sequences is proposed. 
The proposed multimedia data mining framework 
analyzes the traffic video sequences by using background 
subtraction, image/video segmentation, object tracking, 
and modeling with multimedia augmented transition 
network (MATN) model and multimedia input strings, in 
the domain of traffic monitoring over an intersection. The 
spatio-temporal relationships of the vehicle objects in 
each frame are discovered and accurately captured and 
modeled. Such an additional level of sophistication 
enabled by the proposed multimedia data-mining 
framework in terms of spatio-temporal tracking generates 
a capability for automation. This capability alone can 
significantly influence and enhance current data 
processing and implementation strategies for several 
problems vis-à-vis traffic operations. A real-life traffic 
video sequence is used to illustrate the effectiveness of 
the proposed multimedia data mining framework.  
 
KEY WORDS: Multimedia data mining, spatio-
temporal relationships, multimedia augmented transition 
network (MATN), object tracking. 
 
 
1. INTRODUCTION 
 
As computers have become more powerful, their role in 
everyday life has become more pervasive. Recent efforts 
[8,23,26] have begun to shift the traditional focus from 
user centric applications (i.e., word processors, browsers, 
etc.) to that of a ubiquitous tool that facilitates everyday 
activities. Projects like EasyLiving [23,26] and HAL [8] 
aim to develop smart spaces that can monitor, predict, and 
assist the activities of its occupants. These efforts at 
developing smart environments are not confined to homes 
or offices, but extend to that of the world around us. 
Municipalities [1,24] are installing video camera systems 
to monitor and extract traffic control information from 
their highways in real time. Issues associated with 

extracting traffic movement and recognizing accident 
information from real time video sequences are discussed 
in [10,11,20,21,22]. Two common themes exist in these 
works. First, the video information must be segmented 
and turned into objects. Second, the behavior of those 
objects is monitored (they are tracked) for immediate 
decision making purposes. What is missing in these 
efforts is to model and index the data for on-line analysis, 
storage or later pattern mining. 
 
The analysis and mining of traffic video sequences to 
discover information, such as vehicle identification, 
traffic flow, and the spatio-temporal relations of the 
vehicles at intersections, provides an economic approach 
for daily traffic operations. In order to identify and track 
the temporal and relative spatial positions of vehicle 
objects in video sequences, it is necessary to have object-
based representation of video data. For this purpose, 
attention has been devoted to segmenting video frames 
into regions such that each region, or a group of regions, 
corresponds to an object that is meaningful to human 
viewers [9,13,14].  While most of the previous works are 
based on low-level global features, such as color 
histogram and texture, our video segmentation method 
focuses on obtaining object level segmentation; obtaining 
objects in each frame and their traces across the frames. 
In [3-5] we have addressed the issues of unsupervised 
image segmentation; object modeling with multimedia 
input strings to capture the spatial–temporal behavior of 
the object, and the application of these techniques to the 
domain of traffic monitoring.  
 
Similar approaches to our segmentation technique are 
discussed in [12,25]. In [25] the authors consider a 
Bayesian technique to segment images based on feature 
distributions. The histogram of features around a pixel 
neighborhood is considered as an estimate of the 
conditional probability distribution P(c|Y) versus the 
parametric equation in our approach (see Section 2.2). 
This technique models the texture in a neighborhood. 
DeMenthon et al. [12] utilize a Hidden Markov Model 
approach for low level image segmentation. Associated 
with each pixel are an observation vector and a hidden 
state. The observation vector is the set of parameters (of 
interest) associated with each pixel, such as color, or the 
average intensity of the image region centered on that 



pixel. The hidden state is a label for that pixel. 
Computational time is O(ns3), where n is the number of 
pixels in the image and s is the number of states (regions) 
to segment the image. Segmentation in an image can also 
be modeled as a pixel-labeling problem, in which we must 
decide from which of M number of classes the pixel 
belongs. The membership in each class is formulated as a 
Bayesian conditional probability decision, where class 
membership is estimated from the intensity distributions 
of neighboring pixels. When the image segmentation 
problem is considered for a fixed camera domain, a 
classic technique to resolve the foreground objects is 
background subtraction [16]. This involves the creation of 
a background model that is subtracted from the input 
image to create a difference image. The new difference 
image only contains objects not in the background or new 
features that have not yet been incorporated into the 
background.  
 
Various approaches to background subtraction and 
modeling techniques have been discussed in the literature 
[11,17,19,28], ranging from modeling the intensity 
variations of a pixel via a mixture of Gaussian 
distributions to simple differencing of successive images. 
In [29] the authors provide some simple guidelines and 
evaluation of the various techniques for background 
modeling. We are in the beginning phases of evaluating 
the performance benefits of background subtraction 
methods for the various domains of our image 
segmentation applications. To that aim we have evaluated 
the effectiveness of simple image averaging techniques 
over stationary (non-changing) portions of the image data 
set.  
 
In this paper, a multimedia data mining framework for 
traffic video sequences is proposed. The proposed 
framework considers image/video segmentation with 
initial background subtraction, object tracking, and 
modeling with multimedia augmented transition network 
(MATN) model and multimedia input strings [2,7], in the 
domain of traffic monitoring over an intersection. The 
multimedia input strings are used to capture the spatio-
temporal relationships of vehicle objects thereafter. The 
video segmentation method mentioned here is 
unsupervised. Another advantage is that it uses the 
segmentation result of the previous video frame to speed 
up the segmentation process of the current video frame. 
Experiments were conducted to illustrate the effectiveness 
of the proposed framework using a real-life traffic video 
sequence. The traffic video sequence was captured with a 
Sony Handycam CCD TR64 and digitized with an 
inexpensive Brooktree Bt848 based capture card on a 
Windows NT 2000 Celeron based platform. The original 
images are 640x480, 24 bit color and the video sequence 
was sampled at 5 frames per second. 
 
The organization of this paper is as follows. In next 
section, the knowledge discovery process that includes 
background subtraction, the unsupervised segmentation 

algorithm, object tracking techniques, MATN model, and 
multimedia input strings are introduced. Experiment 
results and analysis of the proposed multimedia data 
mining framework are discussed in Section 3. Along with 
the discussion, an example real-life traffic video sequence 
is used. Conclusions are presented in Section 4. 
 
 
2. MINING INFORMATION FROM 
TRAFFIC VIDEO SEQUENCES 
 
Traffic video analysis can discover and provide useful 
information, such as queue detection, vehicle 
classification, traffic flow, and incident detection at the 
intersections. To the best of our knowledge, the current 
transportation applications and research work either do 
not connect to databases or have limited capabilities to 
index and store the collected data (such as traffic videos) 
in their databases. Therefore, those applications cannot 
provide organized, unsupervised, conveniently accessible 
and easy-to-use multimedia information to traffic 
planners. In order to discover and provide some important 
but previously unknown knowledge from the traffic video 
sequences to the traffic planners, multimedia data mining 
techniques need to be employed. The proposed 
multimedia data-mining framework includes background 
subtraction, vehicle object identification and tracking, 
multimedia augmented transition network (MATN) model 
and multimedia input strings. The additional level of 
sophistication enabled by the proposed framework, in 
terms of spatio-temporal tracking, generates a capability 
for automation. This capability alone can significantly 
influence and enhance current data processing and 
implementation strategies for several problems vis-à-vis 
traffic operations. 
 
MATNs and multimedia input strings are used to model 
the temporal and relative spatial relations of the vehicle 
objects. An unsupervised video segmentation method, i.e., 
the SPCPE algorithm (see Section 2.2), can identify 
vehicle objects. In our framework, we introduce the 
technique of background subtraction to enhance the basic 
SPCPE algorithm to get better segmentation results, so 
that the more accurate spatio-temporal relationships of 
objects can be obtained. In the following subsections, we 
will first introduce the background subtraction technique, 
then give an overview of the SPCPE algorithm and the 
object tracking techniques, after that we will briefly 
describe how to use MATNs and multimedia input strings 
to model key video frames. A portion of the traffic video 
clips are used to demonstrate how video indexing is 
modeled by the MATNs and multimedia input strings. 
 
 
2.1 Background Subtraction 
 
Background subtraction is a technique to remove non-
moving components from a video sequence. The main 



assumption for its application is that the camera remains 
stationary. The basic principle is to create a reference 
frame of the stationary components in the image. Once 
created, the reference frame is subtracted from any 
subsequent images. Those pixels resulting from new 
(moving) objects will generate a difference not equal to 
zero (i.e., difference ≠ 0).  
 
In this work, those video sequences containing non-
moving objects were manually selected from the video 
data and then averaged together. The image sequence 
used consists of about 16 minutes of video from a traffic 
intersection with approximately constant lighting 
conditions (the sun was out and in Miami that means a 
bright day). Our approach is similar to that of [18] or [21], 
where a reference frame is constructed by accumulating 
and averaging images of the target area (the intersection 
in our case) for some time interval. As mentioned above, 
this is not a robust technique as it is sensitive to intensity 
variations [19]. That is, it can generate false positives 
since the detection of moving objects solely due to 
lighting changes. It can also generate false negatives due 
to the addition of stationary objects to the scene that are 
not part of the reference frame. [29] provides a good 
summary of the problems associated with background 
modeling. We use a simple averaging technique for this 
work as it allows us to quickly evaluate an upper limit on 
the performance improvement with our unsupervised 
segmentation algorithm. 
 

       
      (a) Original frame 32           (b) Background reference frame 

       
       (c) Difference image                     (d) Binary image 

 

Figure 1: Example result of background subtraction 
 

The difference image (as shown in Figure 1(c)) is created 
by subtracting the reference frame (as shown in Figure 
1(b)) from the current image (as shown in Figure 1(a)). 
The results are scaled by s = clog(1+|dij|), where dij is the 
value for the difference at pixel ij. The scaling results in 
nonlinearly boosting the differences away from zero and 
towards 255 (the value of c will determine where 
saturation will occur).  The results of the differencing step 
are fed to our unsupervised segmentation algorithm as the 

input images. Binary thresholding of the difference image 
can be used as an initial partition to improve the speed of 
converging (see Section 2.2) in our segmentation 
algorithm. Figure 1 gives an example result of 
background subtraction for frame 32. 
 
2.2 Unsupervised Video Segmentation 
Method (SPCPE) 
 
The SPCPE (Simultaneous Partition and Class Parameter 
Estimation) algorithm is an unsupervised video 
segmentation method to partition video frames. A given 
class description determines a partition. Similarly, a given 
partition gives rise to a class description, so the partition 
and the class parameter have to be estimated 
simultaneously. In practice, the class descriptions and 
their parameters are not readily available. An additional 
difficulty arises when images have to be partitioned 
automatically without the intervention of the user. Thus, 
we do not know a priori which pixels belong to which 
class. In the SPCPE algorithm, the partition and the class 
parameters are treated as random variables. The method 
for partitioning a video frame starts with an arbitrary 
partition and employs an iterative algorithm to estimate 
the partition and the class parameters jointly [6,27]. Since 
the successive frames in a video do not differ by much, 
the partitions of adjacent frames do not differ 
significantly. Each frame is partitioned by using the 
partition of the previous frame as an initial condition to 
speed up the convergence rate of the algorithm. A 
randomly generated initial partition, a learned partition for 
the domain or a binary image derived from the 
background difference is used for the first frame. 
 
The mathematical description of a class specifies the pixel 
values as functions of the spatial coordinates of the pixel. 
The parameters of each class can be computed directly by 
using a least square technique. Suppose we have two 
classes. Let the partition variable be c = { c1, c2}  and the 
classes be parameterized by θ = { θ1, θ2} . Also, suppose 
all the pixel values yij (in the image data Y) belonging to 
class k (k=1,2) are put into a vector Yk. Each row of the 
matrix Φ is given by (1, i, j, ij) and ak is the vector of 
parameters (ak0 , …, ak3)

T. 
 

yij = ak0  + ak1i + ak2 j + ak3ij, ∀ (i, j)  yij∈  ck 

Yk = Φ ak 
TT

ka ΦΦΦ= −1)(ˆ Yk 

We estimate the best partition as that which maximizes 
the a posteriori probability (MAP) of the partition variable 
given the image data Y. Now, the MAP estimates of c = 
{ c1, c2}  and θ = { θ1, θ2}  are given by 
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We assume that the pixel values and parameters are 
independent and that the parameters are uniformly 
distributed. We also assume that the error function1 of yij 
is represented by a Gaussian with mean 0 and variance 1. 
Let ( )θ,cJ  be the functional to be minimized. With these 

assumptions the joint estimation can be simplified to the 
following form: 
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The minimization of J can be carried out alternately on c 

and θ in an iterative manner. Let ( )cθ̂  represent the least 

squares estimates of the class parameters for a given 

partition c. The final expression for ( )( )ccJ θ̂,  can be 

derived easily and is given by  
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where 1ρ̂  and 2ρ̂  are the estimated model error variances 

of the two classes and N1, N2 are the number of pixels in 
each class. The algorithm starts with an arbitrary partition 
of the data and computes the corresponding class 
parameters. With these class parameters and the data, a 
new partition is estimated. Both the partition and the class 
parameters are iteratively refined until there is no further 
change in them. 
 
2.3 Object Tracking 
 
The first step for object tracking is to extract the segments 
in each class from each frame. Then the bounding box and 
the centroid point for each segment are obtained. For 
example, Figure 2(b) shows the segmentation results of 
the video sequence in Figure 2(a), where the vehicle 
objects belong to class 2 and the ground belongs to class 
1. As shown in Figure 2(b), those segments corresponding 
to the vehicle objects are bounded by their minimal 
bounding boxes and represented by their centroid points. 
 
The next step for object tracking is to connect the related 
segments in successive frames. The idea is to connect two 
segments that are spatially the closest in the adjacent 
frames [27]. In other words, the Euclidean distances 
between the centroids of the segments in the adjacent 
frames are used as the criteria to track the related 
segments. In addition, size restrictions are employed to 
determine the related segments in successive frames. A 
more sophisticated object tracking algorithm integrated 
into our framework is described in [5], which handles the 

                                                 
1
 The model error is eij = yij – (ak0  + ak1i + ak2 j + ak3ij). 

 

situation of two objects overlapping under certain 
assumptions (e.g., the overlapped objects should have 
similar sizes). As shown in Figure 2 (case 1), there are two 
overlapped cars being identified as one segment because 
they are too close. In the algorithm in [5], if the two car 
objects have ever been separated from each other in the 
video sequence, then they can be split and identified as 
two objects, with their bounding boxes being fully 
recovered, since they have similar sizes.  
 

                 
  (a) Example video sequence (frames 40, 41 and 42 from left to right). 

 

  (b) Segmentation mask maps and bounding boxes for (a) 
 

Figure 2: Object tracking (case 1) 

 

 

 

frame 15 

frame 16 

difference binary map 

 
Figure 3: Object tracking (case 2) 

On the other hand, in the situation that the overlapped 
objects have dissimilar sizes (case 2), for example the 
school bus and car in Figure 3, our existing algorithm [5] 
cannot find the school bus and car objects corresponding 
segments in the following frame (frame 16). In this 
example a large school bus and a small car that were 
detected as two objects in one frame (frame 15), were 
merged into a new big segment in the following frame 
(frame 16). However, from the new detected big segment 
in frame 16, we can reason that this is an ‘overlapping’  
segment that includes more than one vehicle object. A 
difference binary map knowledge discovery method is 
proposed to discover which objects the ‘overlapping’  
segment may include.  
 
The idea is to obtain the difference binary map by 
subtracting the segment result of frame 16 from that of 
frame 15 and to compare the amount of differences 
between the two segmentation results of the consecutive 
frames. As shown in the difference binary map in Figure 



3, the white areas in the difference binary map indicate the 
amount of differences between the segmentation results of 
the two consecutive frames. The car and school bus 
objects in frame 15 can be roughly mapped into the area 
of the big segment in frame 16 with relatively small 
differences. Hence, we can discover the vehicle objects in 
the big segment in frame 16 by reasoning that it is most 
probably related to the car and school bus objects from 
frame 15. In such a case, for the big segment (the 
‘overlapping’  segment) in frame 16, the corresponding 
links to the car and bus objects in frame 15 will be 
created. 
 
2.4 Using MATNs and Multimedia Input 
Strings to Model Video Key Frames 
 
A multimedia augmented transition network (MATN) 
model can be represented diagrammatically by a labeled 
directed graph, called a transition graph. A multimedia 
input string is accepted by the grammar if there is a path 
of transitions which corresponds to the sequence of 
symbols in the string and which leads from a specified 
initial state to one of a set of specified final states. 
 
A MATN can build up a video hierarchy [7]. A video clip 
can be divided into scenes, a scene contains a sequential 
collection of shots, and each shot contains some 
contiguous frames that are at the lowest level in the video 
hierarchy [30]. It is advantageous to use several key 
frames to represent a shot instead of showing all these 
frames. Key frames play as the indices for a shot. The key 
frame selection approach proposed in [7] is based on the 
number, temporal, and spatial changes of the semantic 
objects in the video frames. Other features may also be 
possible for the key frame selections, but we focus on the 
number, temporal, and spatial relations of semantic 
objects. Therefore, these key frames can represent spatio-
temporal changes in each shot. For example, in each shot 
of a traffic video sequence, the vehicles may change their 
positions in subsequent frames and the number of vehicles 
appearing may change at the time duration of the shot. 
 
As introduced in [2], one semantic object is chosen as the 
target semantic object in each video frame and the 
minimal bounding rectangle (MBR) concept is used. In 
order to distinguish the 3-D relative positions, twenty-
seven numbers are used [2]. In this paper, each frame is 
divided into nine sub-regions with the corresponding 
subscript numbers shown in Figure 4(a). Each key frame 
is represented by an input symbol in a multimedia input 
string and the “&”  symbol between two vehicle objects is 
used to denote that the vehicle objects appear in the same 
frame. The subscripted numbers are used to distinguish 
the relative spatial positions of the vehicle objects relative 
to the target object “ground”  (Figure 4(a)). For simplicity, 
two consecutive key frames are used to explain how to 
construct the multimedia input string and the MATN. The 
multimedia input string that represents these two key 
frames is as follows: 

( )�� ��� ��
1

10131 &&
K

CCG ( )������	
2

101 &
K

CG  

There are two input symbols, K1 and K2. The order of the 
vehicle objects in an input symbol is based on the relative 
spatial locations of the vehicle objects in the traffic video 
frame (from left to right and top to bottom). For example, 
the first key frame is represented by input symbol K1. G1 

indicates that G is the target object. C13 means the first car 
object is on the left of and above G, and C10 means the 
second car object is on the left of G. For the next key 
frame, its multimedia input string is almost the same as 
that of frame 4 except that the car C13 that appeared in the 
first key frame has already left the road intersection in the 
next key frame. Hence, the number of vehicle objects 
decreases from two to one. This is an example to show 
how a multimedia input string can represent the change of 
the number of semantic (vehicle) objects. 
 

13 4 22 

10 1 19 

16 7 25 

  
(a) the nine sub-regions and their corresponding subscript 

numbers 
 

S/K2 
K2 S 

K 1 

          G1&C13&C10 

S/K1 

         G1&C10 

 
(b) an example MATN model 

Figure 4: MATN and multimedia input strings for modeling the 
key frames of traffic video shot S. 

Figure 4(b) is the MATN for the above two key frames of 
the example traffic video sequence. The starting state 
name for this MATN is S/. As shown in Figure 4(b), there 
are two arcs with arc labels the same as the two input 
symbols (K1 and K2). The different state nodes in the 
MATN model the temporal relations of the selected key 
frames. The multimedia input strings model the relative 
spatial relations of the vehicle objects. 
 
 
3. EXPERIMENT RESULTS AND 
DISCUSSIONS 
 
A real life traffic video sequence is used to demonstrate 
the knowledge discovery process, i.e., spatio-temporal 
vehicle tracking, from the traffic video sequence using the 
proposed framework.  
 
3.1 Experiment Setup 
 
The traffic video sequence was captured with a Sony 
Handycam CCD TR64 and digitized with a simple 



Brooktree Bt848 based capture card on a Windows NT 
2000 Celeron based platform. The video sequence 
consists of about 16 minutes of video from a traffic 
intersection with approximately constant lighting 
conditions. The original video frames were of size 480 
rows×640 columns, 24 bit color and frame rate sampled at 
5 frames per second. For simplicity and real-time 
processing purpose, we transform the color video frames 
to grayscale images and resize them to half of the original 
size (240 rows×320 columns). The traffic video sequence 
shows the traffic flow of an intersection on US 1, one of 
the busiest state roads in Miami, FL, USA.  
 
A small portion of the traffic video is used to illustrate 
how the proposed framework can be applied to traffic 
applications to answer spatio-temporal queries like 
“Estimate the traffic flow of this road intersection from 
8:00 AM to 8:30 AM.”  This query requires the use of 
multimedia data mining techniques to discover 
information such as the number of vehicles passing 
through the corresponding road intersection in a given 
time duration as well as the types of the vehicles (e.g., 
“car” , “bus” , etc.). This process can be done in real-time 
or off-line. 
 
3.2 Experiment Results 
 
The enhanced video segmentation method is applied to 
the video sequences by considering two classes. The first 
frame is partitioned into two classes using an initial 
random partition. After obtaining the final partition of the 
first frame (via SPCPE), we compute the partitions of the 
subsequent frames using the previous partitions as the 
initial partition parameter for the subsequent segmentation 
steps (since there is little significant difference between 
consecutive video frames). The convergence speed of the 
SPCPE algorithm is increased by using the previous 
partition results and thus provides support for real-time 
processing. The segmentation results for a few frames – 4, 
9, 15, 16 and 35 – are shown in Figure 5 (end of paper) 
along with the original frames adjacent to them. These 
frames are the key frames after applying the key frame 
selection method introduced in [7]. As can be seen, the 
background of the traffic video sequence is complex. 
Related work has been done on the base of highway 
traffic videos [15,20] that have relatively simple 
backgrounds. Our framework, however can deal with 
more complex situations such as the traffic video for 
intersection monitoring.  
 
In Figure 5, the frames in the leftmost column (Figure 
5(a)) are the original frames. The second column (Figure 
5(b)) shows the difference images after background 
subtraction. The final segmentation results are shown in 
the third column (Figure 5(c)). As can be seen from 
Figure 5(c), almost all of the vehicle objects are captured 
as separate segments (objects) except for those vehicles in 
the two lanes located in the upper part of the video frame 
(which has been captured as one segment because they 

appear too close together due to the shooting angle of the 
camera). From Figure 5(c), one can observe that the two-
class partitioning schema can capture most of the relevant 
scene information (in regard to traffic applications). One 
class captures relevant vehicle information and the second 
class captures most of the ground information (the 
background non-vehicle information). Some of the 
vehicles have been combined with other objects into a 
single segment when they are closely located, for 
example, in frame 16, the school bus is overlapped with 
the car that was waiting in the middle of the intersection, 
while the school bus was moving westbound. Other cars 
in the main area of the intersection are successfully 
identified in all of these frames.  
 
As only the vehicles are important for our application, we 
use the rightmost column in Figure 5(d) to show the 
relative spatial relationships of the vehicle segments for 
each frame. For the simplified segmentation results 
(Figure 5(d)), we use symbolic representations 
(multimedia input strings) to represent the spatial 
relationships of the vehicle objects in each frame. As 
shown in Figure 5(d), the ground (G) is selected as the 
target object and the segments are denoted by C for cars 
or B for buses. For those cars combined together into a 
single segment (in the upper part of video frame), we use 
domain knowledge that there are two lanes located in the 
upper part of the scene where the vehicles are waiting 
before they enter the intersection.  The use the symbol W 
for this special segment indicating that this is a ‘waiting’  
segment that may include more than one vehicle waiting 
to enter the intersection. Our data also contains vehicle 
objects in the main area of intersection that are combined 
into one segment. For example, the car object and the 
school bus were combined into one segment in frame 16, 
while they were separate segments in the preceding frame 
(frame 15). As discussed in Section 2, this occlusion 
situation can be detected by the proposed difference 
binary map knowledge discovery method. We use symbol 
O to denote an ‘overlapping’  segment which has 
corresponding links to the related segments in the 
preceding frame. 
 
As can be seen from Figure 5, the ‘waiting’  segment 
always remains at the same location in the scene. In order 
to answer the query for traffic flow estimation, these 
‘waiting’  segments will not be counted. In the proposed 
symbolic representation, each vehicle segment is indexed 
in a multimedia input string based on the spatial relation 
of its centroid. The subscript numbers are used to denote 
the relative spatial relations of the vehicle objects with 
respect to the target object from the viewer’s perspective. 
As mentioned earlier, G1 indicates that the ground (G) is 
the target object and the subscript numbers have the same 
relative spatial meanings. In frames 4 and 9, two cars in 
the middle of the intersection (C10 and C1) were waiting to 
pass while another car (C4) was driving slowly through 
the upper part of the intersection westbound. In addition 
car (C13 in frame 4) was leaving the intersection 



westbound. In frame 15, a school bus appeared as B19 
from the east side; while in frame 16, the school bus and 
the white car (C1 in frame 15) were combined into one 
overlapping segment (O19). In frame 35, the school bus 
(B10) was separated from the other cars and left the 
intersection on the west side, while the two cars (C10 and 
C1 in frames 4, 9 and 15) made the left turn and moved 
towards the northeast bound so that their relative spatial 
locations changed to C1 and C19 in frame 35.  
 
As described above, it can be seen that the multimedia 
input strings can model not only the number of objects, 
but also the relative spatial relations. In this case, in order 
to estimate the intersection traffic flow, we can choose the 
east or west side of the intersection as a ‘ judge line’  in the 
frame to determine the traffic flow of the specified 
direction (east 
�������������������������! �"$#!%$��'&(��)�"*��+,�* �-�.(/�+� 
that line will be recorded. Using the information of 
centroid’s position of each object, the traffic flow of a 
specified direction in the intersection area can be 
determined. Moreover, since the types of vehicles are also 
important for estimating the traffic flow, the sizes of the 
bounding boxes can be utilized to determine the vehicle 
types (such as ‘car’  and ‘bus’). For those ‘overlapping’  
segments, since they have links to specific vehicle 
segments, the corresponding number and types of vehicles 
in an overlapping segment can be obtained in order to 
count the traffic flow. Besides answering the traffic flow 
query, the proposed framework also has the potential to 
answer other spatio-temporal related database queries. 
 
 
4. CONCLUSION 
 
Traffic video analysis can discover and provide useful 
information such as queue detection, vehicle 
classification, traffic flow, and incident detection at the 
intersections. Multimedia data mining techniques need to 
be employed in order to discover and provide important 
but previously unknown knowledge from the traffic video 
sequences to the traffic planners. In this paper, a 
multimedia data-mining framework that discovers the 
spatio-temporal relationships of the vehicle objects in the 
traffic video sequences is presented. The spatio-temporal 
relationships of the vehicle objects are discovered and 
captured via the unsupervised image/video segmentation 
method and the proposed object-tracking algorithm. The 
discovered spatio-temporal relationships of the vehicle 
objects are modeled by the multimedia augmented 
transition network (MATN) model and multimedia input 
strings. In order to eliminate the complex background 
information in the traffic video frames, background 
subtraction techniques are employed. Using the 
background subtraction technique, both the efficiency of 
the segmentation process and the accuracy of the 
segmentation results are improved achieving more 
accurate video indexing and annotation. This paper uses a 
real-life traffic video sequence on a state road intersection 
in Miami, FL, USA as the example video source. As 

shown in the results, the proposed framework can model 
complex situations such as the traffic video for 
intersection monitoring.  
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 Frame 4 Multimedia Input String: G1&C13&C10&C1&C4&W4 
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 Frame 9 Multimedia Input String: G1&C10&C1&C4&W4 

   
50 100 150 200 250

20

40

60

80

100

120

140

160

180

200

220

 
50 100 150 200 250

20

40

60

80

100

120

140

160

180

200

220

C 

C C 
B

G 

W 

 
 Frame 15 Multimedia Input String: G1&C13&C10&C1&W4&B19 
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 Frame 16 Multimedia Input String: G1&C13&C10&W4&O19 
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 Frame 35 Multimedia Input String: G1&B10&C1&C4&W4&C4&C19 

 

(a) Original frames. (b) Difference frames. (c) Segmentation results. (d)Bounding boxes. 
 

Figure 5: Segmentation results as well as the multimedia input strings for frames 4, 9, 15, 16 and 35. The 
leftmost column gives the original video frames; the second column shows difference images obtained by 
subtracting the background reference frame from the original frames; the third column shows the vehicle 
segments extracted from the video frames, and the rightmost column shows the bounding boxes of the 
vehicle objects. 

 


