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With the proliferation of applications that demand content-based image retrieval, two merits are becom-
ing more desirable. The first is the reduced search space, and the second is the reduced ‘‘semantic gap.”
This paper proposes a semantic clustering scheme to achieve these two goals. By performing clustering
before image retrieval, the search space can be significantly reduced. The proposed method is different
from existing image clustering methods as follows: (1) it is region based, meaning that image sub-
regions, instead of the whole image, are grouped into. The semantic similarities among image regions
are collected over the user query and feedback history; (2) the clustering scheme is dynamic in the sense
that it can evolve to include more new semantic categories. Ideally, one cluster approximates one seman-
tic concept or a small set of closely related semantic concepts, based on which the ‘‘semantic gap” in the
retrieval is reduced.

� 2008 Elsevier Inc. All rights reserved.
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CContent-based image retrieval (CBIR) has become an important

part of information retrieval technology. One challenge in this area
is that the ever-increasing number of images acquired through the
digital world makes the brute force searching almost impossible.
Most of the existing Content-based Image Retrieval systems con-
sider each query image as a whole, which is represented by a vector
of N dimensional image features. However, a single image can in-
clude multiple regions/objects with completely different semantic
meanings. A user’s query interest is often focused on one particular
part of the image, i.e., a region in the image that has an obvious
semantic meaning. Therefore, rather than viewing each image as
a whole, it is more reasonable to view it as a set of semantic regions.
In this context, the goal of image retrieval is to find the semantic re-
gion(s) of the user’s interest. However, this makes the exhaustive
search even less feasible for region-based image retrieval systems
since an image is typically split into 7–8 regions (regions), and
the search space of a region-based system will be 7–8 times as large
as otherwise it could be. The expanded search space makes retrieval
efficiency a critical issue. To improve the efficiency, we propose to
impose a clustering component in the region-based image retrieval
system, which makes it possible to only search the clusters that are
close to the query target, instead of the whole search space.

Image regions can be viewed as high-dimensional data and are
usually represented by their low-level features. There exists a gap
between the high level semantic meanings of images and their
low-level features (i.e., ‘‘semantic gap”). How to effectively find
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‘‘Relevance Feedback” [23] is a technique that has been well stud-
ied and proved effective in reducing the semantic gap. In our pre-
vious work [26], we developed a region-based CBIR system. The
query log of this system collects the user feedback, which provides
hints to the semantic meaning of image regions. The query log is an
affinity matrix in which rows are composed of query regions/re-
gions (query targets) and columns are composed of all the images
in the database. Entries in the matrix are accumulated scores ac-
quired through Relevance Feedback. All entries are set to zero at
the beginning. In the retrieval phase, if the user labels a certain im-
age ‘‘positive” to the query target, the score of the corresponding
entry in the matrix will be increased by 1. Otherwise, if the image
is labeled ‘‘negative”, the value will be reduced by 1. Thus, after
querying the image database for a certain period of time, this ma-
trix is filled up by integers that represent the semantic closeness
among images and image regions. In this paper, we utilize this
affinity matrix in the log file and design a semantic clustering
scheme, whose purpose is twofold: to reduce the ‘‘semantic gap”
and to reduce the search space.

In the proposed method, the initial cluster centers are the query
targets (query sub-regions/regions) in the log file. Each cluster is
assumed to be an independent semantic unit. Each image region
is compared with the initial cluster centers and assigned to one
or more clusters according to the users’ feedbacks (recorded in
the log file) regarding its closeness to the semantic categories of
the clusters represented by the query targets. Since one image
region can have more than one semantic meaning, it is natural to
allow it to belong to multiple clusters. For example, a ‘‘red flower”
can be assigned to both the ‘‘red” cluster and ‘‘flower” cluster. This
also differentiates our proposed method from other existing image
clustering methods.
egion-based image retrieval, J. Vis. Commun. (2008), doi:10.1016/
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Table 1
Affinity matrix.

I1 I2 I3 . . . I9800

S1 0 1 0 . . . �1

S2 1 2 �1 . . . 3

S3 3 0 1 . . . �2

. . . . . . . . .

S833 0 0 �1 . . . 0
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The new problem that arises is the quality of the clustering.
There is no prior knowledge on the number of semantic meanings
among image regions in the database. Although the query targets
in the log file may represent a certain number of semantic mean-
ings, they are definitely not all. It is also hard even for an expert
to enumerate all the unique semantic meanings in a database con-
taining a huge number of natural-scene images. Another problem
is that for some image regions/segments, since they have never
been queried and/or retrieved before, no semantic information
can be extracted from the log file. However, these regions may
either belong to the existing semantic clusters or represent a
new semantic meaning. We solve the above two problems by first
assigning the ‘‘unknown” regions to the closest existing semantic
clusters according to its distance to the cluster center. Then, each
cluster is further divided into microclusters by an outlier detection
method based on our previous study [21]. Regions that are misclu-
stered can be considered as outliers and/or outlier groups of the
semantic cluster. From another point of view, these outliers and/
or outlier groups are new semantic clusters that emerged from
the existing ones. Through outlier detection and cluster repairing,
new semantic clusters are generated. We refer to them new and
old microclusters, respectively, and do not differentiate them as
clusters and outliers in the subsequent region-based image retrie-
val phase. A detailed introduction to ‘outlier’ and a brief review of
the state of the art of outlier detection are presented in Section 3.4.

In summary, this paper proposes a novel clustering method
based on the semantics of image regions in the database. An outlier
detection method is applied in the clustering phase to refine the
clustering results and discover new semantic clusters. The effec-
tiveness of the proposed clustering method is tested on an image
database and our experimental results show that the proposed
algorithm can improve the quality of the clustering and thus im-
prove the accuracy of the region-based image retrieval.

Details of the semantic clustering are illustrated in Section 2.
Section 3 briefly introduces the retrieval system. Section 4 shows
our experimental results. Section 5 concludes the paper.

2. Related work

‘‘Texts” in natural languages are the main means to convey
semantics among human being. Therefore, the status quo of seman-
tic image clustering is to incorporate ‘‘texts”, e.g., captions to facil-
itate the understanding of images. Gong et al. [12] proposed to
integrate the captions of images for semantic clustering. The work
proposed in [24] requires that the semantics of the image database
are pre-defined by domain experts. However, in many cases, nei-
ther the captions (texts) nor the semantic categories are readily
available. A web image search engine is proposed in [27], which fil-
ters images by performing clustering based on image captions.

There are also some researches on semantic image clustering
that do not directly reply on image captions. For example, a seman-
tic tolerance model is built by Dai and Cai [28], which first repre-
sents images based on semantic classification. For this purpose, it
is necessary to gather the categorized training images. Another
useful source of information for image semantics is the web. For
example, Hai [29] proposes to understand the images through
the analysis of semantic links existing among web pages.

In [7,25], it is proposed that semantic clustering is performed
using relevance feedback. These works are based on the whole im-
age instead of image sub-regions/regions. The clustering method in
[25] is based on a method called CAST [2] while the one in [7] is
based on the Association Rule Hyper-graph Partitioning algorithm
[14]. While both of these clustering schemes apply existing
general-purpose clustering methods, we propose a new method
that constructs clusters based on the semantics of image regions.
Another work that uses RF for semantic clustering is proposed in
Please cite this article in press as: Y. Liu et al., Semantic clustering for
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[30]. In this research, the users are asked about the similarity
groups of images. Images are then clustered based on these
answers. This is different from the traditional way of doing RF,
when users are asked for feedback in the process of image retrieval.
The proposed method in this paper uses the RF to the retrieval
results both in the retrieval process and the clustering process. It
is not feasible to solicit users’ feedback for retrieval and clustering
separately as this will introduce too much trouble to the users.

The proposed semantic clustering algorithm is also different
from most of the clustering algorithms in general. Most existing
clustering schemes depend on a heuristic on k – the number of
clusters. In the proposed method, the number of possible semantic
meanings/categories (i.e., number of clusters) in the image data-
base is automatically estimated.

3. Semantic clustering

In this section, the detailed semantic clustering algorithm is
presented. The semantic relations between and among image re-
gions are obtained from the database query log. In particular, an
affinity matrix is constructed from users’ feedbacks based on
which the initial clustering is performed. The initial clustering re-
sults are further refined using an outlier/outlier group detection
algorithm. The region-based image search is then performed on
‘‘microclusters” rather than an exhaustive search.

3.1. The affinity matrix extracted from the log file

The semantic similarity information used in the semantic clus-
tering is from the users’ feedbacks stored in the database query log.
Before the details of the proposed semantic clustering scheme are
elaborated, a concrete view of the data format used to store those
semantics is presented as follows.

The users’ feedbacks collected over time are recorded in a query
log file. In this log file, the user’s feedback history for each query
region is recorded. The log file is thus represented by an affinity
matrix. Its structure is shown in Table 1. I1, I2, , . . . represent images
and S1, S2, , . . . are image regions. In total, there are 9800 images in
the database. Therefore, there are 9800 columns in the matrix.
Each row of the matrix is composed of the users’ feedbacks on
images given a query region. There are 1188 queries recorded. En-
tries of the matrix are positive/negative integers or 0s (no feedback
for that image). Positive integers signify that the corresponding im-
age matches the query region and is therefore has a positive user
feedback. In another word, the user thinks there is at least one re-
gion/object in that image that is relevant to the query region. The
region-based image retrieval, J. Vis. Commun. (2008), doi:10.1016/

Original text:
Inserted Text
2.4.

Original text:
Inserted Text
2. 

Original text:
Inserted Text
“texts” 

Original text:
Inserted Text
[7] [25]

Original text:
Inserted Text
Relevance Feedback. 

Original text:
Inserted Text
-- 

Original text:
Inserted Text
,… 



T

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

Table 2
The experimental result on measuring the query semantic gap.

Percentage of P/N
images in the
20 nearest neighbors

Percentage of the 20
nearest neighbors
labeled as P/N

Average number
of P/N regions

Positive (P) 49.5 9.5 5.3
Negative (N) 25.7 69.7 62.4
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negative integers imply that no region of that image matches the
query region and is therefore given a negative feedback. ‘0’ means
we do not have any information on the relevance of this image to
the query region. This happens when that image is not among the
top ranked images retrieved for that query region. As we do not
want to burden the user by asking him/her to provide feedback
on too many images (i.e., >20 images), those images with lower
similarity ranks will not receive a specific (positive/negative) feed-
back score. Among the 1188 queries (image regions), some of them
are the same, i.e., they are queried more than once. We merge the
users’ feedback on these duplicate queries and finally obtain 833
unique query targets/regions (see Table 1).

Since different users may provide different feedback even for
the same query region, one more study is conducted to show the
difference among user feedbacks. In particular, those queries in
the log file that have the same query region are analyzed to reveal
the difference in feedback by different users with respect to per-
ceptual subjectivity. There are 253 such queries in total in the
log file. We measure the ‘similarity’ (the level of agreement) in po-
sitive and negative feedback from different users in the following
way. For each group of queries that have the same query region,
we collect the set of positive (or negative) images marked by all
users. For each query in that group, we compare its positive (or
negative) image set with the positive (or negative) image set of
that group. The similarity score between an individual query and
the query concept represented by the positive (or negative) image
set of that group, is calculated as the ratio of the number of com-
mon positive (or negative) images to the total number of positive
(or negative) images in the group set. For example, if there are
three positive images in the group set, and two of them belong
to the positive set of some query in that group, the similarity score
between that query and the group’s positive image set is 66.67%.
After calculating the similarity score between each query and the
group it to which it belongs for all 253 queries, the average similar-
ity score for positive feedback is 84.37%, while the similarity for
negative feedback is 88.80%. The users who helped to collect the
feedback information in the log file include one Ph.D. student,
whose research area is content-based image retrieval, two other
Ph.D. students in the fields of Bioinformatics and Software Engi-
neering, respectively, and four MS students who are not involved
in any kind of research.

3.2. Semantic gap

‘‘Semantic gap” is the gap between low-level features and high-
level human concepts, which is a well-known challenge in the con-
tent-based image retrieval. As mentioned above, the query log file
contains positive and negative feedbacks from the users of the im-
age retrieval system. In another word, the log file reflects human
understanding of the image database. Although it is not the com-
plete ground truth, we can still peek through it and have a sense
of the existence of ‘‘Semantic Gap”. For this purpose, we design
the following experiment. We use the 20 nearest neighbors of each
query region to represent the machine understanding of the closest
regions to this query region. These nearest neighbors are obtained
from a kd-tree [10] by Euclidean distance. We compare these 20
nearest neighbors with the user’s feedbacks in log file, which rep-
resents human understanding of the image regions’ semantic
meaning. The data in Table 2 shows the difference between the
semantic understanding of a human and the machine. As can be
gleaned from the first row of Table 2: (1) 49.5% of the positive
images in the log file are from the 20 nearest neighbors; (2) 9.5%
of the 20 nearest neighbors are labeled positive by the users; (3)
the average number of positive regions for each query region is
5.3. The second row is about negative feedbacks: (1) 25.7% of the
negative images in the log file are from the 20 nearest neighbors;
Please cite this article in press as: Y. Liu et al., Semantic clustering for r
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(2) 69.7% of the 20 nearest neighbors are labeled negative by users;
(3) the average number of negative regions for each query is 62.4.

From the log file, we can also see that some queries do not have
any positive feedbacks. For example, if a user wants to search for a
tiny white region on a flower image, the system will give images
containing white regions that are similar to the query region in
terms of low-level color features, such as cloud or snow. However,
none of them contains what the user really wants. This could cause
the values for positive feedbacks in Table 2 very low while the val-
ues for negative feedbacks very high. On the other hand, if the
query region is well segmented, such as a perfect region of a tiger,
a horse, or a red flower, the system may be able to return many po-
sitive images. In either case, there still exists a semantic gap. The
purpose of providing these figures in this paper is not to measure
exactly how big the semantic gap is, and these figures may change
with the update of the log file. However, we can still get a sense of
the semantic gap between the machine and human understand-
ings. To reduce this semantic gap is one of the main objectives of
this paper.

3.3. Initial semantic clustering

Our clustering method is based on the affinity matrix in the
query log file. In this study, there are altogether 9800 images in
the database with 82,552 image regions segmented by an auto-
matic image segmentation method Blobworld [5]. Each image
region is represented by an N dimensional feature vector. Specifi-
cally, 32 low-level features (e.g., color, texture, and shape) are ex-
tracted for each image region, i.e., each image region. Hence, each
image region/region is represented by a 32-dimensional feature
vector. Based on the affinity matrix mentioned in the previous sec-
tion, we use each query region as a semantic cluster center.
Although these query regions may not accurately represent the
‘‘centroids” of clusters in terms of its low-level features, the
semantic meaning it conveys can be reasonably regarded as an ini-
tial estimate of the center of that semantic cluster. For every image
that is labeled positive given a query region, we find out which re-
gion of that image has the shortest Euclidean distance to the query
region, and put this region (positive region) in the same cluster of
the query region. All the other regions in that image have a label of
‘unknown.’ And all the regions in negative images are marked ‘neg-
ative’ with regard to that query region. The total number of posi-
tive regions identified from the log file by this method is 3586,
and 9535 for negative/unknown regions.

As an initial step of semantic clustering, we first examine the re-
gions with positive labels. For the 833 unique query regions, their
positive feedback sets could overlap, i.e., the same image region
could be labeled positive in different queries. In other words, an
image region may belong to multiple clusters represented by dif-
ferent query regions. For example, when we search for a white ob-
ject, the images containing one or more white horses are labeled
positive. When we search for white horses, those regions contain-
ing white horses will also be labeled positive and therefore shall be
assigned to both the ‘‘white object” cluster and the ‘‘white horse”
cluster. If we simply combine the overlapped query results, 506 po-
sitive query sets will be obtained. However, from the semantic
clustering point of view, semantic meanings are often ambiguous,
egion-based image retrieval, J. Vis. Commun. (2008), doi:10.1016/
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Fig. 1. An overview of the semantic clustering process.
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especially because different users’ subjective perceptions can be
different in many ways. Therefore, in the following experiment,
we allow a region to belong to different clusters.

In the next step, we try to cluster the negative regions and those
regions without labels (no feedbacks). For negative regions, we first
exclude them from the clusters represented by their corresponding
query regions. Then we assign them to the next nearest semantic
centers by computing their Euclidean distances to each cluster cen-
ter (query region). For those regions without any labels, we just as-
sign them to the same cluster of their nearest query regions. In this
way, we obtain 833 updated clusters represented by the 833 query
regions whose semantic meanings serve as cluster centers. An
overview of the method is illustrated in Fig. 1. With more data
being collected, the affinity matrix will grow larger, making scala-
bility an issue. Therefore, in an image retrieval system, this step
and the rest of the clustering steps are performed offline and shall
not be frequently updated. The update is performed only when the
growth of data in the database reaches a certain amount.

3.4. Refine clustering results by outlier detection

In this section, the general meaning of ‘outliers’ is presented
first, followed by the detailed explanation of how outlier detection
can be used to refine clustering results and discover new semantic
clusters, and how it is adapted to solve our particular problem in
semantic image region clustering. A comparison of the outlier
detection method used in this study with other existing outlier
detection methods is presented in Section 3.4.6.

3.4.1. Outliers
Outliers are those points which are different from or inconsis-

tent with the rest of the data. Novel, new, abnormal, unusual or
noisy information can all be called outliers. Sometimes the outliers
are more interesting than the majority of the data, such as the
applications of intrusion detection and unusual usage of credit
cards. With the increase of the complexity and variety of datasets,
the challenges of outlier detection are how to catch similar outliers
as a group, and how to evaluate the outliers.

Traditional outlier detection methods are statistical, especially
for discarding of noise. Those unwelcome errors will affect the
observations and contaminate the computation results. Therefore,
the early attitudes toward outliers considered outliers to be bad,
and could cause mistaken analysis of data [1].

Like the definition of outliers, outliers can also represent novel
properties. As mentioned above, sometimes the outliers are more
interesting than the rest of the data. For example, outlier detection
is useful in medical analysis for finding unusual responses to vari-
ous medical treatments. With the development of computer sci-
ences and the internet, many unexpected situations need outlier
detection.
Please cite this article in press as: Y. Liu et al., Semantic clustering for
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3.4.2. Outlier detection for semantic clustering
The semantic meanings expressed in the query regions in the

affinity matrix are definitely not inclusive of all possible semantics
in the image database. Therefore, the number of semantic clusters
cannot be simply decided by the number of distinct queries in the
affinity matrix. Another problem is that although some regions
are assigned to their nearest query centers, they might not really be-
long to that cluster in terms of semantic meanings or from the den-
sity connection’s point of view. In order to explore for more
potential semantic clusters, we try to partition the existing clusters
by singling out those loosely connected regions or region groups.
These regions or region groups are outliers of the original clusters,
and will be grouped into new clusters. Therefore, we refine the
semantic clustering generated by the initial clustering method by
finding outliers and outlier groups inside the clusters. After we find
these outliers/outlier groups, we regard them as new clusters. To-
gether with the original clusters, a refined clustering result is
formed with each cluster representing a distinctive semantic mean-
ing. However, the information of disconnected outliers is very diffi-
cult to analyze. A general outlier detection and evaluation algorithm
is proposed in our previous work [21], with its origin from the Net-
work Flow of Graph theory [9]. In this study, we adapt it to suit the
needs of both semantic clustering and region-based image retrieval.

In our outlier detection method, in order to analyze the quality
of each cluster, the first step is to construct a network for each clus-
ter. Each data point of a cluster is a ‘‘vertex” of the network. Verti-
ces are connected by edges. If a point is far away from the majority
of points, this point is a so-called outlier. We want to setup the net-
work in a way that the edge capacity can be used to represent the
relationship among points (vertices). The goal is to determine if the
cluster contains points that are only weakly related to the rest [21].

In the following subsections, a brief review of the Network Flow
theory is presented followed by the outlier detection algorithm
used in this study. This algorithm will be used to detect the outliers
in image region clusters and refine the clustering result.

3.4.3. Network flow
Let G = (V, E) be a directed graph with no self-loops and no par-

allel edges, and let each edge have a capacity which is a nonnega-
tive real number. Let vertices s and t be specified; s is called the
source and t the sink. An edge capacity is represented by c(e). A
flow is a function f from the edges to the real numbers satisfying:

(1) For every edge e e E, 0 6 f(e) 6 c(e).
(2) For every vertex v except the source and the sink, the flow

incoming to v is equal to the flow outgoing from v.

The maximum flow problem is to find a flow function f which
maximizes the total flow, where the total flow is defined as the
amount of flow leaving the source, minus the amount entering
the source. Let X be a subset of the vertex set V and X be the com-
plement of X. If s e X and t 2 X then ðX;XÞ is called a cut separating s
and t. The capacity of cut ðX;XÞ is the sum of capacities of edges
from X to X The Maximum Flow Minimum Cut theorem states that
the maximum amount of flow from s to t equals the minimum of
the capacities of cuts separating s and t.

3.4.4. Outlier detection algorithm
The basic idea of our outlier detection algorithm is as follows.

Suppose that s is an outlier. Let t be the point in cluster C that is
farthest from s. Suppose further that s is far from all the other
points in C, then each edge connected to s has small capacity. Then
the network flow algorithm will tell us that the maximum flow
from s to t is small, and quite likely the minimum cut will be
({s}, C � {s}). Alternately, if t is also an outlier, the minimum cut
may single out t as well.
region-based image retrieval, J. Vis. Commun. (2008), doi:10.1016/
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This whole algorithm consists of three main phases. First, a
network for each cluster is setup by k nearest neighbor graph.
The capacity of each edge is reflected by the distance between
the two connecting vertices. If the two connecting vertices are
far away from each other, the capacity between them is low; if
two vertices are close, the capacity between them is high. When
a vertex is far away from the majority of the data, its total edge
capacities are low. We hope to separate this outlier by cutting
those edges with low capacities. We start with a vertex with
the longest average edge length (minimum average capacity) as
the source s in the network, and then search for the farthest ver-
tex from the source as the sink t and run the network flow algo-
rithm. The farthest vertex is the most different vertex from the
source vertex in the network [21]. Then we find a maximum flow
from s to t and a minimum cut separating s and t. The maximum
flow is equal to the total capacities of the edges on the minimum
cut which separates the source and sink. After minimum cut, the
side that has smaller edge capacities is identified as the candidate
outlier or outlier group. These candidate outliers are then re-
moved, the network is updated, and the next iteration starts. This
iterative process stops when the average capacity of those edges
on the minimum cut is less than the average edge capacity of the
original network.

Phase 2 of the algorithm is to adjust the maximum flow. In Phase
1, due to the order of removing candidate outliers and outlier
groups, outliers removed later may have artificially low network
flow which would be interpreted as being strong outliers. To solve
this problem, each candidate outlier group is coarsened into a new
vertex. When the stop condition in Phase 1 is satisfied, the remain-
ing data is also coarsened into a new vertex, which is called the
body vertex. The body vertex is used as the source and each other
vertex as a sink to run the network flow and a Gomory–Hu Tree
[11] is constructed on the coarsened network. Suppose the original
network is called N1, the coarsened network is called N2 and the cor-
responding Gomory–Hu tree structure is called T. T satisfies the fol-
lowing properties. All the nodes of the T are vertices of N2 and the
root is the body vertex. A descendant’s edge capacity is always less
than or equal to its predecessor’s edge capacity. The tree structure T
represents the maximum flow between all pairs of vertices in the
network. The minimal edge capacity between a pair of vertices in
the original network N1 is the minimum edge capacity along the
connecting path of this pair in the tree T.

A subtle issue in Phase 3 is that different users may disagree on
how many outliers are there, depending on different intended uses
of the data, application-specific requirements, and other affecting
U
N

C
O

Fig. 2. Outlier detection for regions with irr
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factors. This study focuses on detecting those data points loosely
connected to the main data. The user can either specify what per-
centage of the data should be considered outliers, or a threshold on
outlier degrees can be specified to separate outliers from normal
data points.

The basic steps of this algorithm are as follows:

/* Phase 1 */
1. Set up k nearest neighbor network.
2. Select a source s and its farthest vertex as the sink t. Find a

maximum flow from s to t. Find a minimum cut separating s
and t and use the smaller side as the candidate outlier or
outlier group.

3. Remove the candidate outlier or outlier group from the graph.
Repeat Steps 1–3 until the stop criterion is met.

/* Phase 2 */
4. Coarsen the original network and construct the Gomory–Hu

Tree [11] on the coarsened network.

/* Phase 3 */
5. Select outliers from candidate outliers.
E
D

P3.4.5. Outlier detection in image region clusters
From the initial semantic clustering results, we found some

obviously misclustered regions. This often happens to those re-
gions with negative feedbacks or those with no feedback records
in the query log file. Although these regions are assigned to their
nearest query centers, the Euclidean distance between these re-
gions and the query centers could still be large. The average dis-
tance between those regions and their nearest query centers is
1.85, while the maximum and minimum distances are 292.32
and 0.02, respectively. In total, there are 5340 out of 82,552 regions
whose distances to the corresponding query center are greater
than average. We do not deal with those regions separately. In
the outlier detection step, those regions can be detected automat-
ically. Therefore, after the outlier detection, new semantic clusters
(outliers) are generated and the total number of semantic clusters
in the image database can be approximated by this number based
on the best knowledge extracted from the log file. This is desirable
since we do not have a priori knowledge on the appropriate num-
ber of clusters, which is often a requirement for traditional cluster-
ing methods such as K-means.

Fig. 2 shows some sample outlier regions and normal regions in
a cluster. For Cluster A in Fig. 2, there are 350 regions (data points)
egular shapes and dark shade texture.

egion-based image retrieval, J. Vis. Commun. (2008), doi:10.1016/

Original text:
Inserted Text
t. 

Original text:
Inserted Text
Gomory-Hu 

Original text:
Inserted Text
Gomory-Hu 

Original text:
Inserted Text
T. 

Original text:
Inserted Text
T.

Original text:
Inserted Text
t. 

Original text:
Inserted Text
t. 

Original text:
Inserted Text
1 to 3 

Original text:
Inserted Text
Gomory-Hu 

Original text:
Inserted Text
82552 

zhang
Cross-Out

zhang
Replacement Text
T



T

O
O

F

517

518

519

520

521

522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

Fig. 3. Outlier detection for regions with non-dominant color features.

6 Y. Liu et al. / J. Vis. Commun. Image R. xxx (2008) xxx–xxx

YJVCI 789 No. of Pages 10, Model 5G

2 December 2008 Disk Used
ARTICLE IN PRESS
R
R

E
C

connected on the same network by four nearest neighbors. Two
iterations of maximum flow/minimum cut find 117 outliers. We
examine the low-level features of those outlier regions and find
that they usually have irregular shape features, while normal re-
gions in that cluster have more regular shape features. Another
example in Fig. 3 shows a cluster (Cluster B) where the outlier re-
gions have quite different colors compared with that of the normal
regions in that cluster. In Cluster B, there are 1108 segments. By
five iterations of network flow, we find five outlier groups, one
per network flow iteration. These five outlier groups contain 52
outlier regions. In addition, since there are 95 points that cannot
be connected onto the network, Cluster B has 147 outliers in total.

In brief, the use of outlier detection for cluster repairing actually
alleviates the problem of misclustering by removing outliers or
outlier groups which could potentially correspond to new semantic
meanings that are not previously known by the log file. Fig. 4 is a
two-dimensional clustering result we obtain by using another clus-
tering algorithm hMETIS [1]. Our outlier detection algorithm can
fix a bad clustering result in general. Actually, the worse the clus-
tering results, the more evident the effectiveness of our outlier
detection method.

3.4.6. The comparison of outlier detection algorithms
In this section, our outlier detection method is compared with

another outlier detection method which is based on the density
U
N

C
O

Fig. 4. (a) and (b) Local outlier factors for the sample dataset. Only the top 20 LOFs are
neighbors. (c) The candidate outliers found in the same dataset with k = 15. The propos

Please cite this article in press as: Y. Liu et al., Semantic clustering for
j.jvcir.2008.11.006
E
D

P
Ranalysis [4]. Breunig et al. [4] created an outlier detection algo-

rithm based on an object’s neighborhood density, i.e., estimating
the density at the point p by analyzing its k nearest neighbors.
By measuring the difference in density between an object and its
neighboring objects, this algorithm assigns each object a degree
of being an outlier called local outlier factor (LOF). If the object is
isolated with respect to the surrounding neighborhood, the LOF va-
lue would be high, and vice versa. First, the algorithm finds every
object’s k nearest neighbors. Then, the reachability distance of an
object p with respect to object o filters out small changes of reach-
ability distance in a uniform density area. For points far away, the
reachability distance is the original distance from o to p, written as
d(p, o); for points within the kth neighborhood, the reachability
distance is taken as the distance to the kth nearest neighbor of o,
written k-distance(o). Thus, it smoothes small differences in uni-
form areas. The algorithm has a single parameter MinPts – the
number of an object’s nearest neighbors. When MinPts changes
from low to high, an outlier’s LOF value may change substantially.
The objects with high LOF values are considered outliers.

Fig. 4(a) and (b) shows a two-dimensional cluster dataset, and
list the top-20 LOF values based on MinPts = 10 and MinPts = 20,
respectively. Fig. 4(c) shows the candidate outliers/outlier groups
found from the same dataset by our outlier detection method (with
k = 15). From the figures, we can see the top-20 outliers’ positions
in (b) are more accurate than those in (a). If we continue to in-
shown here. (a) LOFs based on 10 nearest neighbors. (b) LOFs based on 20 nearest
ed algorithm automatically stops after 13 iterations.

region-based image retrieval, J. Vis. Commun. (2008), doi:10.1016/
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crease the MinPts, the top outliers’ positions will move to the bot-
tom-left corner of the dataset. This is because MinPts is not the
only factor that decides the LOF values. The other crucial factor is
the surroundings of each object, i.e., the surrounding points within
each object’s k nearest neighbors. We can also see that the LOF is
not good at finding outlier groups. Some members of an outlier
group have low LOF values. The LOF algorithm cannot find outlier
groups, which is not a limitation of our algorithm. As shown in
Fig. 4(c), not only isolated outliers, but several outlier groups are
found by our algorithm (with k = 15). Due to the difficulty in decid-
ing the proper size of small clusters or outlier groups, some mem-
bers of an outlier group could be missed. In addition, because of the
unknown data distribution, nested outliers can be hidden. This
example uses two-dimensional data; in higher dimensional data,
the situation could be much more complicated.

3.5. Locate candidate image regions for region-based image retrieval

In our experiments, we examine the semantic clustering algo-
rithm proposed in this paper with a region-based image clustering
system. Semantic clustering of image regions is just the first step
towards interactive retrieval of image regions. It will be used to
reduce the search space in the later phase of the retrieval.

In our experiments, after the semantic clustering and the outlier
detection which refines the clustering results, the whole image
U
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R
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T

Fig. 5. A two-dimensional data set example showing th
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region data set is clustered into 1407 semantic clusters (833 clus-
ters and 574 outlier/outlier groups). The clusters, together with the
outliers/outlier groups, are called microclusters. We then locate
our search space from these microclusters.

A query region specified by the user could be located in any
microcluster. The size of this microcluster could be 1, such as the
case of one single outlier, or more than one. It is obviously not a
good idea to simply reduce the search space to the microcluster
that the query region falls into because this might cause low retrie-
val accuracy for two reasons. First, if the microcluster is an outlier/
outlier group, it might just have a small few regions in it. Second,
even if the microcluster is one of the regular clusters, the query re-
gion could be more similar to some regions in another microcluster
than its own. Therefore, we need to consider not only the micro-
cluster to which the query region belongs, but also several other
microclusters that are close to it.

For high-dimensional data, the relationship among data points
can be very complex. In [20], we successfully use buckets to locate
the search space for an eight-dimmensional data set. ‘‘Bucket” is a
concept from kd-trees [10] which is used to find the k nearest
neighbors in logarithmic expected time. Buckets are the leaf nodes
of a kd-tree where data are stored. Usually, the bucket size is deter-
mined by the desired number of nearest neighbors. For example, to
get the seven nearest neighbors of the query point, we can simply
set the bucket size to 7. Therefore, the search space will be first
E
D

e relationship between buckets and microclusters.

egion-based image retrieval, J. Vis. Commun. (2008), doi:10.1016/
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reduced to the bucket where the query region is located. If its dis-
tance to the seventh nearest neighbor is larger than that to one of
the neighboring buckets, kd-tree will search the neighboring buck-
ets until all the nearer buckets are checked. However, in our case,
buckets are not used for locating the k nearest neighbors. We use
buckets to locate the search space for region-based image retrieval.
In our experiments, the whole data set contains 82,552 points/re-
gions. By indexing the original data set into a kd-tree with a bucket
size of 500, there are in total 1197 buckets.

In addition to checking the microclusters that the query region
belongs to, we also check the microclusters which overlap with the
bucket where the query region is located. In Fig. 5, we use a two-
dimensional data set to illustrate the relationship between the
buckets and microclusters. We use buckets as a microscope – the
bigger the bucket size, the more microclusters the bucket will
overlap with, and the more regions need to be checked in the re-
trieval. We do not limit the maximum number of microclusters
to check. In stead, it is automatically determined by the number
of microclusters that overlap with that bucket. Buckets help us find
the nearest microclusters potentially related to the query region.
The search space is reduced to those microclusters. The regions
in those microclusters are used as input for the next phase of actual
learning and retrieval.

Our motivation in using the proposed semantic clustering algo-
rithm is to reduce the search space for the retrieval. LOF cannot be
used in this step because it only gives the outlier degree of every
data point. This information is not enough to locate the close image
regions of a given query target. However, the network flow based
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Fig. 6. An example query pe
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outlier detection algorithm is able to refine the clustering result;
furthermore, it can locate candidate image regions through buck-
ets. This allows the retrieval algorithm to search image regions
within a subset of the whole dataset. Due to this reason, the LOF
is not compared with the proposed semantic clustering algorithm
on the image retrieval system since it cannot be directly applied
in this application.

4. The retrieval system

We test the proposed semantic clustering method with a re-
gion-based image retrieval system [26]. Fig. 6 is an example query
performed by the system. The image on the upper left corner is the
query image provided by the user. Its regions are listed next to it,
which are outlined by red lines. In each round, there are 30 images
returned as the query results.

This region-based image retrieval system is based on multiple
instance learning (MIL) [22]. Since each image is composed of sev-
eral regions and each region can be taken as an instance, a region-
based CBIR is transformed into a MIL problem, in which each image
is viewed as a bag of semantic regions (instances). The labels of
individual instances in the training data are not available, instead
the bags are labeled. When applied to region-based CBIR, this cor-
responds to the scenario that the user gives feedback on the whole
image (bag) although he/she may be interested in only a specific
region (instance) of that image. The goal of MIL is to obtain a
hypothesis from the training examples that generates labels for
unseen bags (images) based on the user’s interest on a specific re-
E
D

rformed by the system.

region-based image retrieval, J. Vis. Commun. (2008), doi:10.1016/
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Fig. 7. First iteration result comparison between the proposed semantic clustering
method and the distance-based clustering method [20].
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Fig. 8. Fourth iteration result comparison between the proposed semantic cluster-
ing method and the distance-based clustering method [20].
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gion. In [26], the system successfully maps the region-based image
retrieval problem to a MIL problem.

Given a query image, in the initial query, the user needs to iden-
tify a semantic region of his/her interest. Since no training data is
available at this point, we simply compute the Euclidean distances
between the query region and all the other semantic regions in the
reduced search space. This is obtained by first locating the bucket
that the query region falls into. Then, all the microclusters that
overlap with the bucket constitute the reduced space where search
and retrieval is performed.

The smaller the distance, the more likely a region is similar to
the query region. The distance between an image and the query re-
gion is thus equal to the smallest distance between the query re-
gion and the regions contained in the image. We compute such
distances for all images in the reduced search space and return
the top 30 images to the user for feedbacks. The training sample
set is then constructed according to the user’s feedback. If an image
is labeled positive, its semantic region that is the least distant from
the query region is labeled positive. All the other regions of this im-
age are then labeled negative. If an image is identified as negative,
then all the regions in this image are labeled negative. Note that in
case there is no relevant image returned in the first round, the
mechanism used in the initial retrieval will return the next 30
images that are close to the query image.

With the training sample set, One-class Support Vector Machine
(SVM) is used to learn from the user’s feedback and retrieve images
from the reduced search space. The idea of one-class SVM is to
model the positive image regions as a hyper-sphere. Positive image
regions are inside and negative ones are outside. The goal is to
make this hyper-sphere as small as possible while keeping it as
‘‘pure” as possible [26].

One-class SVM learns from the training set and returns the re-
fined results in-time to the user who will provide further feedback.
This whole process goes through several iterations until a satisfac-
tory retrieval result is obtained. Our previous work shows its
effectiveness.

The database log keeps track of the users’ feedbacks. After a per-
iod of time, the log file will be used to update the semantic
clustering.

5. Experimental results

The experiment is conducted on a Corel image database consist-
ing of 9800 images from 98 categories. After region segmentation
by Blobworld [5], there are in total 82,552 image regions. Each re-
gion is represented by a 32-feature vector – three texture features,
two shape features and 27 color features. 833 clusters are initially
constructed directly from the log file. After outlier detection, there
are altogether 1407 microclusters. By indexing the data using kd-
tree, there are 1197 buckets. In our experiments, twenty images
are randomly chosen from 15 categories as the query images. After
clustering, the average number of images that need to be searched
in each query is reduced to 25.7% of the whole image database. In
order to examine the quality of semantic clustering, we integrate
the clustering component with a region-based image retrieval sys-
tem [26] and evaluate the performance of clustering in terms of the
image retrieval accuracy. For the comparison purpose, the pro-
posed algorithm is compared with another clustering framework
proposed in [20], which is distance-based and uses the Genetic
Algorithm for initial clustering and improves the clustering result
through outlier detection [21].

Five iterations of relevance feedback are performed for each
query image – Initial (no feedback), first, second, third, and fourth.
The accuracy rates with different scopes, i.e., the percentage of po-
sitive images within the top 6, 12, 18, 24 and 30 retrieved images,
are calculated.
Please cite this article in press as: Y. Liu et al., Semantic clustering for r
j.jvcir.2008.11.006
Figs. 7 and 8 show the accuracy rates after the first iteration and
the fourth iteration of relevance feedback, respectively. ‘‘Genetic
Clustering” is the distance-based clustering [20] without consider-
ing semantic relationships among image regions. ‘‘Semantic
Clustering” is the proposed clustering scheme. The proposed algo-
rithm outperforms the distance-based clustering. Since both algo-
rithms use the same retrieval system and only the search space is
different, it can be concluded that by incorporating semantic
meaning in the clustering scheme, the ‘‘semantic gap” is reduced.

In order to test the impact of the reduced search space on the
retrieval performance of the proposed algorithm, we compare it
with two other methods that perform exhaustive search [23,26].
Ref. [26] is a region-based learning and retrieval system that uses
one-class SVM to solve a Multiple Instance Learning problem.
Ref. [23] is a general feature re-weighting Relevance Feedback
algorithm.

In Fig. 9, ‘‘RF” is the general query re-weighting Relevance Feed-
back algorithm without a region-based learning component.
‘‘SVM” refers to the learning and retrieval mechanism used in test-
ing the proposed semantic clustering method [26]. Neither of the
two algorithms have a clustering module prior to retrieval. There-
fore, the search space is the whole database. It can be seen from
Fig. 9 that the performance of the proposed system is better than
that of ‘‘SVM” and ‘‘RF” although the search space is reduced by
74.3%.

6. Conclusions

This paper proposes a semantic clustering method for region-
based image retrieval. The method considers each cluster as a
semantically independent unit. The initial clusters are constructed
egion-based image retrieval, J. Vis. Commun. (2008), doi:10.1016/
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Fig. 9. Fourth iteration result comparison between the proposed algorithm and two
other full-search algorithms.
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from the database log file containing the users’ relevance feed-
backs. The affinity matrix obtained from the log file is sparse in
nature, given the large scale of the database, which will directly af-
fect the clustering results due to the incomplete information about
the semantic categories in the database. This motivates us to fur-
ther refine the clustering results by using an outlier detection ap-
proach, which alleviates the problem of misclustering caused by
the incomplete semantic information contained in the log file. By
this way, those semantic meanings (i.e., semantic clusters) that
are not well represented in log files are further constructed
through an outlier detection method. The proposed method is a no-
vel way to use database logs and hence the users’ feedbacks. An-
other merit of the algorithm is that it does not require a prior
knowledge as to the number of clusters, which, in our case, is also
the number of semantic meanings in the database. This is a desir-
able feature since this prior knowledge is either hard or impossible
to acquire. In our experiments, we test the proposed clustering
method with a region-based image retrieval system. The results
demonstrated the effectiveness of the semantic clustering in
reducing the ‘‘semantic gap” while reducing the search space.
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