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ABSTRACT

Recently, multimediainformation, especially video data, hasbeen made overwhelmingly
accessible with the rapid advances in communication and multimedia computing
technologies. Video is popular in many applications, which makes the efficient
management and retrieval of the growing amount of video information very important.
Toward suchademand, an effective video shot boundary detection method isnecessary,
which is a fundamental operation required in many multimedia applications. In this
chapter, an innovative shot boundary detection method using an unsupervised
segmentation algorithmand the technique of object tracking based on the segmentation
mask maps is presented. A series of experiments on various types of video types are
performed, and the experimental results show that our method can obtain object-level
information of the video frames as well as accurate shot boundary detection, which are
very useful for video content indexing.
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INTRODUCTION

Unliketraditional database systemsthat havetext or numerical data, amultimedia
database or information system may contain different mediasuch astext, image, audio,
andvideo. Video, in particular, hasbecomemore and more popul ar in many applications
such aseducation and training, video conferencing, video-on-demand (V OD), and news
services. The traditional way for the usersto search for certain content in avideoisto
fast-forward or rewind, which are sequential processes, making it difficult for the users
tobrowseavideo sequencedirectly based ontheir interests. Hence, it becomesimportant
to be able to organize video data and provide the visual content in compact formsin
multimediaapplications(Zabih, Miller, & Mai, 1995).

In many multimedia applications such as digital libraries and VOD, video shot
boundary detection is fundamental and must be performed prior to all other processes
(Shahraray, 1995; Zhang & Smoliar, 1994). A video shot isavideo sequencethat consists
of continuous video frames for one action, and shot boundary detection is an operation
to divide the video datainto physical video shots. Many video shot boundary detection
methods havebeen proposedintheliterature. Most of them uselow-level global features
in the matching process between two consecutive frames for shot boundary detection,
for exampl e, using theluminance pixel-wisedifference (Zhang, Kankanhalli, & Smoliar,
1993), luminance or color histogram difference (Swanberg, Shu, & Jain, 1993), edge
difference(Zabihetal., 1995), and the orientation histogram (Ngo, Pong, & Chin, 2000).
However, theselow-level featurescannot provide satisfactory resultsfor shot boundary
detection since luminance or color is sensitive to small changes. For example, Y eo and
Liu(1995) proposed amethod that usestheluminance histogram difference of DCimages,
which is very sensitive to luminance changes. There are also approaches focusing on
the compressed video datadomain. For example, Lee, Kim, and Choi (2000) proposed a
fast scene/shot change detection method, and Hwang and Jeong (1998) proposed the
directional information retrieving method by using the discrete cosinetransform (DCT)
coefficientsin MPEG video data.

In addition, dynamic and adaptive threshold determination is also applied to
enhance the accuracy and robustness of the existing techniques in shot cuts detection
(Alattar, 1997; Gunsel, Ferman, & Tekalp, 1998; Truong, Dorai, & Venkatesh, 2000). In
Gunsel et al. (1998), theunsupervised clustering al gorithm proposed ageneric technique
that does not need threshold setting and allows multiple features to be used simulta-
neously; while an adaptive threshold determination method that reduces the artifacts
created by noise and motion in shot change detection was proposed by Truong et al.
(2000).

In this chapter, we present an innovative shot boundary detection method using
an unsupervised image-segmentation al gorithm and the obj ect-tracking techniqueon the
uncompressed video data. In our method, theimage-segmentation algorithm extractsthe
segmentation mask map of each video frame automatically, which can be deemed asthe
clustering feature map of each frame and where the pixels in each frame have been
grouped into different classes (e.g., two classes). Then the difference between the
segmentati on mask mapsof two framesischecked. Moreover, dueto camerapanning and
tilting, we propose an object-tracking method based on the segmentation results to
enhance the matching. The cost for object tracking isalmost trivial sincethe segmenta-
tion results are already available. In addition, the bounding boxes and the positions of
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the segmentswithin each frame obtai ned from the segmentation areused for our key frame
representation. In order to reduce the computational cost, we also apply the traditional
pixel-level comparison for pre-processing, in addition to segmentation and object
tracking. Thebasicideain pixel-level comparisonisto computethedifferencesinvalues
of corresponding pixels between two successive frames. One threshold is used to
determine whether the value of the corresponding pixels has changed, while another
threshold is used to measure the percentage of changed pixels between two successive
frames. If the percentage of changes exceeds some pre-defined threshol d, then anew shot
cutisdetected. Thismethodisvery simple, but thedisadvantageisthatitisvery sensitive
to object and cameramovements. To overcomeitsshortcomings, pixel-level comparison
is embedded into the techniques of object tracking and image segmentation in our
method. The advantages of our shot boundary detection method are:

1 Itisfully unsupervised, without any user interventions.

2 Thealgorithm for comparing two framesis simple and fast.

3. Theobject-level segmentation results can be further used for video indexing and
content analysis.

Webeginwith aliterature review and the motivations of the proposed framework.
Then the unsupervised image-segmentation and object-tracking techniques are intro-
duced. After that, our experimental results are presented, and the future trends are
discussed. Finally, abrief conclusion is given.

BACKGROUND

In this section, the existing approaches for video shot detection and their relative
advantages and disadvantages are discussed. Video segmentation is the first step for
automaticindexing of digital videofor browsing andretrieval. Thegoal isto separatethe
video into a set of shotsthat can be used as the basis for video indexing and browsing.
Most of the algorithms process uncompressed video data, while some of them operate
directly on the compressed video data.

A survey onvideo indexing and video segmentation in uncompressed datadomain
was presented by Gargi, Kasturi, and Antani (1998). The shot boundary detection
algorithmsin the uncompressed domain process uncompressed video, and asimilarity
measure between successiveframesisdefined (Nagasaka& Tanaka, 1995; Zhanget al.,
1993). L ots of the approaches use pixel-level comparison to computethedifferencesin
values of corresponding pixels between two successive frames; however, it is very
sensitive to object and camera movements. In our method, pixel-level comparison is
embedded into the techniques of object tracking and image segmentation in order to
overcomeits shortcomingsand to reduce the computation cost. Other kinds of compari-
son techniques used in the uncompressed domain are block-wise comparison and
histogram-based comparison. Block-wise comparison reduces the sensitivity to object
and camera movements by utilizing the local characteristics (e.g., mean and variance
intensity values) of theblocks. Inthiskind of approach, eachframeisdividedinto several
blocksthat are compared with their corresponding blocksin the successiveframe. If the
number of changed blocks exceeds some threshold, then a shot cut is detected. This
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method ismorerobust, but itisstill sensitivetofast object movement or camerapanning.
Moreover, it is also highly possible to introduce an incorrect matching between two
blocksthat have the same mean and variance values but with totally different contents,
due to the fact that the mean and variance values of a block are not good enough to
represent theblock’ scharacteristics(Xiong & Lee, 1998). In our method, theideaof block
matchingispartially adoptedintheobject-trackingtechnique. Instead of dividingaframe
into fixed size of blocks absolutely, an innovative image-segmentation method is
employedto cluster thepixelsinaframeinto multipleclasses(normally two classes) and
obtain the segments (blocks). These segments (blocks) are then tracked and matched
between two successive frames. On the other hand, histogram-based comparison is
based on the premise that since the object moving between two successive frames is
relatively small, there will not be a big difference between their histograms. It is more
robust to small rotationsand slow variations (Pass& Zahib, 1999; Swain, 1993). However,
two successive frames may have similar histograms but with different contents.

Inthe compressed domain, there areal so many shot boundary detection algorithms,
especially inthe MPEG format. It issuitablefor video shot boundary detection because
the encoded video stream already contains many features, including the DCT coeffi-
cients, motion vectors, etc. Arman, Hsu, and Chiu (1993) use the DCT coefficients of |
framesasthesimilarity measure between successiveframes; whilethedc-imagesare used
to compare successive frames, wherethe (i,j) pixel value of the dc-imageisthe average
valueof the(i,j) block of theimage (Y eo & Liu, 1995). Hwang and Jeong (1998) utilized
the changes of directional information in the DCT domain to detect the shot breaks
automatically. The DCT coefficient-based method was further improved by Lee et al.
(2000), who used the binary edge maps as arepresentation of the key frames so that two
framescould then be compared by cal cul ating acorrel ation between their edge maps. Its
advantageisthat it givesdirectly the edgeinformation such asorientation, strength, and
offset from the DCT coefficients, and its disadvantage is similar to all the compressed
domain-based methods, that is, sensitivity to different video compressing formats.

PROPOSED SHOT BOUNDARY
DETECTION METHOD

Inthissection, wefirst explain how the unsupervised segmentation algorithm and
object tracking work, and then provide the steps of the shot change detection method
based on the discussion.

Segmentation Information Extraction

In this chapter, we use an unsupervised segmentation algorithm to partition the
video frames. First, the concepts of a class and a segment should be clarified. A class
ischaracterized by astatistical descriptionand consistsof all theregionsinavideoframe
that follow this description; a segment is an instance of aclass. In this algorithm, the
partition and the class parameters are treated as random variables. Thisisillustrated in
Figure 1. Thelight gray areas and dark gray areasin the right segmentation-mask map
represent two different classes respectively. Considering thelight gray class, there are
atotal of four segmentswithinthisclass(the CDs, for example). Noticethat each segment
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Figurel. Examplesof classesand segments(Theoriginal video frameisontheleft, and
the segmentation mask map of the left frame is on the right.)

is bounded by a bounding box and has a centroid, which are the results of segment
extraction. The details of segment extraction will be discussed in alater section.

The method for partitioning a video frame starts with a random partition and
employsaniterative algorithm to estimate the partition and the class parametersjointly
(Chen, Sista, Shyu, & Kashyap, 1999, 2000; Chen, Shyu, & Kashyap, 2000). Theintuition
for using an iterative way is that a given class description determines a partition and,
similarly, agiven partition givesriseto aclassdescription. So the partition and theclass
parameters have to be estimated iteratively and simultaneously from the data.

Suppose there aretwo classes — classl and class2. L et the partition variable be
c={c,, c,}, andtheclassesbe parameterized by 6={6,, 8,} . Also, supposeall the pixel
values Y, (intheimage data Y) belonging to classk (k= 1,2) are put into avector Y,. Each
row of thematrix ® isgivenby (1,1, ], ij) and a_isthevector of parameters(a,,, ..., ;)"

Y= 8 oyl a,]+agl V(i) ye ¢ @)
Y, = da, (2
4, =(@ ®)"d'Y, (3)

Thebest partitionisestimated asthat which maximizestheaposteriori probability
(MAP) of the partition variable given theimage data Y. Now, the MAP estimates of
c={c,c}andO ={0,0,} aregiven by

(6,0) = Arg max P(c,6|Y)

= Arg r(rg%))( P(Y|c,0)P(c,0) (4

LetJ(c,0) bethefunctional to beminimized. With theabove assumptions, thisjoint
estimation can be simplified to thefollowing form:

(€,0) = ArgminJ(c,,c,,6,,6,) (5)
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J(Cl,C2,91,92)= Z —In pl(yij ;91)+ Z_In pz(yij ;92) (6)

Vi€t Yij€C,

Thus, the problem of segmentati on becomesthe problem of simultaneously estimat-
ing the class partition and the parameter for each class. With regard to the parameter
estimation, we can use equation (3) to directly compute the parameter for each assigned
set of class labels without any numerical optimization methods. For the class partition

estimation, weassignpixel y, totheclassthat givesthelowest val ueof —Inp, (y; 16,) .
Thedecision ruleis:

y; € G if =In Py (Y;) < =Inp,(y;) (7)

y; € €, otherwise (8)

Just asshowninFigure 2, thealgorithm startswith an arbitrary partition of the data
in the first video frame and computes the corresponding class parameters. Using these
class parameters and the data, a new partition is estimated. Both the partition and the
classparametersareiteratively refined until thereisno further changein them. Wenote
herethat thefunctional Jisnot convex. Hence, itsminimization may yield alocal minimum,
which guarantees the convergence of this iterative algorithm. Since the successive
frames do not differ much due to the high temporal sampling rate, the partitions of
adjacent frames do not differ significantly. The key idea is then to use the method
successively on each frameof thevideo, incorporating the partition of the previousframe
astheinitial conditionwhile partitioning the current frame, which can greatly reducethe
computing cost.

We should point out that the SPCPE algorithm could not only simultaneously
estimate the partition and class parameters, but al so estimate the appropriate number of

Figure 2. Flowchart of SPCPE algorithm
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Figure3. Object tracking: (a) Exampl e of video sequence; (b) Segmentation mask maps
and bounding boxes for (a)

the classes in the mean time by some easy extension of the algorithm. Moreover, it can
handle multiple classes rather than two. In our experiment, we just use two classes in
segmentation since two classes are efficient and good enough for our purpose in this
applicationdomain.

Object Tracking

Thefirst step for object tracking is to identify the segmentsin each classin each
frame. Then the bounding box and the centroid point for that ssgment are obtained. For
exampl e, Figure 3(b) showsthe segmentati on mask mapsof thevideo sequencein Figure
3(a). Inthisfigure, the player, soccer ball, and the signboard belong to Class 2 while the
ground belongsto Class 1. Asshown in Figure 3(b), the segments corresponding to the
ball, player, and signboard are bounded by their minimal bounding boxesand represented
by their centroid points.

Line Merging Algorithm (LMA) for Extracting Segments
Unlikethetraditional way to do segment extraction such asthe seeding and region
growing method used by Sistaand Kashyap (1999), weuseacomputationally simpleand
fast method called a line merging algorithm (LMA) to extract the segments from the
segmented frames. The basic ideais to scan the segmented frame either row-wise or
column-wise. If the number of rows(columns) islessthan the number of columns(rows),
then row-wise (column-wise) is used respectively. For example, as shown in Figure 4,
suppose the pixelswith value ‘1’ represent the segment we want to extract; we scan the
segmented framerow by row. By scanning thefirst row, wegettwolinesandlet eachline
represent a new segment so that we have two segments at the beginning. In scanning
Rows 2to 4, we mergethe new linesin each row with thelinesin previousrowsto form
the group of lines for each segment. At Row 5, we get one line and find out that it can
bemerged with both of thetwo segments, which meanswemust mergethetwo previously
obtained segments to form a new segment, so that now we have only one big segment.
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Figure 4. Segmentation mask map
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CONDITA~AWNE

Similarly, at Row 8, two lines belong to the same segment because they can be merged
withthe samelinein Row 7.

The pseudo codes for the line merging algorithm (LMA) arelisted in Algorithm 1
and Algorithm 2.

Compared with the seeding and region growing method, the proposed algorithm
extractsall the segments and their bounding boxes aswell astheir centroidswithin one
scanning process, while the seeding and region growing method needsto scan theinput
data for an indeterminate number of times depending on the layout of the segmentsin
the frame. Moreover, the proposed algorithm needs much less space than the seeding
and region growing method.

The next step for object tracking isto connect the related segments in successive
frames. Theideaisto connect two segmentsthat are spatially the closest in the adjacent
frames (Sista & Kashyap, 1999). In other words, the Euclidean distances between the
centroids of the segmentsin adjacent frames are used asthe criteriato track therelated
segments. In addition, size restriction should be employed in determining the related
segments in successive frames.

Infact, the proposed object-tracking method can be called a*“ block-motion track-
ing” method sinceitisan extension of the macrobl ock-matching technique usedin motion
estimation (Furht, Smoliar, & Zhang, 1995; Gall, 1991) between successiveframes. The
proposed object- tracking method is based on the segmentation results and goes much
further than the macrobl ock- matching technique because it can choose the appropriate
macrobl ocks (segments) within aspecific frameby segmentation and track their motions
instead of fixed-size and pre-determinate macroblocks.

Shot Boundary Detection M ethod

Our method combinesthree main techniquestogether: segmentation, object track-
ing, and the traditional pixel-level comparison method. In the traditional pixel-level
comparison approach, the gray-scal e values of the pixelsat the corresponding locations
in two successive frames are subtracted, and the absol ute value is used as ameasure of
dissimilarity between the pixel values. If thisvalue exceedsacertain threshold, then the
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Algorithm 1.

Algorithm: GetSegments(V, i, A[i])-> to get the new lines of each row.

V: theinput vector of segmented frame of row ‘i’;
‘i’: the current row we are scanning;
Ali]: alist to store the segments.

GetSegments(V, i, A[i])

1) Number_of_segments=-1;
2) Segment D[col/2]; /* D isthe temporary variable to store the line segments
inrow i. Themaximal size of D is col/2. */
3) forj from 1to col
4) ifV[j]==
5) if j == 1/* if thefirst line segment is at the beginning of the current row,
add it to array D and increase the number of line segments. */

6) number_of_segments++;

7) D[number_of_segments].data = data; /* data containsthei and j values*/
8) elseif V[j-1] == 0/* detect anew line segment and add it to array D */

9) number_of_segments++;

10) D[number_of_segments].data = data;

11) else D[number_of_segments|.data += data;
/* collect all the pixels belonging to the same line segment together. */
12) endif;
13) endif;
14) for k from 0 to number_of_segments/* copy the line segmentsin D to the
datastructurein A[i]. */
15) Ali].Add(D[K]);
16) end for;

Algorithm 2.

Algorithm: GetBoundingBox(m[row][col])=> to combine A[i] and A[i-1] by checking each linein A[i] and A[i-1] and
combining those lines which belong to the same segment.
m[row][col]: the input matrix of segmented frame of size row by column.

GetBoundingBox(m[row][col])

1) number_of_objects=0; /* initially there is zero object identified. */
2) for k1 from 1 to row
3) GetSegments(m[k1][col], k1, A[k1]) /* get the line segmentsin
current row*/
4) for k2 from 1to A[k1].size
/* between the current row and the previous row, check and merge the
corresponding line segments in them which belong to the same object
to one big segment. */

5) for k3 from 1 to A[k1-1].size

6) if Segment Sk1in A[k1] N Segment Sk2 in A[k1-1] != null
7 combine Sk1 and Sk2 into one segment

8) end for

9) end for

10) end for

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



226 Chen, Shyu, & Zhang

Figure 5. Flowchart of the proposed shot boundary detection method
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pixel gray scaleissaidto have changed. The percentage of the pixelsthat have changed
is the measure of dissimilarity between the frames. This approach is computationally
simplebut sensitiveto digitalization noise, illumination changes, and the object moving.
Ontheother hand, the proposed segmentation and obj ect- tracking techniquesare much
less sensitiveto the above factors. In our method, we use the pixel-level comparison for
pre-processing. By applying astrict threshold for the percentage of changed pixels, we
want to make sure that we will not introduce any incorrect shot cuts that are identified
by pixel-level comparison by fault. Theadvantageto combining the pixel-level compari-
sonisthatit canalleviatethe cost of computation becauseof itssimplicity. In other word,
we apply the segmentation and object-tracking techniques only when it is necessary.

Figure 5 shows the flowchart of the proposed shot boundary detection. The steps
aregiveninthefollowing:
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1  Dothepixel-level comparison betweenthecurrently processed video frameandthe
immediate preceding frame (seechart boxes1and 2in Figure5). Letthepercentage
of change be change_percent and check thisvariable (chart box 3). If the current
frameisnot identified asashot cut, which meansthat change_percent<d e then
go on to process the next video frame (chart box 1). Otherwise go to step 2 (chart
box 4).

2 If change percent>§ N (chart box 4), the current frameisidentified as a shot cut.
Gotostep 1 and processthe next frame (chart box 1). Otherwise goto step 3 (chart
box 5).

3. Do the segmentation on the previous frame only if the previous frame has never
been segmented (chart box 5). If the previous frame has been segmented before,
weonly need to obtai nits segmentation mask map directly. Then do segmentation
onthe current frame (chart box 6). Get the current and the previous segmentation
mask maps for these two frames. Let the variable cur_map represent the current
segmentation mask map’ s value and variable pre_map represent the val ue of the
previous segmentation mask map. Note that the variables cur_map and pre_map
can be deemed as two matrices. Go to step 4 (chart box 7).

4. diff=]cur_map-pre_map |; wherethevariablediff isthe point-to-point subtraction
between two successive segmentation mask maps.
diff_num = the number of elementsin diff which are nonzero;
diff_percent = diff_num/ (total number of elements in diff); where the variable
diff_percent isthe percentage of changes between the two successive segmenta-
tion mask maps.

Goto step 5 (chart box 8).
5. Check thevariablediff _percent (chart box 8).
If diff_percent < Low_Th,
Not shot boundary. Go to step 1 and process the next frame (chart box 1).
Else
If Low_Th, < diff_percent < Low_Th, and change_percent<d o /I chart box 9
Not shot boundary. Go to step 1 and process the next frame (chart box 1).
Else
Do object tracking between thecurrent frameand thepreviousframe. Let variable
A bethe total area of those segmentsin the previous frame that cannot find out
their corresponding segmentsin the current frame; // chart boxes 10, 11
If (A/the areaof the frame)<Area_thresh // chart box 12
Not shot boundary. Go to step 1 and process the next frame (chart box 1).
Else
The current frame is identified as shot cut.
Go to step 1 and process the next frame (chart box 1).
Endif;
Endif;
Endif;
(Here, 5ph, 5p,, 5p , Low_Th, and Low_Th, are threshold values for variables
change percent and diff_percent that are derived from the experiential values.)
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Table 1. Video data used for experiments

Name Type Ng:nal?nereﬁof Shot Cuts
Newsl News 731 19
News2 News 1262 26
News3 News 4225 90
Labwork Documentary 495 15
Robert MTV 885 26
Carglass Commercia 1294 29
Aussie2g2 Sports 511 19
Flol Sports 385 8
Flo2 Sports 406 10
AligolSA Sports 418 11

EXPERIMENTAL RESULTS

We have performed a series of experiments on various video types such asthe TV
newsyvideos (in MPEG-1 format) that include FOX 25 LIVENEWS, ABC 7 NEWSand
WNBC NEWS. Other video typesused in our experimentincludethemusicM TV video,
documentary video, and sports video such asthe soccer game. The average size of each
frameinthe samplevideo clipsis 180 rowsand 240 columns. All the MPEG video clips
aredownloaded fromthe URL slisted inthe Appendix. Table 1 givesthe statistics of all
the video clips used. The experimental results demonstrate the effectiveness of the
proposed shot boundary detection algorithm. Next, wewill see how the proposed method
detects the different types of shot boundaries that cannot be correctly identified by the
traditional pixel-level comparison method.

Case 1. Camera Panning and Tilting

Figure 6 gives an example of the camera panning while tilting. Figure 6(a) isthe
original video sequence, and Figure 6(b) isthe corresponding segmentation mask maps
for (a). Inthiscase, thepixel-level comparisonwill identify too many incorrect shot cuts
sincethe “objects” in the shot move and turn from one frame to another. But aswe can
see from Figure 6, the segmentation mask maps can still represent the contents of the
videoframesvery well. Sincethe segmentation mask mapsarebinary data, itisvery simple
and fast to compare the two mask maps of the successive frames. Moreover, by
combining the object-tracking method, most of the segment movements can be tracked
so that we know that there is no major shot boundary if the segmentsin two successive
frames can be tracked and matched well according to the object-tracking method
mentioned in Section 2.2.
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Figure 6. An example of a video sequence for camera panning and tilting: (a) the
temporal order of the sequence is from the top-left to the right-bottom; (b) the
corresponding segmentation mask maps for the video sequence shown in (a)

(b)

Case 2. Zoom In and Zoom Out

Figure 7 givesan exampl e of avideo sequenceof camerazooming out. Similarly, we
also apply the combination of the segmentation and object tracking to identify this
sequence as a single shot.

Case 3. Fade In and Fade Out

Figure 8 gives an example of avideo sequence for shots fading out. We still can
identify thisvideo sequence as one shot (the shot cut ismarked by dotted border in Figure 8).
Thisis agood example to show that the proposed segmentation, together with object-
tracking technique, is not sensitive to luminance changes.

InFigure9, afancier example of avideo sequenceisgivento show theeffectiveness
of theproposed method. Inthisexample, oneshot isfadingin, whileanother shotisfading
out continuously. By applying the proposed method, this sequenceisdivided into three
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Figure 7. An example of a video sequence of zooming out: (a) thetemporal order of the
sequence is from the top-left to the right-bottom; (b) the corresponding segmentation
mask maps for the video sequence shown in (a)

Figure 8. An example of a video sequence of fading in (the frame with dotted border is
shot cut detected by the proposed method)

different shots, and the identified shot cuts are marked by dotted borders as shown in
Figure 9. Thefirst shot and the third shot are clearly and correctly identified, whilethe
second shot cut represents the intermediate transforming process from the first shot to
thethird shot. In our experiments, thiskind of video sequencescanbedividedinto either
two or three shots. In case of two shots, theintermediate transforming sequence belongs
to either the previous shot or the following shot.

Theperformanceisgivenintermsof precisionandrecall parameters. N_meansthe
number of correct shot boundary detections, N. means the number of incorrect shot
boundary detections, and N,, means the number of missed shot detections.
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Figure 9. An example of a video sequence of continuously transforming from one shot
to another shot (the frames with dotted borders are shot cuts detected by the proposed
method)

, N
precision =
N¢ +Ng
recall =— e
Nc + Ny,

The summary of the proposed method is shown in Table 2 and Figure 10 via the
precision andrecall parameters. In our experiments, therecall and the precision values
are both above ninety percent. Our results are comparable to other techniques such as
thePM methodinLeeetal. (2000) and DC methodinY eoand Liu (1995). Moreover, the
recall results seem very stable and promising because most of therecall resultsare 100
percent. The DC method is very sensitive to luminance and color change, but the
proposed method is not. As seen in Table 2, the precision values for sports and
commercial videosarealittlelower (but still above 90 percent) than other types of videos
because there are | ots of fast movements and fancy transformation between successive
frames. Asmentioned before, the method of using low-level featuresisvery sensitiveto
luminance and color change, but our segmentation-based method is not. One thing that
should be mentioned hereisthat evenitisefficient to simply compare the segmentation
mask maps, the employment of the object-tracking technique is very useful in case of
camerapanning and tilting. It helpsto reduce the number of incorrectly identified shot
cuts. Another thing isthat by combining the pixel-level comparison, the number of the
video framesthat need to do segmentation and object tracking isgreatly reduced. Ascan
beseenfrom Table2, thepercentage of thereduced framesthat do not need segmentation
and object tracking is between fifty percent and eighty percent.

Moreover, the process produces not only the shot cuts, but also the object-level
segmentation results. Each detected shot cut is selected as a key frame and has been
model ed by thefeatures of its segments such asthe bounding boxes and centroids. Based
on this information, we can further structure the video content using some existing
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Table 2. Precision and Recall Parameters

Computation

Name Type Precision Recall Reduce by Pixel-

level Comparison
Newsl News 0.95 1.00 2%
News? News 0.96 0.96 75%
News3 News 0.98 1.00 80%
L abwork Documentary 0.94 1.00 80%
Robert MTV 0.96 1.000 70%
Carglass Commercia 0.933 1.000 60%
Aussie2g2 Sports 0.950 1.000 70%
Flol Sports 0.889 1.000 60%
Flo2 Sports 0.909 1.000 67%
Aligol SA Sports 0.910 1.000 53%

multimedia semantic model such as the multimedia augmented transition network
(MATN) model (Chen, Shyu, & Kashyap, 2000).

FUTURE TRENDS

Video shot segmentation is the first step towards automatic annotation and
indexing of digital videofor efficient browsingandretrieval. Itisan activeareaof research
combining thetechniquesfromimage processing, computer vision, patternrecognition,
etc. Somelimitations of the existing work, that imply the future trends, are summarized
asfollows:

1  Distinguish gradual transitions from object and camera motions: While early
work focused on shot cut detection, more recent work tries to deal with gradual
transition detection. However, although many existing algorithmscan confirmthe
existence of gradual transitions, they still have difficulties in recognizing the
different types of gradual transitions due to the following three reasons: (a) the
increasing varietiesin gradual transition styles; (b) the similar temporal change
patterns between gradual transitions and camera/object motions; and (c) the
existence of long transitions in which the differences between frames decreases
when the transition length increases. In addition to transition detection, the
recognition of camera motion is another important issue in video segmentation.
Further improvement to these issues can be achieved by combining multi-modal
information such asaudio andtext (closed captioned) information. M oreover, since
one single technique cannot capture all the rich information of a video, an
integrated approach combining multiple techniques is a possible and practical
solution to this problem.
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Figure10. Averageresultsof parameter s Precision and Recall for different typesof video
clips (News, MTV, Documentary, Commercial and Sports)

O Precision

0.97
0.96
0.951
0.941
0.931
0.921
0.911
0.91
0.894

News Docu Comm

ORecall

0.9951

0.99

0.9851]

0.981]

0.975-
News Docu Comm

2 Benchmark video sequences and evaluation criteria: It is critical to develop a
unified evaluation criteria and benchmarks for video segmentation and video
database management systems that allows the evaluation and comparison of
various techniques. The benchmark video sequences should contain various
types of videos including enough representatives of different types of object
motions, cameraoperations, and gradual transitions. The evaluation criterianeed
to be quantified and take into consideration the special requirements of specific
applicationdomains.

3 Adjust thethresholds automatically: Sincethere are many thresholdsinvolvedin
video shot boundary detection methods, especially in those methods combining
several techniques, how to adjust the thresholds automatically with respect to
different characteristics of different video sequences is a big challenge. The
development of the methods that can automatically adjust the thresholds by the
self-learning processis desired.

4. Independence of specific video formats: Almost all of the “real-time” video shot
boundary detection methods are conducted in compressed-domain, especially in
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the M PEG format. Some embedded parameters, such asthe DC coefficients, canbe
directly used for shot boundary detection suchthat theeffort of decodingthevideo
datacan bereduced. However, thiskind of methods are highly encoder-dependent
in that different types of compressed video data (MPEG, Real Player, etc.) need
different techniques for video parsing and shot detection even though they
containthe samecontent. A format-independent techniqueismoredesirablewhen
considering the fast emergence of new compressed video formats.

CONCLUSIONS

In this chapter, an innovative video shot boundary detection method is presented.
Our shot boundary detection method uses the unsupervised segmentation algorithm,
object-tracking technique, and amatching processthat comparesthe segmentati on mask
maps between two successive video frames. The unsupervised segmentation algorithm
isappliedto automatically extract thesignificant objects(or regions) of interestsand the
segmentati on mask maps of each video frame. The object-tracking techniqueisemployed
asacomplement to handlethesituations of camerapanning andtilting without any extra
overhead. Experiments on various different types of sample MPEG-1 video clipswere
performed. The experimental results show that, unlike other methods that use the low-
level features of the video frames, our method is not sensitive to the small changesin
luminance or color. Also, our method has high precision and recall values. Most
importantly, our method can obtain object-level information of the video frames and
accurate shot boundary detection, which are very useful for video content indexing.
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APPENDI X
URL 1. www.ibroxfc.co.uk

URL2. http://hsh.baylor.edu/courses/Kayworth/fun_stuff/
URL3. Cincinnati Dockers, www.cincinnatidockers.com
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