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EXECUTIVE SUMMARY
INTRODUCTION

In shallow water, the seafloor is a dynamic envinent in constant flux due to the
varying forcing conditions from waves, currentsd dides. The wide range of sediment types,
bathymetries, and wave spectra throughout the wodkle seafloor characterization difficult.
Quantifying physical processes occurring thereeegily mine burial, is challenging. An object
dropped to the seafloor may experience both imaadtsubsequent burial. The initial burial of a
mine upon impact with the seafloor (often refert@ds impact burial) is dependent on the
sediment type, mine parameters, mine trajectoryfalis through the water column, and impact
velocity when the mine reaches the seafloor. Sulesgdurial processes cause additional burial
from scour generated by wave and current forcirdjarburial by large-scale morphologic
features (such as sand ridges) migrating througimafield.

Bottom mines were first developed and employed WNVwhen influence sensors
became reliable at remote detection of the magretmustic, or pressure signature of a passing
ship. Influence sensors eliminated the need fomee o be located high in the water column and
make physical contact with a target. Bottom mingiskly became the most prevalent mine type
found in naval arsenals worldwide due to increatetdction difficulty and ability to house
larger amounts of explosives when compared to a@domine. Mine burial increases the
challenge of detection with many modern sonar syst@specially in cluttered environments.
Understanding mine burial is critical to successfiide countermeasures (MCM) mission
planning, but burial prediction has historicallyntained large margins of error.

The Office of Naval Research (ONR), in coordinatath the U.S. Naval Research
Laboratory (NRL), funded the Mine Burial ProgramB&W) in 2000. The MBP was successful in
generating improved models which were integratéal m@w mine burial programs, such as the
Mine Burial Expert System (MBES) and the DeterntiniMine Burial Prediction (DMBP)

program. The main output of both programs is tirepashdent mine burial predictions.
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Existing scour burial models were used to examimeerhurial prediction over a range of
environmental conditions. Through data analysisetamination of U.S. Navy MCM planning
and operations, innovative ways for MCM forces iguwlize mine burial were developed and
recommendations for proper implementation of th@eeucts are proposed to provide MCM

commanders and their staff a greater understarafisgafloor dynamics and mine burial.

SCOUR MODEL DATA

The scour model developed for DMBP was used torgéa@redictions of mine burial
for a range of wave conditions and sediment se@®ss a range of water depths. The
predictions were analyzed to determine principtedtirial prediction and the relative sensitivity
of environmental parameters in predicting mine &uiihe results from the scour model showed
wave forcing conditions have a much stronger noldatermining mine burial at a particular
water depth than sediment grain size, for exanfaeditionally, the number of wave forcing
actions necessary for a mine to experience a dgveal percentage was approximately the same
for a given grain size, regardless of the waveihgramplitude. The mine burial categories that
are used in the U.S. Navy MCM Doctrinal Bottom Typd3T) classification were analyzed to
determine the validity of the size ranges, paréidylthe 20%-75% burial category.

Equilibrium burial states (final burial percentaafea mine) over the range of water
depths were found to approach either minimal b{@£0%) or complete burial (75-100%),
with a small range of depths where intermediateab(20-75%) was predicted (Figure 1). The
finding of this narrow range of intermediate budabths inferred confidence in the burial
categories of DBT, and in the concept of a Buriahiinance Line (BDL) which delineates areas
of no or minimal burial from areas with significamtcomplete burial within a given geographic

location.
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Figure 1: Contour plots showing mine burial peregetdivided into 10% contour intervals (left) anddakd into
DBT burial categories (right). Predictions were mdaor a significant wave height of 3 m, peak waeeiqd of 15 s,
and median sand grain sizedjdf 0.2 mm.

THE DETERMINISTIC MINE BURIAL PREDICTION PROGRAM (MBP) AND THE
BURIAL DOMINANCE LINE (BDL)

The full DMBP program was used to calculate timgeseof mine burial for four cases
that included two seasons (summer and winter) aldwations (the coast of Southern California
and around the entrance to the Delaware Bay) tnecdurse of five years. NOAA
Wavewatch Il historical wave data were used foveveorcing. Analysis of the DMBP results
showed variation from month to month, year to yaad season to season, as expected due to
changing wave conditions (Figure 2). The resulteevused to produce graphical burial
prediction products, which facilitated the develgmnof a Burial Dominance Line (BDL). The
BDL depicts the approximate offshore location whagmificant mine burial is expected to
occur for specific geographic locations and sedsaraditions.

The BDL was generated by averaging the burial tedat a given case and highlighting
areas where greater than 20% burial is predictéeitevely characterizing mine burial
tendencies for a given location and season. Thie &idtour represents the approximate
dividing line between less than 20% burial and gmethan 20% burial, matching a key

delineation in the U.S. Navy MCM DBT mine case bldategories.
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Figure 2: Example DMBP mine burial prediction outgraphic for the entrance and outskirts of

Delaware Bay using NOAA Wavewatch Il data from k2018 (top) and August 2018

(bottom). Land is denoted by black.

The wave climate averages showed more fluctuati@nnual seasonal outcomes than in
month to month averages for a specific case. Sehsanation, the differences between summer
and winter wave climates, was shown to be sigmtichhe Delaware Bay case showed
pronounced differences in the offshore locatiothefseasonal BDL between the summer and
winter, occasionally tripling the offshore BDL dasice (Figure 3). The strong seasonal shift of
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the BDL highlights how areas of shallow bathyméayerage depth of 20 m in Figure 3) can be

sensitive to wave climate fluctuations.
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Figure 3: Seasonal BDL comparison for outside efDlelaware Bay for summer (Case 3, left)
and winter (Case 4, right). The BDL is the contseparating the blue and yellow areas, with
changed area denoted by red outline.

Applications of BDL to MCM Operations

An idealized amphibious assault mission requiringertiearance demonstrates how the
BDL may be used to inform OPAREA placement and gatoyr(Figure 4). The original
OPAREA, comprised of the red rectangles, providésl placement for two boat lanes (the two
rectangles perpendicular to the shore) to reacbbiextive ashore. Overlaying the original area
on the map with BDL plotted shows those areas agdigted to experience significant mine
burial. Hunting buried mines takes significantinder and leaves increased residual risk

compared to minimally buried mines.
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Figure 4: Example use of a BDL plot in MCM missjglanning.

By examining the BDL and knowing the sediment tigopredicted to be similar
throughout the region (non-cohesive, so no impagabconcerns), a MCMC can make an
informed decision to shift to the revised OPAREAr{dted by the green rectangles). There is
still mine burial predicted in portions of this regd area, but it is predicted in considerably less
of the area, therefore mine clearance can be exgbéattake less time and leave less post
mission residual risk. There are of course maniofadhat go into determining the location and
execution of a military operation (e.g. the enehrgat and proximity of support forces), but the
BDL provides the commander a better understandinigeooperational environment to help

balance the mine burial threat against other factor
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Recommendations for Mine Burial Prediction Improvemnents

After the generation and analysis of a robust arhotimodel predictions, there are
recommendations for improvement. One of the kegifigs from the analysis of mine burial
predictions was that wave height played a signiticale. Presently, NOAA Wavewatch IlI
outputs wave conditions at 4-minute latitude/londé resolution for the U.S., with most of the
rest of the world at 30-minute resolution. Havingher resolution global forecast/hindcast data
or the ability to model/measure waves for a missipecific location is critical for accurate mine
burial predictions.

Additional research is needed to understand ardigtrdeurial of non-cylindrical mine
shapes. The scour model was developed and testegaysindrical mine shapes with minimal
diameter variations. There are mine shapes in toviexs worldwide that do not fit this
description. For example the Manta mine from Ilialg truncated cone shape and the Swedish
Rockan mine is wedge-shaped. To provide increasediser confidence for burial prediction of
all mine types, scour models need to be developedisting models validated to ensure
acceptable burial prediction of these mine typekaher non-cylindrical mine shapes.

Further analysis can be done with the Burial Domégaline concept by expanding the
hindcast wave data to create a longer historicd@®al average (e.g. 10 years, 20 years) for a
given location and by considering additional loga$ outside of the U.S. The BDL can be
compared to calculations of the depth of closurefspecific area to see how closely they are
aligned. Month-long burial averages were useddaterthe BDL in the analysis here, but further
analysis can overlay one-week, two-week, three-wae#t month-long BDL predictions over a
given location to clearly show how burial changesrdime. Creation of BDL products and
other DMBP outputs is a strategic-level, reach-tigpk support that can be generated at an
organization like the Naval Oceanographic OfficARODCEANO) or the Naval Surface and
Mine Warfighting Development Center (SMWDC) andtdemvard to operational/tactical
MCM forces.
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CONCLUSIONS

To help MCM planners better understand mine bdioiatheir given environment, a BDL
should be generated and used during the Missiotysisgphase to quickly determine the
feasibility of mine hunting in that location, inagng confidence in the determination between
minehunting, minesweeping, or area avoidance. [@uhe COA Analysis phase of mission
planning the BDL can guide segmentation of the OBARNd sequencing of clearance
operations, how quickly re-acquire/ID needs to lespfalue to changing bottom conditions in
certain areas), and the types of equipment toeugelpw frequency sonar systems to better
detect buried mines).

A key factor for predicting the expected burial &sr MCM operation is the length of
time mines have been deployed, which is importaioith the initial hunting and in the re-
acquire/ID phase. Where conditions allow, scourdb@round a mine happens quickly while
seafloor bedform migration takes longer to occor. $andy bottoms where mines have been on
the seafloor for more than two weeks, impact busigssentially irrelevant; subsequent burial
processes have taken over.

There are many considerations that go into militdayning. The operational and tactical
decisions of a commander, especially regardingtashrces, are always a compromise filled
with uncertain planning factors. Mine burial ismaadl but extremely important parameter to
consider in any naval operation due to the easeimélaying by conventional and asymmetric
forces, the level of uncertainty in mine burialgiction, and the high risk mines pose to
personnel and assets. The BDL provides a commansienple tool for a better understanding of
the operational environment and allows them tori@ahe mine burial threat against other
factors; more accurate BDL predictions will give tmilitary more confidence in their

operational MCM decisions.
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ABSTRACT

Sea mines have been used in every major confliceshe American Civil War and have
sunk more combatant ships than all other means ic@thbMines will continue to be a cheap,
effective instrument, particularly for asymmetrazdes. Consequently, all navies must possess a
capability to counter enemy mining efforts to beassful. Most modern mines rest on the
seabed and detect passing ships based on inflgensers, as opposed to older mines that
floated in the water column and relied on enemp sbintact to detonate. Bottom mines can be
difficult to detect with many of today’s sonar ssis, especially when they become partially or
completely buried. Understanding bottom mine busalritical to successful mine
countermeasures mission planning, but burial ptiesidas historically contained large margins
of error.

Sea mine burial has been studied intermittentlgesthe end of World War I, with
renewed interest and sustained efforts from 20@futh the present. The Office of Naval
Research (ONR), in coordination with the U.S. Nd&atearch Laboratory (NRL), funded the
Mine Burial Program (MBP) in 2000 with the goaliofproving mine burial prediction models.
The improved models were integrated into new mumgabprograms, such as the Mine Burial
Expert System (MBES) and the Deterministic MineiBuUlPrediction (DMBP) program. The
main output of both programs is time-dependent rbungal predictions. The scour model
developed for DMBP was used to generate predictidmsine burial for specific wave
conditions and sediment sizes. The data were asdlyzdetermine principles for burial
prediction and the relative importance of environtaéparameters in predicting mine burial.

In addition to the scour model burial predictioralysis, the full DMBP program was
used to produce graphical burial prediction prosluhich facilitated the development of a
Burial Dominance Line (BDL). The BDL depicts thepapximate offshore location where

significant mine burial is expected to occur foesific geographic locations.
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The results from the scour model data showed wanoeniy conditions have a much
stronger role in determining mine burial at a mautar water depth than sediment grain size.
Additionally, the range of possible burial percgy@s (0-100%) was skewed towards minimal
burial (0-20%) or maximum burial (75%-100%). Thenher of depths experiencing 20%-75%
burial was found to only occur for an average ¢¥%2% the number of depths that experience
greater than 75% burial. The finding of this narmange of intermediate burial depths inferred
confidence in the concept of a BDL predicting eithe/minimal burial or significant/complete
burial sections within a given area.

Analysis of the DMBP burial prediction results stemlhincreased variability between
annual averages than between month to month avefaga specific case. When plotting the
BDL, there were pronounced differences in the afgHocation of the seasonal BDL between
summer and winter, sometimes tripling the BDL offighdistance in some locations.

The BDL was found to be a simple tool for quicklyderstanding the mine burial threat
to improve the MCM planning process. Utilizing DMB&th additional scripts and functions
developed during this research, graphical BDL potgléor specific areas can be quickly created

and sent to forward operating MCM forces to be rpocated into mission planning.
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INTRODUCTION
1.1 Mine Warfare Overview

Mine warfare (MIW) is defined by the DepartmentOEfense (DoD) Joint Publication 3-
15 as: “The strategic, operational, and tacticalefsmines and mine countermeasures, either by
emplacing mines to degrade the enemy’s capabitii@gage land, air, and maritime warfare or
by countering of enemy-emplaced mines to pernmenfily maneuver or use of selected land or
sea areas.” Mine warfare can be offensive (empdaeimes) or defensive (countering enemy
mines, also known as mine countermeasures). Midsfean be used to protect harbors, cut off
chokepoints and channels, or blockading an enerttyein port. Emplacing mines can be done
by aircraft, minelaying vessels, fishing boats, amdn submarines. Depending on the type of
mine being employed and location, almost any ser&gp can turn into a minelayer. Using
commercial vessels of opportunity and submarinaswake it difficult to identify covert enemy
minelaying operations.

Mine Countermeasures (MCM), although protectivaature, can also be divided into
offensive operations and defensive operationseri3if’e MCM is preventing or eliminating the
enemy’s ability to lay mines, which can includetdestion of mine stockpiles and minelaying
vessels. Defensive MCM is reducing the effectra@my mines after they have been laid.
Defensive MCM consists of active and passive megsuActive defensive MCM is directly
countering or neutralizing mines that have beernayepl, either by mine hunting or mine
sweeping, to remove the threat. Passive defens@@blNactics are measures designed to reduce
the effectiveness of mines without neutralizingthsuch as area avoidance, magnetic signature
reduction (degaussing procedures), and acoustaisige reduction (reduced speed, shutdown of
non-essential machinery). Passive measures am@tlypiised in conjunction with or following

active defensive measures to minimize risk to ferce



Mines in use today can be classified by where #reylocated within the water column
or by their method of actuation. Within the watelumn, mines can be floating or drifting on
the surface; they can be moored to the bottom laatiig somewhere in the water column; or
they can be resting on the bottom. Actuation, entlay a mine is triggered, can either be
through contact with a vessel, remotely detonaietdy physical influence. Remotely detonated
mines can be physically connected to the firingceby a command wire or can receive an
electromagnetic signal from a transmitter to a&uhé mine. This actuation method is used for
moored and bottom mines. Contact mines are becomangasingly rare, as they are
indiscriminate against friend or foe, and improvetsan electronics have made remote
detonation systems and influence sensors cheadanare prevalent.

Influence sensors can be magnetic, pressure, acosssmic, or a combination of the
sensors. Influence sensors vary in complexity. Tdaybe as simple as a single sensor that
actuates on the first signal, or they can haveipialtypes of sensors that all need to be satisfied
to trigger the mine. Influence sensors can als@Hsghip counters”, which are a pre-determined
number of actuation times that need to happen edfa mine explodes. Influence sensors can
be found on some moored mines and most bottom mines

MCM forces use either minehunting or minesweepaahhiques to counter mines that
have been emplaced. Minehunting is the use of s@mgbneutralization systems to locate,
identify, and dispose of mines in a minefield. Tingt step in minehunting is detection.
Detection is the recognition by a sensor of a adrgeesenting a minelike echo (MILEC) or
being minelike. After detection, the MILEC goesadihgh classification where an operator
determines if a MILEC is a minelike contact (MILC@)a non-MILCO based upon the object’s
size, shape, shadow, features, sonar return streggl/or aspect change (horizontal sonar
angle). The next step is identification to detemrtine exact nature of an object detected and
classified as minelike. It is the process of detemng whether a MILCO is a mine or non-mine
by visual, optical, tactile, or high-resolution sommagery. ldentification can be accomplished

by an Explosive Ordnance Disposal (EOD) diver,maately operated vehicle (ROV), or an
2



additional unmanned underwater vehicle (UUV) sqraas over the object. Once the MILCO is
determined to be a mine, it needs to be locateoh dggacquired) and then neutralized.
Neutralization is rendering the mine inoperablesliger removing it, recovering it for
exploitation purposes, or destroying it in place.

When mines are either too difficult to find or mimmting will take too long,
minesweeping procedures are used. Minesweepiihg iethnique of clearing mines using
either mechanical sweeping to remove, disturb tloeravise neutralize the mine, or by influence
sweeping to produce the acoustic or magnetic inlaegequired to trigger and detonate the
mine. Minesweeping indiscriminately tries to nelil@mines without taking the time to locate
them first. It is typically faster than hunting,ttaimost always has increased residual post-
mission risk compared to hunting. If there is utaety in the type of mines used or in the
mine’s actuation method (including ship count nurspat may be ineffective. The U.S. Navy
MCM force’s mantra is “Hunt when you can, sweep wieu must.”

1.2 U.S. Navy Mine Hunting Systems Overview

The U.S. Navy has three types of systems used iMM@erations: surface, airborne,
and underwater. These three are referred to a84G&1 Triad”. Surface and airborne systems
are used in both minehunting and minesweeping tipas while underwater systems are
currently used only for minehunting. All three camplete the full detect to engage
minehunting sequence on their own or used jointiyrd) a mission to complement each other’s
efforts.

Surface mine countermeasure (SMCM) systems cuyreatisist of the MCM “Avenger-
class” minehunting ships. These ships were designtte 1980’s specifically for minehunting
and minesweeping operations. They have a fiberglalisdemagnetized engines to minimize
their magnetic signature, and are specially desigoetream tow gear used in minesweeping.
The Avenger class is equipped with the AN/SQQ-3#assystem to detect and classify mines,

the remotely operated Mine Neutralization Vehi®#NV) to neutralize mines and sweep



equipment to sweep moored or influence (acousticnaagnetic) mines. EOD MCM platoons
can also embark onboard the ship to provide additimlentification and neutralization
capability.

Airborne Mine Countermeasures (AMCM) systems aileeatl onboard the MH-53 “Sea
Dragon” helicopter and MH-60 “Sea Hawk” helicoptéhe larger MH-53 can conduct
minehunting and minesweeping operations due faiger towing capacity, while the MH-60 is
only capable of conducting minehunting and newagion with side-mounted equipment. As
with the Avenger-class, the MH-53 can sweep for radamines and influence mines (acoustic
and magnetic) using towed sweep gear. The MH-6@egitwo minehunting pieces of
equipment; the Airborne Laser Mine Detection Sys(AloiMDS) to detect near surface/in-
volume mines and the Airborne Mine Neutralizatiyst®m (AMNS), which is a tethered
system to neutralize mines from the air.

Underwater Mine Countermeasures (UMCM) systemshargroungest of the MCM
triad. Although EOD divers have been around sind¥NYunmanned underwater vehicles
(UUVSs) are a recent development. UMCM uses the MKl 1 & Mod 2 UUVs (militarized
version of the commercial Hydroid Remus systemsgtarch for and identify mines, and EOD
divers and/or Seabotix ROVs to reacquire, ID, aadtralize mines. The UUVs are operated by
sailors forming an Unmanned Systems Platoon (UM&Y are trained in small boat operations,
UUV operations, and analysis of side-scan sonaganafrom the MK 18s. The UMS paired
together with an EOD MCM platoon forms an Expeditioy MCM (ExXMCM) company,
capable of executing the full detect to engageiongsased either afloat or ashore. The EXMCM
company has a relatively small footprint when coragddo SMCM or AMCM forces, making it
much easier to rapidly deploy to a crisis.

1.3 Mine Warfare History
Mine warfare became an acceptable, commonplace wfodarfare following the

American Civil War in 1865, but examples can bentbthroughout history prior to the war



between the Confederacy and the Union. The brsgbhi covers mine warfare globally, but
focuses on the U.S.

As early as the Greeks, man began using floatingesg to destroy enemy ships. They
used a liquid called “Greek Fire” which burned f@owusly and could be employed against
enemy ships by either loading a “fire ship” andisgithat into the enemy fleet, or launching
wooden barrels filled with Greek Fire via catapBlbllowing the Greeks, similar tactics were not
seen again until 1585 when the Spanish Fleet wsiediag the town of Antwerp. An Italian
named Gianibelli developed a “fire ship” filled Wwigun powder, scrap iron, marble, and other
stones to use against the Spanish. Gianibellijgssivere lit on fire and sent toward the Spanish
Fleet, where they exploded with the scrap iron,bleaand other stones acting as shrapnel. Over
1,000 Spaniards were killed, and these ships wesendd to be such a cruel weapon that most
military planners refused to use them.

The next occurrence in history of mines occurret4@7 during the American
Revolutionary War, when Daniel Bushnell placedfluating, tar-covered gunpowder barrels
into the harbor with hopes of damaging the Britiéet. His attempt had little success, and he
tried a second attempt in 1778. The second attemplved towing the mines into a British ship,
but before he could reach the ship the Britishuglised his efforts and he had to cut the “mines”
loose. The sailors aboard the British ship haubedstrange objects onto the deck to inspect
them, when they exploded. Three sailors were kilbed the ship was undamaged. From both of
Bushnell's attempts, 6 British crewmen were killadd a small longboat destroyed. Despite his
marginal success, his efforts inspired other Anagrimventors to pursue mine development.

During the War of 1812, moored mines developed blgdrt Fulton were used as
defensive minefield to break the British blockat®&aw York Harbor. Mine use by the
Americans in the war was effective enough thatBhesh refused to moor in American ports
and harbors, instead staying on patrol off the tddme development continued following the
war, and in 1843 Samuel Colt developed remote-@tdoihmines, allowing for friendly ships to

pass over a defensive minefield. Mines could nowlbeed to protect a harbor and allow
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friendly traffic while denying enemy traffic. Thedefensive remote-detonated mines were
utilized in warfare from that point on, with Rugssiase during the Crimean War in 1855, the
Chinese using them against the British from 185%81&nd use by both sides in the French-
Austrian War of 1859.

Upon initiation of the American Civil War, a newaen mine warfare developed. The
Confederacy needed to compete with the Union’stmaisupremacy, and they developed
several different types of mines (remote-controded contact) to counteract Union forces and
minesweeping techniques. They also effectivelyagtil mines to protect their harbors against
Union attacks.

Following the Civil War, two major inventions chatymine development. Dynamite
was invented, allowing for three to five times mexplosive power to be packed into mines as
compared to gunpowder. The Hertz Horn was alseldped in 1866 to ignite these new
dynamite mines, which became the standard for comaes for 70 years. In the Spanish-
American War of 1898, defensive minefields usedhaySpanish in Cuba and the Philippines
drove the U.S. to begin investing in MIW/MCM, reqaog all vessels to carry mines and
minesweeping equipment.

The Russo-Japanese War from 1904-1905 markedtarshdw mines were employed,
with the first use of offensive mining against aremy to blockade them into their own port. The
Japanese successfully used the technique agagnRugsians. Casualties from Japanese
offensive mining included a highly respected Russidmiral, which led Russia to begin the
development of new mine types and mine countermeasystems. Russia’s initiative drove
other western powers to increase mine developnantden 1905 and WWI. Non-combatant
commercial shipping casualties were also high duttve Russo-Japanese Watr, to the outcry of
the rest of the world. This led to the Hague Comieenof 1907, part of which outlaws drifting
mines and requires protective minefield locatianbé announced to civilian mariners.

World War | and World War Il saw large-scale, glbbiensive and defensive mining by

both sides, followed by extensive post-war mine@icdace operations. As is typical of U.S. Navy
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policy, the mine warfare force was severely dinhieis after WWII, only to be required a few
short years later in the Korean War. During thed@or War, the U.S.-led United Nations force
maintained a significant naval advantage over themal Communist fleet. What North Korea
lacked in naval power, it made up for with Soviatked influence mines and minelaying
capabilities.

Despite requests from MIW commanders within U.SvyNia the Pacific at the outbreak
of the war, additional support of MCM vessels watsprovided. The dichotomy came to a head
when the U.N. amphibious force went to assault Veoras part of a two-pronged land and sea
assault. The approaches to the channel and laadgagwere mined, and a makeshift coalition
MCM force struggled to clear a path for the landioige in the tight ten-day timeline.
Underequipped and lacking enough vessels, the M@befworked to clear two different
approaches before succumbing to three vesselBlpshis time, the land-based prong had
secured the port several days prior, and the MCMroander decided not to push forward with
the landing but instead take the time and condpcbper clearance. By the time the landing
force made it ashore eight days later, Bob Hopetla@d)SO were already in Wonsan
performing for the troops. The Amphibious Task EoBommander Rear Adm. Allan E. “Hoke”
Smith informed his superior that “We have lost cohof the seas to a nation without a Navy,
using pre-World War | weapons, laid by vessels Wexie utilized at the time of the birth of
Christ.”

The embarrassment for the Navy at Wonsan led émewed interest in mine warfare
following the Korean War. Funding and resourcesavadiocated to improving the U.S. MIW
force by developing new MCM ships, new hunting angeping equipment, and developing a
new Airborne Mine Countermeasures (AMCM) capabiiiyh helicopters. The U.S. Navy also
reorganized its force structure to have a profesdimine warfare community to retain MIW
experience within the force and to improve commamd control (C2). Despite the progress that

was made, it was unfortunately a short-lived itik As memories of the Korean War faded



and DoD budget constraints forced MIW programsaimgete with higher visibility programs,
investment in MIW plummeted.

The Vietham War was a dynamic time period for WI&M forces due to differing
operational environments, MCM vessels reachingetiteof their life cycle, and AMCM
operations becoming an integrated part of the MGM force. The geography of Vietham and
guerilla-style warfare tactics of the Viet Cong tediverine operations throughout the country.
To combat U.S. patrol boat dominance of the watgswine Viet Cong employed mines in the
rivers, forcing U.S. mine warfare forces to develbpwn water” tactics to maintain their
relative freedom of navigation of the waterwaysn#iclearance in the rivers to support the
patrol boats and inland assault forces became @itiathl duty for the small MCM force, which
was already spread thin conducting more tradititiplale water” MCM clearance operations and
patrols off the Vietham coast.

Coinciding with the new operational requirementiu@rine environment was that
several of the major U.S. MCM vessel types wereingrto the end of their life cycle. This
brought about a modernization program in the 18&0%, with improvements in engines and
sonar systems for some of these vessels. Despitgptirades, additional MCM capacity was
still required to meet all operational commitmeitslicopters conducting AMCM proved to be
the answer. AMCM operations, tactics, and develagroentinued throughout the war to
support SMCM efforts, driven by CNO Adm. Elmo R.niZwalt, Jr.’s airborne force
modernization program implemented in the late 198@kieving this operational capability led
directly to the establishment of the first AMCM sginon, HM-12, consisting of CH-53A
helicopters based in Norfolk, VA. Although the SMGMce welcomed the additional support
and capacity, the focus on AMCM procurement, dgualent, and modernization redirected
funding from SMCM modernization, ultimately repeafithe cycle of inconsistent and
insufficient funding support of MCM vessels.

The U.S. also conducted offensive mining operataurang the war, mining North

Vietnam’s major ports with surface ships and aftdmpush the Viet Cong towards a peace
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agreement. Once both parties came to the negatittide in Paris in 1972, clearance of the
harbors was a major stipulation of the peace ascdide massive clearance operation was
termed “End Sweep” and was developed over severatim. The highest priorities of the
operation were the safety of the U.S. personnelegiuibment conducting the clearance
operations. MCM commanders capitalized on the dppdy and acquired improved
technology/systems they needed but never had titkrig to get previously.

The cease-fire peace accords were signed in Jah@#By with the requirement to
clear/sanitize all mines from North Vietnamese basbDespite the long lead time in planning
time and force preparation/staging, clearance tpoionths and cost $21 million (including two
helicopters lost); this was double the cost ofrtheelaying operation. “End Sweep” was a
success. It had the best possible circumstancemfMCM operation, which included high
political visibility, exceptional staff work, largead time, sufficient planning preparation,
employment of all available AMCM assets and airatap amphibious ships if"Fleet, and
strong support from the Fleet Commander, shorditiasi and a community of exceptional
officers.

As briefly mentioned above, the focus on AMCM dgrand after Vietham had
devastating effects on SMCM vessels; numbers diobfrpen 64 vessels in 1970 to 9 vessels in
1974, including the loss of many mine warfare comitywfficer and enlisted billets. But as is
the cyclic nature of big Navy interest in mine veaef, Soviet mine development in the 1970s and
early 1980s, especially for deep ocean miningideenewed interest and investment in SMCM
development (both vessel and sonar). The Navy ctweuitio the development of the Avenger
Class SMCM vessel in 1981. The Avenger Classligrstactive use, and is the U.S. Navy’s only
MCM-dedicated surface vessel.

In the 1980s, the U.S. MCM force dealt with twop@sse incidents in the Middle East;
mining activity in the Suez Canal in 1984 and thartker Wars” in the Persian Gulf from 1986-
1989. During the Tanker Wars, relic mines from ltla@-Iraq war and new mines laid by Iran

against Kuwaiti oil tanker ships were a threat tigtoout the Gulf, and U.S. Navy ships escorted
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Kuwaiti tankers for protection. The regular Navyfaae ships needed protection from the mine
threat, driving the need for MCM forces to resptmthe region. The Tanker War mine
clearance operation lasted for almost two yeaiagu8MCM and SMCM assets. One U.S.
vessel was damaged during the conflict. The U.Satuel B. Roberts hit two mines in April
1988 while serving escort to a Kuwaiti tanker conwwausing significant damage. The U.S.
response was to destroy half of the Iranian Nawy/teuo Iranian oil platforms.

Several years later, ahead of the U.S. invasidragfduring the Gulf War, the Iraqis
seeded a large minefield in the anticipated amphiblanding area. Once Operation “Desert
Shield” turned to Operation “Desert Storm”, U.Sd&@ritish SMCM forces and U.S. AMCM
forces began work to clear a channel to Kuwaittieradvancing amphibious assault force.
MCM efforts to clear the minefield were slow, andadternate invasion plan was developed.
Two U.S. Navy ships were damaged by mines on Fepidf 1991, the U.S.S. Princeton and
U.S.S. Tripoli. The Princeton, a guided-missileiser, was providing anti-air warfare defense
for the MCM force, and the Tripoli was serving ke flagship for the MCM force as well as
serving as an AMCM operation platform. Tripoli wade to stay on station and remain mission
capable, but the Princeton suffered over severdéibmdollars in damage after it hit two mines.
Princeton had to be towed out of the area and wedgremergency dry dock repairs. By the end
of the operation, over 1,300 mines were destroyecblalition MCM forces, with the MCM
efforts supported by captured intelligence. Inctidethe 1,300 were over 200
acoustic/influence mines not seen by the West befoghlighting that enemy mine type is just
one of the many uncertainties that can accompaniyM@erations.

Since the American Civil War, mine warfare has bpeasent in every major naval
conflict across the globe. Despite this consistetioy cyclic nature of interest in mine warfare
by navies and governments worldwide make it a ehgk to maintain, let alone modernize,
MCM forces for extended periods of time. Georget&gama said, “Those who cannot remember
the past are condemned to repeat it.” As can hetbeeughout history, ill-prepared and/or ill-

equipped MCM forces can cause significant operatidelays and loss of life. Adversaries will
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continue to develop and employ increasingly soptattd mines to prevent their opponent’s
maritime superiority. Our MCM forces need consisgtention, investment, and support to be
ready to counter an always evolving threat. Théi@e@bove provided a short overview of mine
warfare history; a thorough history can be foun{Mrison, 2000) and (Hartmann, 1991).

1.4 Mine Burial Research

Mine warfare research in the U.S. was conductedearl950’s and early 1960’s
following World War Il and Korean War. A lull ocawed during the Cold War, but MIW
received renewed interest following the Gulf War2D00, the Office of Naval Research (ONR)
and the U.S. Naval Research Laboratory (NRL) itgtiaa robust six year mine burial research
program focused on mine burial prediction (MBP)eTBP program used field experiments,
laboratory experiments, and computer modeling forawe the physical understanding of the
burial processes and create state of the art minal probability models for use by the Navy’s
MCM force. The research was broken into the twa$oareas of initial impact burial and
subsequent burial (Wilkens & Richardson, 2007).

Impact burial occurs at the initial deploymenttoé imine, when it first strikes the
bottom. The amount of burial it experiences at time is a function of the bearing strength of
the sediment and the velocity, attitude, and slodplee mine when it hits the sediment. The
impact models account for three phases of the psodalling through the air, falling through the
water, and bottom penetration. At the start of M program, several iterations of impact
models had been developed through the 1980’s ahd90’s as the impact burial prediction
model (IBPM), IMPACT 25, and IMPACT 28; howevergte models were found to
overestimate the mine’s vertical velocity at thafsmr. The error caused over prediction of the
amount of impact burial when compared to field stad

Due to this recognized deficiency, the impact mahgrovements during the MBP
program focused on better modeling the mine’s ¢tajy through the air /water interface and

through the water column. A full 3-D hydrodynamicding model was developed to model the
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mine’s trajectory throughout the water column. Adbial emphasis was put on the importance
and measurement of sediment bearing strength. 8estadies were conducted to measure the
effectiveness and calibration of free-falling seeithpenetrometers that can be used to quickly
determine in situ sediment shear strength. The IIP2R8 model was refined during the MBP
program, and the upgraded version, the IMPACT 38ehavas completed and validated with
field experiment data (Chu & Fan, 2007).

Subsequent burial of a bottom mine occurs from sdmuefaction, and bedform
migration. Scour and liquefaction are near-fibddalized processes that occur on short length
and time scales. Bedform migration is a far-fieldgess occurring on long length and time
scales, covering an entire littoral cell from theline to the depth of closure offshore. Scour
and bedform migration are the more dominant bumethanisms, with liquefaction only
occurring under specific site and environmentakatizristics. Scour and bedform migration are
sediment mobilization processes driven by oscitjatootion from orbital wave energy and/or
currents at the seafloor. Scour processes affecvastal structures, not just mine-like objects on
the seafloor. Models to predict scour along coasffahore structures such as piers, jetties,
bridges, oil platforms, and undersea pipelines mageived continuous attention over the last
few decades outside of the mine warfare commuBgides the external scour research, there
are three mine burial prediction models that wexeetbped for military application before the
MBP program launched which are of note: the U.Sv&aduced Spread Sheet Prediction
Model (WISSP), the German Nbury model, and the 4J.Refense Research Agency Mine
Burial Environment (DRAMBUIE) model.

WISSP is a model to predict mine burial based ovenenergy, water depth, and
sediment grain size. It was developed by the U&yNin the 1960s based on one set of
empirical lab experiment results. WISSP does nduge time dependence, nor does it account
for currents. Its main use was to indicate whetheral may occur for a given location with

given conditions.
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Nbury was developed by the German Navy in the 1980% the same empirical data
that WISSP incorporated along with subsequent bélservations. Additional functionality
within Nbury is the inclusion of mine diameter ande dependence based on significant wave
heights and bottom currents. With these additipaahmeters in the Nbury model, the improved
bottom shear stress calculations (critical to detee sediment mobility) allowed for refined
results, but since the empirical relationships vailebased on limited observations, the
applicability to all operational environments isnimal.

The DRAMBUIE model was the most recently developgdr to the start of the MBP
program. It is the most advanced of the three,daretttly fed into the final outputs of the MBP
program. DRAMBUIE was developed by the United Klog in the 1990’s and incorporated
results from additional laboratory flume experinserithese experiments were able to gain a
much deeper understanding of the physics behintluhal processes leading to the
development of an additional empirical velocity tiplier to account for how the mine’s
shape/orientation in relation to the waves/curdargction influences bottom shear stresses.

The DRAMBUIE model was used as the basis for waneiced scour burial prediction
for the MBP program, and a modified version of #sased as part of the final outputs of the
program. Several other scour models, based ongiimts of initiation of motion using Shield’s
parameter and/or Keulegan-Carpenter number wergaasd from laboratory flume
experiments during the course of the program (Wigk& Richardson, 2007). Lastly, the
VORTEX model (Jenkins et al., 2007) was developesimulate burial by both near-field scour
processes and far-field bed migration processea $&a mine. The VORTEX model was
validated to reasonably depict horseshoe-shapéadte®sicaused by wave and current action
coming from a mine, and the near-field ripples dedressions that develop surrounding a mine
due to scour from these vortices. It was also faienoe in reasonable agreement with large-
scale, littoral cell sized bedform migration phemora occurring on a long time scale from the

coastal morphodynamics, which can cause buriareseposure of bottom mines.
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Unfortunately for operational MCM force use, the RTEX model requires extensive input files
and is computationally intensive (Jenkins et Q7.

The operational output from the ONR MBP program was computer-based systems,
the Mine Burial Expert System (MBES) and the Detarstic Mine Burial Prediction (DMBP)
program. Both programs generate time-dependent inal predictions. MBES utilizes a
Bayesian network to determine the probability disttion function of various burial states for
the mine, while DMBP provides a time-series graghaatput of predicted mine burial for a

given location. DMBP will be discussed in furthestal in later sections.
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OVERVIEW OF U.S. NAVY MCM MISSION PLANNING

The general steps and considerations for planrstigeadefensive MCM operations are
described in the next section, followed by disoussif critical environmental parameters, their
importance, and potential operational impact. Ust@erding both topics is instrumental in
providing perspective for how different factordMiCM operations are interrelated and their

relative importance to mission planning and executi

2.1 U.S. Navy MCM Planning Process

The U.S. Navy utilizes software to assist in misgtanning. The legacy version is a
software called the Mine Warfare and Environmebitision Aids Library (MEDAL) and the
latest version is web-enabled and called MineNEgti¢al (MNT). Both the legacy and updated
version provide the same types of functionality: fession planning, this includes importing
environmental and mine threat databases, develaaatigal hunting/sweeping plans, computing
MCM system performance against mine threats, aodging situational awareness and
information visualization. During mission executjdhe software allows for updates to MCM
plans, calculations of progress and percentageariea, contact management, and providing
status update outputs to other units. These prageaencritical in support of efficient and
effective MCM planning. The MCM planning procedunétlined below is adapted from the
Navy Tactics, Techniques, and Procedures 3-15.2yMNéine Countermeasures” publication
(NTTP 3-15.2) chapters 3, 4, and 5 and is editq@t@wide a general overview of the process for
non-military readers.

1. Mission Analysis. This begins when an MCM unit riges an order to conduct a mine

countermeasures operation from a higher authddbyQ). Mission analysis is to review
and analyze orders, guidance, intelligence, anerattiormation to enable the Mine
Countermeasures Commander (MCMC) and staff to g@aimnderstanding of the

situation, identify necessary tasks to accomphghnission, and produce a mission
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statement. MCM operations will almost always beupport of a larger-scale operation,
so the MCMC and MCM planning staff need to undedtahat higher authority has
tasked them to do in addition to how the MCM operafits into the larger mission.

a. Mission Analysis Inputs:

i. Planning guidance from HHMission statement, forces assigned, time
available, where MCM is required, general thre&anmation/intelligence,
and acceptable risk to MCM forces/transiting vessel

ii. Enemy ThreatExamine the enemy’s mine inventory, minelaying
capabilities, and their objectives. Determine whair most likely and
most dangerous mine employment plans could bemihe employment
plan includes location, type, and purpose of theemi

lii. Historical MIW environmental database parameternsti® area
bathymetry, bottom type, predicted percentage okensase burial,
underwater visibility, tides, and the climatologsta (average sea
state/wind; sunrise/sunset)

iv. MCM forces and MCM systems available, and theirapenal status;
availability of MCM support platforms

v. Force Protection

vi. Logistics Requirements

vii. Communications Requirements

b. Mission Analysis Outputs:

i. MCMC Mission Statemenincludes who, what, when, where, why, and
the mission objectives.
ii. MCMC Intent A concise statement of the purpose of MCM force
activities, the desired results, and how actiorlksupport that end state.
lii. MCMC Planning GuidancelThe Commander’s guidance to the staff to

help with course of action development.
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iv. ldentification of MCM tactics/techniqueBased on the enemy’s course of
action, mine types expected, and the operating@mvient, the proper
MCM gear is matched to counter each mine threas ificludes
segmenting the MCM operations area for differestays and
developing A/B worksheets for each MCM system. af@ksheets are
planning tools used to determine an MCM’s systeabability of
successfully detecting and identifying a specifio@threat in a given

operating environment.

2. Course of Action Development and Selection. A sewf action (COA) is a scheme of

maneuver to accomplish the mission objective theltuides the forces and techniques to
be utilized.

a. COA Development: During the planning process, sa\wfferent COAs will be

developed with different force assignment, techegjwand maneuvers to be used.
b. COA Analysis: The different COAs are then analytednsure they meet
mission objectives, are feasible, and are acceptaigiarding risks vs. gains.

c. COA Comparison: Once the COAs are determined teabd options, each

COA's relative merits are compared against eachrdtr certain governing
factors determined by the MCMC. Examples of goweyriactors are speed of
accomplishing mission objectives, least dependent@ather, lowest risk to
friendly forces, or easiest to logistically sustaihe governing factors are
subjective and based on the MCMC'’s intent and ppigsrfor the mission.

d. COA Selection: The COAs are scored on their re¢amnerits for each governing

factor and the results are presented to the MCMdztide on the appropriate
COA for the mission. Once the COA is selected,ilitlve codified into a
comprehensive plan describing detailed MCM forcg system employment for

the mission.
17



3. Review Plans and Scheme of Maneuver for Cohesids is a final review of the plan

which requires prioritizing the order of systemsdiand priority of areas cleared,
deconfliction of assets, reviewing the operatidmakline, reviewing the overall scheme
of maneuver, and generating subordinate unit tgskin

4. Mission Execution: Once the MCM plan has been cetepl and execution begins, the

staff's work is not done. They will monitor all ajagions, assign assets and prioritize
areas as needed, track schedules for all suboedimétls, keep track of area clearance,
report status updates and found mines to highetdueaters, and update the MCM plan

as required by the situation or the environment.

Table 1: Explanation of minehunting steps (adafri@ah NTTP 3-15.2).

Step Description
Detection Recognition by a sensor of a contact presentingnalike
echo (MILEC) or being minelik
Classification | Determination by an operator that a MILEC is a rhikee
contact (MILCO) or a non-MILCO based upon the otigec
size, shape, shadow, features/structure, sonanyetad/or
aspect change (horizontal sonar an
Identification | The determination of the exact nature of an olgjetécted
and classified as minelike. It is the process ¢¢agining
whether a MILCO is a mine or non-mine by visualicgd,
tactile, or high-res sonar image. Can be donenby@D
diver, ROV, or additional UUV <nar pas:
Re-Acquire Re-acquire the mine and prepare for neutraliza
Neutralize Render the mine inoperable by either removing it,
neutralizing it, recovering it for exploitation goses, or
destroying it in plac

2.2 Environmental Parameters Affecting MCM Operations

An operational area’s environmental characteristresone of the most influential
aspects on an MCM operation. Environmental paramatéorm many commander’s decisions
and planning outcomes: to either conduct minehgniperations, minesweeping operations, or
avoid an area entirely; determine which forcesmpley where; the timeline of an operation;
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and even tactical decisions such as what the psgyeor settings are. Table 2 provides an
overview of environmental categories, key factarg] major operation impacts they can have on
military operations, particularly MCM operations.

2.2.1 Waves and Currents

Waves and currents have arguably the largest inggamCM operations, as they affect
not only the personnel and equipment operatingnahbelow the surface, but also are the main
driving force behind mine burial for most sedimges. Wave heights are used to determine
sea state, which are tied to limits for certairnetypf actions. If a sea state limit exceeds thé lim
for a specific operation, the operation will behaid until the sea state decreases below the limit
threshold. For personnel and equipment, operdtsmaastate limits exist for deploying small
boats, divers, and UUVs, as well as MCM vessel ajpars. Below the surface, strong currents
caused by waves or other oceanographic processésnitor halt diver and UUV operations.
Depending on the direction and magnitude of cusighey can cause UUV navigational errors
and even distort sonar returns.

The forcing from waves and currents on the bottama@ause sediment transport leading
to scour and bedform migration, which can bury minBuring storm conditions in sufficiently
shallow water, objects on the bottom can becomiellsapuried in a matter of hours. Wave and
current conditions can be measured via in siturantbte sensors or modeled numerically.

Given proper preparation time and access to reesuydCM forces can enter mission planning
with a good estimate for historical and forecastefaurrent conditions for their given

operational area.

2.2.2 Bathymetric Features

Bathymetric features are elements and attributesdmn the sea floor. On a large scale,
these can describe major topographic featuresilikiersea trenches, mid-ocean ridge systems,
and sea mounts, but on the scale of mine countsumesoperations, it is used to describe

small-scale features such as ripples, vegetatimhchutter. Bottom clutter are objects on the sea
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floor that resemble the size and shape of sea nmimggan be anything from natural objects such
as rocks and logs to manmade objects like oil dranmt8scarded appliances.

Bathymetric features affect mine detection andgagsition. During detection, mines can
be hidden from sensors by ripples, vegetationyena@epressions in the seafloor, and large
amounts of clutter can lead to inordinate amouhtalse contacts or missed mines due to
oversaturation in the amount of returns on sonasindilar problem occurs during re-
identification, when it may be difficult to locatiee contact due to it being obstructed from view
or confused with other clutter items. Additionalllye presence of ripples suggests that forcing
conditions are high enough for sediment transpadttherefore can cause mine burial by scour
and potentially bedform migration.

Bathymetric features are typically the most po@dyimated pre-mission parameter, as
they, are not typically documented for new operslareas and can be subject to rapid change
(e.g. sand ripples). Areas that have been prew@usleyed can use techniques such as change
detection to help quickly sort through clutter, bwgse surveys are not available for many areas.
Change detection is where two sonar images focatitin are examined by an algorithm to
detect differences between the images. An itentutfer that is found in both images which may
look like a mine, but was previously determinedbéoa log, will not register as a possible mine-
like echo (MILEC), saving time and resources froavihg to re-identify the same item.
Bathymetric features are best determined on git MCM planners need to use all available
environmental data for a given site to make thé pessible estimate during mission planning.
2.2.3 Seafloor Sediments

Seafloor sediment type is another important parametdetermining an MCM plan. In
broad MIW doctrinal categories, sediment can begho of as either mud, sand, or rock. In
practicality, there is almost a boundless quartiion of sediment type when considering the
grain size distribution, shear strength, densityppity, and other geotechnical parameters.

Sediment type primarily affects mine burial andaoscoustic properties. As a rule of thumb, a
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soft muddy bottom allows for significant impact talrtypically with little subsequent burial.
Soft bottoms also absorb sonar energy while a iwase will reflect a significant amount. This
allows mines to stand out more in these bottomay@enversely for sandy bottoms, little
impact burial is expected due to the increasedrsteength of the sediment, but the
cohesionless nature of sandy sediments leads s@guént burial under sufficient forcing
conditions. Sandy bottoms also reflect more sonargy, reducing the contrast of the mine with
the bottom. Rock bottoms experience no burial egithitial or subsequent, but the extreme
hardness and typically rough bottom associated itk make detecting mines difficult.

For high frequency sonar performance prediction ¢dRar is used by all current U.S.
MCM systems), the Naval Oceanographic Office (NAVEXINO) uses the “High-Frequency
Environmental Acoustics” (HFEVA) classification dhtse, with 23 sediment categories
ranging from rough rock to clay. Six geoacoustidgenance parameters are tied to these
categories, and this information is imported intblMwhen creating an MCM plan to determine
sensor swath width and probability of detectiore{$ther et. al, 2017).

NAVOCEANO maintains worldwide sediment databases warying levels of
confidence that are used in MNT and other mili@pplications. MCM forces can determine the
sediment type on site by various methods, includirapping penetrometers, taking grab
samples, UUV post-mission analysis, and even thefashioned” arm-thrust method, where a

diver measures how far they can punch their fist the seabed.
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CATEGORY

FACTORS

MAJOR OPERATIONAL
IMPACTS

Sea and surf

Sea/swell conditions and su
characteristics

rOperational limits for surface
craft, EOD/VSW personnel, and
MCM equipment; actuation
probability for pressure mines;
mine detection capabili

Currents Surface/subsurface current| Navigability/maneuverability of
patterns, including tidal, displacement craft and towed
surf, and riverine currents | systems; navigational error,

diver/ROV/UUV operational
limitations; extent of mine burial;
moored mine di

Acoustic Sound velocity profile, Sonar settings, ranges, and

environment

acoustic propagation and
attenuation, acoustic

effectiveness; acoustic sweep pa
and sweep safety; undetected

scattering, and reverberationcontacts due to poor acoustic

conditions; and sonar hunt
efficiency

Water column

Water temperature, salinity,

Temperature effects on diver

properties water clarity, and depth operations; ability to visually or
optically locate mines;
conductivity for magnetic sweeps;
and operational depths for sor
Seabed Bottom roughness, bottom | Minehunting techniques;
characteristics| composition, bottom mechanical sweep gear limitatior
strength, uncharted bottom | extent of mine burial;
feature damage/grounding of MCM Qe
Magnetic Electrical conductivity, Ability to employ EOD ordnance

environment

number of magnetic
MILCOs, ambient
magnetic background

locator gear or open-electrode
sweeps; extent and strength of th
magnetic field established by
magnetic sweep ge

Pressure
environment

Natural pressure fluctuation
due to wave action

sActuation probability for pressure
mines

Biological
environment

Biological growth,
hazardous marine life

Ability to detect, classify, or
identify mines visually or with
sonar; marine life presenting

potential hazards to dive
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Table 2: Environmental Considerations for Mine Ceameasures (adapted from NTTP 3-15.2).
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2.3 Doctrinal Bottom Type (DBT) Classification

Doctrinal Bottom Type (DBT) is a classification s used by MCM planners to
provide a simple alphanumeric label describingsihigability of the bottom for minehunting.
There are four different parameters used to dédB&: bottom roughness, bottom composition,
percentage of mine case burial, and clutter cayeddre first three parameters lead to the letter
portion of the classification, which can be “A”,"B'C”, or “D”. The last parameter, clutter
category, gives the numerical label of “1”, “2”,‘@®". Combined, there are 12 DBT categories:
Al1-A3, B1-B3, C1-C3, and D1- D3. For MCM missioraphing, DBT is imported into the
MEDAL/MNT software from the NAVOCEANO databases.degparameter that makes up the
DBT is described in Table 3. Note that clutteryisitally the poorest assumption for uncharted
areas, but it can be updated in MNT with in sitiimation once the first few sonar runs have

been processed.

Table 3: Doctrinal Bottom Type parameter descripiand categories.

Parameter | Description Categories
Bottom This describes the sand| Smooth Moderate Rough
Roughnes ridge height <6 6" -12” >12”
Bottom This describes the Mud Sand Rock
Composition sediment type for a

given locatior
Clutter This describes how 15 MILCOs/nn? | 15-40 40

many mine-like contacts MILCOs/nn? MILCOs/nn?

(MILCOs), either natural

or manmade, are found

on the bottom per squarg

nautical mile
Percentage of Burial percentage gives| <10% 10-20% 20-75% > 75%
Mine Case the expected mine burial
Burial from impact, scour, and

bedform migration based

on a nominal mine case

diameter of 23.6

DBT gives a general classification of the minehog&nvironment, and helps a MCMC
determine whether minehunting, minesweeping, ordaree is the best course of action. DBT

also factors into the characteristic swath widtti parameter and probability of detection “B”
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parameter used in mine hunting planning softwamtapute track width and optimal
orientation for sonar paths.

There are several positive aspects to the DoctBo#bm Type system. First, it is a
simple, easy to understand classification systeanhdhly has 12 variations, so experienced
operators should have a good understanding of a/bpecific DBT will mean for their mission,
as long as they understand what the values ofléissification parameters are. Also, it is
“corporate knowledge” across the MCM force and lbeen the doctrinal method for many years.
Lastly, it would be difficult to implement a replment classification system. A replacement
system would need to be developed and based in"“s&@ance; incorporated into the MCM
planning process; incorporated into the NAVOCEAN#adbases that MNT imports planning
information from; incorporated via software updates the MNT planning system; added to
MCM training curriculums; taught to current MCM aptors by remedial training to understand
the new system; and lastly, the new system woudd n@ overcome the political resistance to
change from the MCM community.

There are several arguments to be made againshgiogft with the current Doctrinal
Bottom Type classification system. As mentionedhbefthere are only 12 categories for DBT,
leading to reliance on large “bins” for site chaeaistics which do not provide detailed
information about a site. These large bins canigeoa false sense of confidence in a mission.
For example, a type “B” bottom can be mud, sandpok, which have very different sediment
properties and drastically change sonar performahtgpe “B” bottom can also have anywhere
from 0 to 75% estimated mine case burial dependmthe sediment type and bottom roughness,
which is a huge difference for sensor selectionfangost-mission analysis work trying to
identify mines.

With the continual advancement of sensors and aattfrtarget recognition (ATR)
software, the coarse classification of the opegaginvironment DBT provides will not prove
sufficient to be used by all sensors. Due to diffees in the development, operating frequencies,

and software used by the various platforms, eastesyhas its own unique sensitivities to
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different environmental parameters. A given mingng system cannot accurately determine
its probability of detection when given a DBT, wsdeadditional details are known, such as the
NAVOCEANO HFEVA sediment data. In the near futureere is a planned shift toward a
“system of systems” using ATR to execute the feliett to engage sequence. For this to be
attainable, systems will need detailed environmetdta to properly compute their swath width,
probability of detection, and percent clearanceafamission. The best way to achieve this is
comprehensive pre-mission in situ environmentaftattarization either by the minehunting

system itself or some of the methods describeéatian 0.
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MINE BURIAL MECHANISMS

3.1 Initial Burial

For all sediment types besides rock, some initigiah of a mine will occur when it
impacts the seafloor. Cohesive sediments are alagsilts, and cohesionless sediments are
sands and gravels (Soulsby, 1997). For cohesiostsliments, impact burial is typically low,
while for cohesive sediments, a mine can be comlyléuried after impact. In cohesive
sediments, the sediment particles are small enftygitally less than 0.06 mm) to be attracted
to each other and stick together by biological eledtromagnetic processes. Cohesionless
sediments are where the grains are not attracteddo other. The shear strength and bearing
capacity is typically lower in cohesive sediments.

Impact burial is a function of the bearing strengtlthe sediment and the velocity,
attitude, and shape of the mine when it hits thignsent. Higher velocity of the mine when it
reaches the seabed, a more vertical impact angldpaver bearing strength of the sediment lead
to higher impact rates. Impact models accountHord phases of the process as the mine drops:
falling through the air, falling through the watand bottom penetration. The calculations
tracking the mine’s trajectory through the air avater provide the velocity and angle when the
mine reaches the seafloor, which is then usedltulege the bottom penetration and amount of
burial.

3.2 Scour Burial

Following the initial impact with the seafloor, neswill experience further burial if the
environmental conditions allow. Subsequent bural occur from scour processes, bedform
migration, or even liquefaction of the sediment.

When an object is on the seafloor, it disturbsfliin field occurring at that location. It
will force the flow to travel over and around tludistacle, effectively shrinking the area the flow
passes through, increasing the velocity and patiénthe turbidity of the flow. This

amplification of velocity and turbulence increaties shear stresses on the bed, which can lead
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to mobility of the local sediment around the obj&an short time scales, sediment around an
object on the seabed can erode or be depositenlisgling the object. These localized effects
quickly dissipate with increasing distance from titgect.

Sediment mobility can be predicted by calculatimg ¢ritical Shields r) parameter for
a given grain size and comparing it to the Shipllmmeter () for given wave/current forcing.
The Shields parameter is a function of the watéyoiy at the bed, the sediment grain size,
sediment density, and water density. ¥ ¢, the sediment will be mobilized. Variable forcing
and direction of waves and currents produces avemation in the amount and pattern of scour.
Scour is termed a “near-field” process since dicgated by and occurs directly surrounding an
object on the seabed.
3.3 Bedform Migration

Bedform migration is the formation and movemeniaofe-scale bathymetric features
(sand ridges) within a littoral cell over long tirperiods. This can occur during a large storm but
is typically associated with the long-term wavereat climate at a location. These large-scale
features (1 m high, 100+m long) can travel longadises (several km) within a littoral cell,
shoreward of the depth of closure. The migratiante&ke months or even years. As these
features move, they can bury and re-expose anytirtge bottom.

The mechanics of bedform migration are similahtat bf local scour, but affect the
entire equilibrium beach profile of the area (Jesket al., 2007). Bedform migration is termed a
“far-field” process since it occurs throughoutttolial cell, independent of influence by minelike
objects on the bottom. Figure 5 shows the mechan&rd changing burial conditions for
nearfield scour burial and farfield bedform migoatiburial and re-exposure (Inman & Jenkins,
2002). The extent of how far offshore the largdesbadform migration and bathymetry changes
occur is tied to the idea of “depth of closure”isTtiepth of closure is the distance offshore

where the beach profile no longer changes due @ w&ad current action.
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Figure 5: Schematic of nearfield scour burial (@) &arfield bedform migration (b) (from Inman
& Jenkins, 2002, Figure 4.4).

3.4 Liquefaction

The seabed is in a liquefied stated when it hasdowrero shear stress, meaning that the
grains within the bed are unconstrained by neighigagrains. This eliminates the capacity of
the bed to offset any vertical loads and incregsas mobility since there is reduced
intergranular friction, decreasing the critical &8s parameter. Thus, a mine resting on top of
the bed is likely to sink and can be much morelgasvered with adjacent sediment grains.
Liguefaction is mainly driven by steep storm watlest generate high pressure gradients at the
bed. The high pressure gradients under the wagtscaee followed by low pressure gradients
under the wave troughs, and this cyclic pressuaagh in the pores can cause liquefaction

behavior (Whitehouse, 1998).
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PREDICTING SCOUR BURIAL OF SEA MINES

Gaining a better understanding of subsequent bofiska mines is the thrust of this
research. Using established equations and metlazge,data sets were generated covering
various wave conditions, sediment sizes, and vepth to determine the interdependence of

these variables and their relative importance &aligting mine burial.

4.1 Scour Burial Model

The time series scour burial procedure outlinedtgmbanis et al. (2007) was used to generate
data for several cases using varying wave conditisater depths, and sediment grain sizes.
Data were used to analyze scour around sea mige® aletermine better predictive methods for
use in MCM planning. The model was created in Malig modifying the scour burial model
from the NRL's DMBP program (Elmore et al., 200@ytin time series analysis for specific
wave conditions and sediment types. See
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Table 4 for the 36 different case perturbationse $tour model MATLAB script used is
Appendix A.

Given wave heightHs), wave periodTp), median grain sized60), and other constant
parameters, the Matlab script calculated scouabuokier a given time serieg from 1 to 5000
time steps and for a range of water depthdsrom 1 m to 300 m. For eadh linear theory was
used to calculate wavelength) (accounting for the shoaling that occurs dueeyatia. Next, the
orbital velocity (J), amplitude A), and bottom friction factoif{) were calculated by Equation
1, Equation 2, and Equation 3, respectively to reitee the Shields paramete) (Equation 4)

for the given case.
1)

(2)

\ (#*+,
"% $% % -"#.J10 3)

5
1 v 23 4,&<* , Where sedis sediment density and, is seawater density.  (4)

7!

Following the calculation of the Shields parametiee, critical Shields parameter)
was calculated from the dimensionless grain di¢ (sing conditional statements to check if
the sediment is fine sediment (Whitehouse, 1998).

The procedure continues to determine the time sefiscour burial. The dimensionless
time scale of scoufT¢) is found using and two empirical coefficients determined from
experimentation by Whitehouse (Whitehouse, 1998&ibanis et al., 2007). Next, the time
scale for burial T) is calculated fronT+, initial mine diameterd,), andd50. The specific
ultimate scour pit deptt5@ equation to use is determined by the ratio 6fcf). Seis then used

to determine the amount of sco® &t the given time step. Burial was assumed ttbbeal by
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depth”, meaning that the depth of the scour pa given time step is the depth of mine burial.
The mine was assumed to stay buried (no re-exppsuooce it experienced burial. At the end of
the time series, the script begins again with & water depth. Each time stegan be thought
of as one periodT{p) of wave forcing.

The mine type used for this experiment was the Mknne with a diameter of 0.57 m
(Morison, 2000). This is an intermediate size f@any mines found throughout the world. See

Table 5 for output variable descriptions and sizes.
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Table 4: Input values for burial prediction.

Data Input Variables
Wave Parameters (Hs, Tp) d50 (mm)
Im,7: 0.1
2m, 10 0.2
3m, 15 0.2
4 m, 20 0.t
5m,25s 0.7
6 m, 30 1.C

Table 5: Scour burial output variables and thegodigtions.

Data Output Variables

Variable | Size | Units| Description
Hs 1 m Wave heiglr
Tp 1 S Wave perioi
d5C 1 m Median grain diamet
h IXM | m Vector of water depth valu
t IXN | - Vector of time step valu
Do 1 m Initial mine diamete
D MxN | m Matrix of changing mine diametbased on sco
deltas MxN [ m Matrix of scour amount for each time ¢
burialPc [ MxN | % Matrix of mine burial percenta
t 7% Mx2 | - Matrix denoting the time step of when burial reaciBY
T IXM | - Vector of the 63% equilibrium burial time sc
L IXM | m Vector of wavelength values based on Tp a
U 1xm | m/s | Vector of bottom orbital velocity for eacl
Re IXM | - Vector of Reynolds number for eac
IXM | - Vector of the Shields parameter for ea
cr 1 - Critical Shields parameter for given d50 value

* Output scour variables are in an MxN matrix, withrows of water depth and N
columns of time stej
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4.2 Scour Burial Data Analysis

In order to conduct data analysis, it was necedsacgmpile the case data into variables
based on wave conditions. For examplajalPctwas compiled intéds1_burialPct which
became an MxNx6 variable, with the third dimendi@mg the six differeni50values. Due to
the number of variables affecting mine burial, datalysis becomes a 4D problem to

simultaneously consider all relevant variables Ggere 6).

Figure 6: Mine burial results depend on four vaeabmaking analysis 4D.

The same can be done to examine what happengfee@d50value over the range of
wave parameter cases, creating MxNx6 variableswibhvthe six different wave parameter
cases being the third dimension. The focus of @malyas placed on examining the results for
values ofd50= 0.2 mm andi50= 0.7 mm, as these represent the typical rangeanf sizes
found in the nearshore and farshore in areas withaohesive sediment bottoms.

4.3 Scour Burial Results

Time dependent scour burial results were foundifiovave conditions, grain sizes, and

water depths. Simulations indicate that, as expectene burial increases for: shallower water

depth, increased wave height, or smaller grain orenon-cohesive sediments). Understanding
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the relative importance of each variable and géyng its impact is the key to improving scour
burial processes and prediction.

Contour plots were used to show time series ofdbéor the water depth range using a
given wave case and sediment size. Figures 7 ahd\8 results for all wave cases and two
different sediment sizes for each wave ca&® € 0.2 mm and 0.7 mm). The contour plots are
arranged in descending wave case orHer=1 m toHs = 6 m), withd50= 0.2 mm in the left
column andd50= 0.7 mm in the right column. Wave conditions esastant for each row (e.g.
Hs =1 m for (a) and (b)), and grain size is constaneach column (e.gl50= 0.2 mm for (a),
(c), and (e)). The scale of water depth from 1 rBG0 m is constant on the y-axis and the time
scale from t = 1 to 5000 is constant on the x-ausial percentage is denoted by the color bar
and is divided into 10% contours and allows diemhparison of burial percentage results for
the various cases.

Consistently for all cases, burial percentage fgivan water depth decreases with an
increase in grain size (up to a certain shallownsbgere burial remains 100%). Increasing the
wave forcing has an almost twofold increase indépth predicted to have complete (100%)
burial, as seen by the “jump” of the dark red catodescending plots. The relative rate of burial
can be inferred from the slope of the contour lifdee rate of burial increases with larger wave
heights, denoted by the increasing slope of théotwrines in the first portion of the plot (t =0
to 2000). Smaller grain size also generates atshghease in the rate of burial.

For all plots besidelds = 6 m the contours approach a horizontal asymptioie
asymptote is the equilibrium burial percentageafarticular depth under the given forcing
conditions. The asymptotic equilibrium burial pertage takes longer to achieve for larger burial
percentage values since it takes the repeatedifpnsore time steps to reach that amount of
burial. The amount of time steps to reach a chesgilibrium burial percentage (e.g. 20%) is
approximately the same for a given grain size,ndlgas of the wave forcing. More time is

required for equilibrium burial for smaller graiizes than larger grain sizes. This difference in
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time steps to equilibrium burial is likely due tartal in smaller grains being more sensitive to
forcing conditions.

The results also show relatively wide and evengpédised contour intervals for the first
1500 time steps; at this point the contours beginansition toward their asymptotic values.
Upon transitioning to the asymptotic burial, thevas tend to concentrate around a narrow band
of water depth, leaving two large areas above a&holb Above the narrow band, in dark blue,
denotes depths where no burial will occur, and\wele band, the dark red denotes 100%
burial. Given sufficient time under the forcing daions, with mines evenly distributed across
the range of water depths, most mines will eitbxgreeience complete burial or no burial, with
only a small fraction experiencing partial burighus, instead of trying to determine an exact
burial percentage expected at a given depth, itlneayore appropriate to identify a bathymetric
contour differentiating burial or no burial. Thdela will be examined further with the concept of

a “Burial Dominance Line” (BDL) in section 5.
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(a) (b)

(€) (d)

(€) ()

Figure 7: Burial percentage over time g =1 to 3 m andli50= 0.2 and 0.7 mm.
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(@) (b)

() (d)

(e) ()

Figure 8: Burial percentage over time g =4 to 6 m andi50= 0.2 and 0.7 mm.
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A relatively narrow band of burial outputs coverihg range of 10%-75% was found for
all results. To explore this narrow burial bandlier and to tie the burial percentages to MCM
doctrine, the contour plots were recreated to ptacgours at the levels of the DBT burial
percentage categories (0-10%, 10-20%, 20-75%, af®®). Figures 9 and 10 use the same data
and scale of Figures 7 and 8, with the only chdvegeg the contour intervals and colors.

Table 6 shows the asymptotic water depth valuesdoh DBT burial percentage
category for wave conditions bfs= 1 m toHs=5 m and fod50= 0.2 mm and 0.7 mm.

Results were not obtained fds = 6 m since equilibrium burial states were notheal for the
range of depth values (significant burial was pottl for depths greater thars 300 m). Each
DBT burial category can be considered by a “barfdjieen depths where that amount of burial
percentage can be found. The ranges of each bapth(dalues covered) were compared to each
other for a given case to determine their relasize compared to each other. Since the band for
burial of less than 10% will extend from the ed@i¢he 10% to 20% to the ultimate water depth,
which is variable, that proportionality was not satered. The key comparisons were between
the 10%-20% band, the 20%-75% band, and the griéeter75% band.

The size of the 10%-20% band was found to be arageeof 27% of the 20%-75% band,
the size of the 20-75% band was found to be arageenf 22% of the greater than 75% band,
and the combined 10%-75% band was found to be arage of 28% of the greater than 75%
band. This finding confirms that even though thadlypercentage band of 10%-75% covers
65% of given burial states, it is relatively smadimpared to the greater than 75% burial band.
The size of the 10%-75% band can thus be foundgmation 5 and size of the 20%-75% band
found by Equation 6.

$=>7?@ /"> ABCDEF AEGH =#1 J/*> ABCDEF AEGH (5)

=>?@ /"> ABCDEF AEGH =# J/"> ABCDEF AEGH (6)
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As an example, the wave caselitg= 1 m is only predicted to have 10%-75% burieb at
values of water deptlinE 16 m toh = 21 m), while greater than 75% burial is expedtetiveen
1 m and 15 m depths. Deeper than 21 m, burialedipted to be less than 10%. Depending on
the operational area, there could be large aredastmprise the 16 m to 21 m water depths, but

it is important for MCM operators to understand plagtially buried state is only a small portion

of potential burial states.

Table 6: Depth of occurrence of DBT burial categsiffior given wave conditions.

Hs=1m,
d50=0.2mm|

Hs=1m,
d50=0.7mm|

Hs=2m,
d50=0.2mm|

Hs=2m,
d50=0.7mm

Hs=3m,
d50=0.2mm|

Hs=3m,
d50=0.7mm|

Hs=4m,
d50=0.2mm|

Hs=4m,
d50=0.7mm|

Hs=5m,
d50=0.2mm|

Hs=5m,
d50=0.7mm|

Transition depth (m) from <10% burial
(Green to Yellow

21 19

50 46

110 100

191

172

294

263

Transition depth (m) from <20% burial
(Yellow to Red!

20 18

48 44

105 95

183

164

281

251

Transition depth (m) from <75% burial
Red to Black)

10%-20% burial depth band (m) (Yellow)

16 14

40 36

88 78

153

134

235

205

20%-75% burial depth band (m) (Red)

46

46

Combined burial depth band (m) for
10%-75% (Yellow and Red

10 10

22 22

38

38

59

58

75% Band (Red

10%-20% Band (Yellow) Compared to 20%

25% 25%

25% 25%

29% 29%

27%

27%

28%

269

20%-75% Band (Red) compared to depth
of >75% burial (Black)

25% 29%

20% 22%

19% 22%

20%

22%

20%

229

Combined 10%-75% burial band (Yellow
and Red) compared to depth of > 75%

burial (Black)

31% 36%

25% 28%

25% 28%

25%

28%

25%

289

75% Band (Red)

Avgerage for
d50=0.2mm

Avgerage for
d50=0.7mm

OVERALL
AVERAGE

10%-20% Band (Yellow) Compared to 20%t

27%

26%

27%

20%-75% Band (Red) compared to depth
of >75% burial (Black)

21%

23%

22%

Combined 10%-75% burial band (Yellow
and Red) compared to depth of > 75%
burial (Black)

26%

30%

28%
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(a) (b)

(c) (d)

(e) ()

Figure 9: Burial percentage over time with contafr®BT burial categories for Hs=11to 3
m andd50= 0.2 and 0.7 mm.
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(a) (b)

(c) (d)

(e) (f)

Figure 10: Burial percentage over time with consoofr DBT burial categories for Hs=4to 6
m andd50= 0.2 and 0.7 mm.
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An important parameter to analyze is the timekesafor a mine to reach 75% burial and
the maximum depth to expect 75% burial for giveivaveonditions due to DBT burial
categories from U.S. Navy MCM doctrine. Mine bugaéater than 75% is the doctrinal cutoff
for a DBT characterization for a type “D” bottom.“B” bottom determination will usually
result in the MCMC'’s decision to either switch framinehunting to minesweeping, or to avoid
the area entirely. Figure 11 shows the numbemoé Bteps required to reach 75% burial for all
values ofd50and two sets of wave conditiortss = 1 m (lower curve) antls = 2 m (upper
curve). Water depth on the y-axis shows the regmedepths where the burial occurs. The time
to burial increases with depth and grain size;ddwtcurs deeper and more rapidly for increased
wave forcing, and that time to 75% burial is miniipaependent on grain size for depths up to
10 m Hs=1m) and 30 mHs =2 m). Figure 11 also shows the cutoff depth7te¥ burial
where the data sets taper off.

Further analysis of the data investigated theielahip betweeils/hand comparing
that to the final predicted burial value and to tinge steps required to reach the critical burial
value of 75%. Figure 12 and Figure 13 show theipted final burial percentage basedds'h
for d50= 0.2 mm anal50= 0.7 mm respectively. Of note is that a largdugafHs/hindicates
a shallower depth compared to the wave heightepthdecreasesvith an increase along the y-
axis. The results for both cases show nearly hotaly sloping lines for all values ¢fs. These
slopes indicate that there are few values of waeeth for a givemds value that have between
0% and 100% burial, which affirms the earlier fimglé that most of the final predicted burial

states are no burial or full burial.
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Figure 11: Time steps required to reach 75% mise Garrial for all values af50for Hs=1m
andHs=2m.

In Figure 12, the green line féis = 5 m starts at approximately 7% final burial, dimel
light blue line forHs = 6 m is only seen along the right side at 100%ahuevealing that the
minimum final burial for the given water depth (1-n800 m) is approximately 8% féls=5 m
and that there will be complete burial (100%) fibdapths forHs = 6 m. Figure 13 shows a
similar phenomenon fdds = 6 m, with a minimum burial of approximately 64%the greatest
depth. Both figures also show similar trends wittreased wave height increasing the burial
amount for a given depth, even for dimensiontésé The change in slope that can be seen
approaching 100% final burial in the resultsfte= 1 m in Figure 12 and féis=2 min

Figure 13 is a function of the relatively rapid nga of burial percentage ahi$/hon this scale.
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The burial values fors = 1 m (Figure 12) transition over three water degtom 100% as/h
=0.071 b =14 m) to 98% atis/h=0.067 b= 15 m) and to 77% &ls/h=0.063 fH= 16 m).
The trend is not as drastic in Figure 13H%= 2 m, but it does follow a similar fast decemnfr
100% burial aHs/h=0.061 f = 33 m) to 98% atis/h=0.059 b= 34 m) and to 88% &ls/h=
0.057 6= 35 m). For larger wave heights, the transitimmf 100% burial to less than 100%
burial occurs at deeper depths, where a 1 m charfgeorresponds to a small changeHisih

and the trend line becomes more of a cut off tharstoped transition.

Figure 12: Predicted final burial percentage baseds/hfor d50= 0.2 mm.
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Figure 13: Predicted final burial percentage baseds/hfor d50= 0.7 mm.

Insight is gained from analyzing individual cased aomparing findings. However, a
more comprehensive visualization is required torsanize the results. The results &&0= 0.2
mm and 0.7 mm were assumed to provide an adecaurage of cohesionless sediment sizes and
all wave cases were compiled. As previously disedisg5% burial represents a critical value for
DBT classification and MCM operational decision nmgk so that value was used as the target
burial percentage.

The results for the depth and time step when 75f&lds reached for all wave cases are
shown in Figure 14. Sediment sizes between 0.2 na0&Z mm are identified in the filled

areas, providing a range of depths for the rangeediment sizes. The filled curves represent a
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given wave case where the top curve boundary repte35% burial fod50= 0.2 mm and the
bottom curve boundary represents 75% buriatfsh= 0.7 mm. Any depth below the bottom
boundary curve for a given wave case is prediaidthve greater than 75% burial for that time
step.

All of the curves show similar trends to the comgom Figures 7 and 8 with an
exponential start that tapers toward an asymptatige as time increases. Depth where burial
reaches 75% increases with wave height, as dodgetbbt (range) of the filled area of the 75%

burial depth.

Figure 14: Depth and time step of 75% mine buoaldl wave conditions and a ranged&0
values between 0.2 mm and 0.7 mm.
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THE DETERMINISTIC MINE BURIAL PREDICTION (DMBP) SYS TEM
5.1 DMBP Overview

The Deterministic Mine Burial Prediction (DMBP) $g®1 is a MATLAB-based
graphical user interface (GUI) that provides tireges of mine burial prediction for a given
geographic location. The program requires inputd&thymetry, sediment type, mine
parameters, and a time series of wave and/or dstriput files for bathymetry and sediment
for the location of interest are extracted from NAB@EANO databases, and wave conditions can
easily be incorporated from NOAA Wavewatch 11l détas or SWAN wave modeling results.
The user then determines the number of calculddications to be placed on the map by
choosing the number of mines to seed, and theritiaer have MATLAB randomly place the
mines or can choose to seed all grid points. Calicuis occur at these specific points, and
results are interpolated between the points toigeotull coverage of the area. DMBP first
calculates burial due to the initial impact witke theabed, and then subsequent burial by scour
(Elmore et al., 2009).

Data input files can be saved at any stage of theggs (.mat), and data output files can
also be saved to allow for further analysis or rpalation of results. Input files save the
information the user has entered into the GUI véilhg for consistency between cases (including
the random mine locations) and time savings frotrha@ing to re-enter the same data when
running each case. The DMBP user guide provides step-by-step procedures to operate the

program (Elmore et al., 2009).
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Figure 15: Workflow process for DMBP.

Following its development, DMBP was tested usimddfiexperiment data from several
studies to ensure proper functionality and accuaddyoth the impact and scour burial modules.
Findings from the scour model validation showed taaiations in wave height prediction were
more significant in determining the accuracy ofigdourial than uncertainty of grain size
(Elmore et al., 2007), which matches the findinmgsf the data generated by the scour model
and discussed in section 4.

5.2 DMBP Experimentation

Experiments were conducted with the NRL’s DeterstiniMine Burial Prediction System
(DMBP) to develop a procedure for future analystsdnduct a burial assessment for a given
area, which can then be used by MIW and MCM plagsiaffs to understand mine burial
mechanisms for a given operating area. The focienwdeveloping the procedures was on
determining which output products to use from thegpam and providing recommendations for

how MIW/MCM planners should use them in the estdt@d planning process.
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Multiple case studies were run to determine sedsoime burial and average that into a
“Burial Dominance Line” (BDL) contour on the mapsbow where scour burial processes or
impact burial processes dominate in a given arka.uhderlying assumption of the BDL is that
there exists a distance offshore from each coasteMne beach profile no longer changes due to
typical wave and current action. Coastal sciergstneers call this the “depth of closure”.
Shoreward of the depth of closure, an object orséadloor will typically experience burial due
to scour, bedform migration, and liquefaction calisg waves and currents. Seaward of that
depth, an object dropped to the seafloor will edgrere impact burial, but typical wave and
current forces will not be strong enough to caud¥sequent burial.

The offshore distance of this “line” is a functiohlocal bathymetry, wave climate,
sediment type, tide, and currents. We proposediatth of closure can be delineated by a line
off any coast to provide a visual representatiowloére bottom change occurs. Since this line
denotes where initial burial processes or subsddueral processes dominate, it is called the
“Burial Dominance Line”.

For an area consisting solely of non-cohesive sedinthe BDL can delineate areas
where either no/minimal burial or complete burietors. As found by analyzing the data output
from the scour model, the depths where partialah(20%-75%) occurs is only a small portion
of water depths compared to greater than 75% bdied BDL can thus identify the water
depths of partial burial and delineate between mofmal burial and pronounced/complete
burial.

Two experiment locations were chosen to providenge of different wave climates and
bathymetry. Location 1 is off the coast of south@atifornia, with a high energy wave climate
and narrow continental shelf causing varied bathgyn@&he area was created with a wider range
of longitude to incorporate both the southern @atifa coast and San Clemente Island off the
coast. Location 2 is around the entrance to DelaBay, off the coast of Delaware and southern
New Jersey; this is an area with a typically lovergry wave climate and relatively shallow

bathymetry due to the wide continental shelf onuh®. east coast.
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The experiment methodology was to cover two sea@mamer and winter) over five
years of historical data for each site. An exanspl@mer case covered the months of June, July,
and August for years 2014-2018, creating 15 datafeeeach case. Summer and winter cases
were run for each location to show site specifftedences from relative high energy winter
waves and low energy summer waves. Table 7 prowdes/erview of the cases run and Figures
16 and 17 show the bathymetry and sediment gra@s $or each case.

For each case, 3000 “mines” were seeded in the anelaan initial burial of 10% was
assumed from the mine’s impact with the seaflobe impact burial portion of DMBP was not
run in these simulations. Wave height and waveopetata from NOAA’s Wavewatch 11l model
were used, which have 4-minute resolution. Thelstbymetry was extracted from the
NAVOCEANO DBDBYV version 5.2 tool that accompaniesBP, providing 0.05-minute
resolution, and the sediment types were extracted NAVOCEANO'’s Sediments2.0 database,

which also accompanies DMBP.

Table 7: Overview of DMBP cases.

Geographic Grid Area | Area | Total
Case # Location Wave Climate % W\\(;g_r;;)tfa (degrees) Height | Width | Area
- | Top(N) |Bottom () LeftW) |RightW) | (km) | (km) | (kn2)
1 Low Energy | JUN/JJUL/AUG| 2014-2018
Southern California 33.2¢ 32.k 118.7¢ 117.2¢ 83.44 139.6P 11654.61
2 High Energy | JAN/FEB/MAR 2015-201 N
Delaware Bay .
3 Entrance Low Energy | JAN/FEB/MAR 2015-2019 39.2¢ 38.2¢ 75.2¢ 74.F 111.30 64.64 7194.70

S

(Southern NJ & DE) |High Energy | JUN/JUL/AUG 2014-20 0

The DMBP model was run for all annual and monthktances for each case, for a total
of 15 sets of results per case. The data outputs bath graphical maps of time series burial and
time series data of burial percentage for each éhliocation. These data allowed for visual and
numerical analysis of the results. Burial datagach month for each of the five years were
averaged to determine a monthly average, and the thonths of each season were averaged to

provide a yearly seasonal average. Table 8 showghmwresults were compiled.
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Figure 16: Bathymetry (left) and sediment sizehtidor Case 1 and Case 2.

Figure 17: Bathymetry (left) and sediment sizehtigor Case 3 and Case 4.

To create the BDL, the averaged subsequent buatalwlere used to generate a contour
plot to show where minimal change has been pratiictéappen over the time series. Seasonal
cases were compared (Case 1 vs. Case 2; Cas€8ses4) to see how the BDL changes

temporally for a site.

51



Table 8: An example of DMBP experiment results.

Example Case #1 Experiment and Outputs
Month/Yr JUNE JULY AUGUST Yearly Average
2019 JUN19 Resuli JUL19 Result AUG19 Result 2019-AVG
2018 JUN18 Resull JUL18 Result AUG18 Result | 2018-AVG
2017 JUN17 Resuli JUL17 Result AUG17 Result 2017-AVG
2016 JUN16 Resuli JUL16 Result AUG16 Result 2016-AVG
2015 JUN15 Resulf JUL15 Result AUG15 Result | 2015-AVG
Monthly Avg JUN AVG JUL AVG AUG AVG Seasonal Avg
Results Results Results

5.3 DMBP and BDL Results

The results from DMBP showed the variability of lalidue to the wave forcing
conditions, bathymetry, and sediment type. See AgipeB for all DMBP case outputs.
Seasonal variation was evident in all cases, agevagoral variations between months of a
season and between years for a given month. Lacatalf of Southern California for Case 1
and Case 2 proved more challenging to identifyedéhces between individual results due to the
high amounts of deep bathymetry at that locatiapi¢ increase in depth with offshore distance)
and the substantial area analyzed, which was abeiries the size of the Location 2. For
comparison, the maximum depth found in Locatioa @ver 2000 m, while the maximum depth
found at Location 2 is approximately 50 m.

Overall, trends showed increased burial during leigérgy winter months for all cases
and increased burial at shallower depths. Areasabee constantly predicted to have burial
occur were identifiable, as well as areas thata&cbbange from month to month or year to year
depending on the wave forcing. Figures 18 and dbvsxamples of wave forcing changing
from year to year for a given month for Case 1 @ade 2 respectively, as well as seasonal
differences between cases. Figure 18 shows reduge from 2014 (a) to 2015 (b),
particularly along the northern and eastern sidé€zan Clemente Island (on the left side of the
figure) and along the California coast (top righthe figure). Figure 19 shows reduced burial

from 2017 (a) to 2018 (b), as well as the disapgeae of a bar-like feature of approximately
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40% burial off the California coast denoted by atevhectangle. The disappearance of this
feature is significant, as overlooking an areaighlr mine burial creates unidentified risk for
operational forces transiting that area followinigenclearance operations.

Also of note, the predicted burial for August 2qEgure 18 (a)) and January 2018
(Figure 19 (b)) show that the wave climate seasarot always an accurate representation of
burial. The disappearance of this predicted bde@lure and the similarity of burial for August
2014 compared to January 2018 highlights both timaia variability of burial and reinforces the
importance of understanding/predicting the waveate to accurately predict burial.

Burial prediction changes were more pronouncedaseS 3 and 4 since the bathymetry
was shallower, therefore smaller changes in theeveisnate generate larger burial prediction
changes. Figure 20 displays variations month totmusithin a given season during a single
year. This year (2018) showed the most pronouncaatimy burial prediction changes for Case

3, but similar monthly fluctuations can be seendibyears and all cases.

(@) (b)

Figure 18: Difference in predicted burial from 2aGd42015 for August.
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(a) (b)

Figure 19: Difference in predicted burial from 272018 for January.

Figure 20: Variation in predicted monthly buriat fine season (June to August 2018).

During several instances in Case 3 and Case 4] bapial was seen to occur over
several time steps, between 24 and 72 hours. Bhisilkeely be attributed to storm events passing
through a given location and serve as a remingsrtthirial does not have to be a slow process.
Figure 21 shows an example from Case 4, from Ma4¢2017 to March 16, 2017. Over the
course of two days, much of the area off the cobslew Jersey (top right portion of the map)
went from approximately 30%-40% burial to completeial.

There is a six-hour time lapse between Figure Y4rid (b) to illustrate how rapidly the

burial changes occurred, 24 hours between (a) @nd €how the daily change, and 24 hours
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between (c) and (d) showing the establishmentstéady-state final equilibrium burial

percentage.
(a) (b)
(©) (d)

Figure 21: Example of a rapid burial event durimg of the Case 4 scenarios.

After computing the monthly predicted burial fol @l the cases, the results within each
case were averaged to find monthly averages, yasdsages, and a seasonal average for the
entire case (see the yellow boxes in Table 8).SHasonal average was generated by averaging
the monthly and yearly averages all together, congpall scenarios run for each case (15
scenarios). Plots of all results can be found ipéuix C; the BDL is the thick black line

separating the blue and yellow areas.
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When analyzing the data outputs and creating thesBkey concepts to understand were
how the wave climate affects the location of thedoeted BDL; how the BDL can change
temporally for a specific location; and the effe€sediment grain size on the predicted BDL.
Because there may be uncertainty in the wave cimppagdictions and sediment grain size, the
BDL was plotted at 20% predicted burial, which agated for initial impact burial (10%) and a
minimal amount of scour burial. Of note, there wesene areas where the Wavewatchlll data
were unavailable; those are the gray areas fourtdeoBDL plots and dark blue areas on the
DMBP output plots. Missing wave data creates soaps gn the predictions but by using
predictions for similar bathymetry close to thezao# no data, an educated guess can be made as
to whether or not burial will occur.

For any given case, the BDL was found to show mrarability from year to year than
month to month, specifically for Case 3 and Casddre burial is more responsive to smaller
changes in wave climate. Seasonal variability wes @bserved for Location 2 with the BDL
shifting offshore significantly during the wintdtigure 22 shows the comparison between the
seasonal BDL average for Cases 3 (summer) andMeii The areas of significant change are
denoted by the red outline, which comprises aréaster depth between 15 m and 30 m. For
reference, the two white triangles on Figure 2228r&m apart, showing a large increase in BDL
shift offshore from summer to winter. The shift tf€ eastern coast of Delaware (left side of the
figure) was approximately 15 km, also a significglnift. The no data area at the bottom of
Figure 22 consists of water depths between 10 2% tam, so this area would more than likely
experience burial as well. The area of no/minimald predicted for both seasons at the
entrance to Delaware Bay averages between 35 manddepth; burial was not predicted here

during any of the simulations.
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E

Figure 22: Seasonal BDL comparison for Locatio€dde 3 and Case 4).

5.4 Applications of BDL to MCM Operations

The BDL denotes the approximate location for whkeescour or impact dominated
regions exist, or areas of minimal or complete duor areas of non-cohesive sediment.
Understanding where these processes occur in the bjigrational area can inform many
aspects of the planning process and provide inedeesnfidence in MCMC decision making.
For operational decisions, the BDL can increasdidence in the determination between
minehunting, minesweeping, or area avoidance ntic®rm segmentation of the OPAREA and
sequencing of clearance operations, how quickigoauiire/ID needs to happen (due to changing
bottom conditions in certain areas), and the tygesquipment to use (e.g. low frequency sonar
systems to better detect buried mines). From aim@mmental perspective, the BDL can inform
an in situ environmental sampling plan and wher®tas detailed environmental data collection
(waves, currents, winds, sediment type) for impdolarial calculations.

Figure 23 shows an example of how a BDL plot candel to inform OPAREA
placement and geometry for an example amphibiossudtsmission requiring mine clearance
beforehand. The original OPAREA, comprised of e rectangles, provides ideal placement

for the two boat lanes (the two rectangles perpenali to the shore) to reach the objective
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ashore. Overlaying the original area on the map ®IDL plotted shows those areas are
predicted to experience significant mine buriahimost the entire area. Hunting buried mines
takes significantly longer and leaves increasediues risk compared to hunting minimally
buried mines.

By examining the BDL and knowing the sediment tigopredicted to be the same
throughout this region (non-cohesive, so no impacial concerns), a MCMC can make an
informed decision to shift to the revised OPAREAr{dted by the green rectangles). There is
still mine burial predicted in portions of this reed area, but it is predicted in considerably less
of the area, therefore mine clearance can be exghéattake less time and leave less risk. Even
though this is farther from the objective, Mariraegs typically faster and safer traveling ashore to
an objective than traveling through a mine-threaanboard a ship.

There are of course many factors that go into deteng the location of a military
operation (e.g. the enemy threat, proximity of supforces, etc.), but the BDL provides the
commander a better understanding of the operatematonment to help balance the mine

burial threat against these other factors.
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Figure 23: Use of a BDL plot to inform MCM decisiamaking.
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CONCLUSIONS
6.1 Summary of Results

A scour burial model with varying wave conditiomgdasediment sizes was used to
generate time series mine of burial data for aeasfgvater depths. The data showed that wave
height is a more significant variable than sedinsére in predicting burial for a given depth.
The number of time steps for a mine to experiengwen burial percentage was approximately
the same for a given grain size, regardless oivinge forcing. Additionally, the range of
possible burial percentages (0-100%) was skewedrttssminimal burial (0-20%) or maximum
burial (75%-100%). The number of depths experian@id%-75% burial was found to only
occur for an average of 22% of the number of defithsexperience greater than 75% burial.
The finding of this narrow range of intermediateidludepths inferred confidence in the concept
of a BDL predicting either no/minimal burial or si§icant/complete burial sections within a
given area.

The Deterministic Mine Burial Prediction programsagsed to calculate time series of
mine burial for four cases covering two seasonsi(sar and winter) over the course of five
years at two locations; the coast of southern @ali& and around the entrance to the Delaware
Bay. Analysis of the DMBP results showed variatilmm month to month, year to year, and
season to season, as expected.

These findings were compiled into averages andgaas a BDL to characterize mine
burial for a given location and season. The waireate averages showed more fluctuation in
annual seasonal outcomes than in month to montiages for a specific case. The Delaware
case showed pronounced differences in the offdocegion of the seasonal BDL between the
summer and winter, sometimes tripling the BDL offighdistance in some locations. This shift
highlights how areas of shallower bathymetry mayésy sensitive to wave climate

fluctuations.
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6.2 Mine Burial Prediction Importance for MCM Operation s

Mine burial prediction is incorporated into the MGQN&nning process during the mission
analysis phase when planners are characterizingmfieonment, and again during COA
analysis when developing the MCM plan in MNT. Mimgrial is a main factor of the DBT
classification, which is one of the major considierss in determining whether to conduct
minehunting or minesweeping operations; this mékesl prediction extremely important.

A key concept to predicting the expected burialadio™MCM operation is how long the
mines have been deployed, which is important it e initial hunting and in the re-acquire/ID
phase. Where conditions allow, local burial happmriskly while larger scale bedform
migration takes longer to occur. Mines can be hijueburied by the bedform migration, and
sheet-flow conditions at the bed during large wawents can completely change the bottom
picture by rapid burial or object mobility. For sgrnbottoms where mines have been on the
seafloor for more than two weeks, impact buriagsentially irrelevant; subsequent burial
processes have taken over.

To help MCM planners better understand mine bdioiatheir given environment, a BDL
plot can be generated and used during the MissialyAis phase to quickly determine the
feasibility of minehunting in that location, ince#ag confidence in the determination between
minehunting, minesweeping, or area avoidance. [@uhe COA Analysis phase of mission
planning, the BDL can inform segmentation of theABIEA and sequencing of clearance
operations, how quickly re-acquire/ID needs to lespfalue to changing bottom conditions in
certain areas), and the types of equipment toeugelpw frequency sonar systems to better
detect buried mines). From an environmental petsgedhe BDL can inform an in situ
environmental sampling plan and where to focusiléet@nvironmental data collection (waves,
currents, winds, sediment type) for improved butatulations OPAREA geometry,
environmental prediction data required, and MCMipepent/techniques to use.

Utilizing DMBP with additional MATLAB scripts anduinctions developed during this
research, graphical BDL products for specific operal areas can be quickly created and sent
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to forward operating MCM forces to be incorporait@o their MCM mission planning process.
This is a strategic-level, reach-back type suph@t can be generated at an organization like
NAVOCEANO and sent forward to operational/tactisiCM forces.
6.3 Recommendations for Mine Burial Prediction Improvenents

Although a robust amount of data were generatechaatized during this research using
models based in extensive experimentation and eej¢here is always room for improvement.
One of the key findings from data analysis is thiate height plays a significant role in
predicting mine burial. Current NOAA Wavewatch (WW3) model data has 4-minute
latitude/longitude resolution for the U.S., with shof the rest of the world at 30-minute
resolution. Having higher resolution global foradasdcast data or the ability to model/measure
waves for a mission-specific location is criticat ficcurate mine burial predictions.

Additional work needs to be done to understandpadict burial of non-cylindrical
mine shapes. The scour model was developed aredl tesing cylindrical mine shapes with
minimal diameter variations. There are mine shap@sventories worldwide that do not fit this
description; for example the Manta mine from ltiglya truncated cone shape and the Swedish
Rockan mine is wedge-shap&lcganography and Mine Warfgr2000). To provide increased
end-user confidence for burial prediction of alhentypes, scour models need to be developed or
existing models validated to ensure acceptableabprediction of these mine types and other
non-cylindrical mine shapes.

Further analysis can be done with the Burial Domégaline concept by expanding the
hindcast wave data set used to create a longericmtseasonal average (e.g. 10 years, 20
years) for a given location and by considering &oldal locations outside of the U.S. The BDL
can be compared to calculations of the depth cgfuclfor a specific area to see how closely
they are aligned. Month-long burial averages weeithe BDL in this research, but further
analysis can overlay one-week, two-week, three-wae#t month-long BDL predictions over a

given location to clearly show how burial changesrdime.
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The DMBP program was written in MATLAB in the ea@900s, and there were several
compatibility issues when running it with a newersion of MATLAB. There are several
features that were prone to errors or were nottianal, including the bathymetry/sediment data
base import tools and the burial movie feature. MOYas also changed the format of their
WWa3 files, which is not compatible with DMBP’s impgdVW3 function. Some of these
challenges were overcome by generating separaptss(e.g. for importing the new version of
WWa3 files), but additional efforts need to be mé&nl@pdate the program to facilitate ease of
use. Lastly with DMBP, there are placeholders fatidd prediction by bedform migration and
liquefaction when calculating subsequent burisdsthmodels need to be added into the code to
provide increased confidence in burial predictigrfdctoring in these other important processes.

There are many considerations that go into milifdayning. A commander’s operational
and tactical decisions, especially regarding risfotces, is always a compromise filled with
uncertain planning factors. Mine burial is a snbalt extremely important parameter to consider
in any naval operation due to the level of uncattain prediction and the high-risk mines pose
to personnel and assets. The BDL provides a comenansimple tool for better understanding
of the operational environment to help them balaheamine burial threat against these other
factors; the more accurate BDL prediction can be,mhore confidence our military can have in

their operational MCM decisions.
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Appendix A

SCOUR BURIAL MODEL SCRIPT

%% Scour burial time series for mines under various wave conditions

% Rory O'Boyle, U of Delaware, Center for Applied C oastal Research (CACR).
Code modified from the Naval Research Laboratory (N RL) Deterministic Mine
Burial Prediction Program (DMBP). This code is base d on Paul EImore's
version, which was a version of DRAMBUIE based on C arl Friedrich's version
from the Virginia Institute of Marine Science (VIMS ) and later refined by

Trembanis, et al. 2007.
clear; clc;

% Define Wave/Current Parameters
h =1:300; % Water depth (m)
Hs=1; % Wave height (m)
Tp=7;, % Wave period (sec)

t = 1:5000; % Time series length

% Define Environmental Parameters

d50 =0.7; % d50 is sediment grain size in mm

d50 = d50/1000; % Sediment grain size converted to meters

zo = d50/12; % Bed roughness length

g =9.81; % Gravitational acceleration (m/s)

nu = 1.36e-6; % Kinematic viscosity of sea water ((m"2)/s)

p = 0.6; % Used to calculate scour. Dependent on mine geomet ry.
rho = 1027, % Sea water density at 10 deg C (kg/m”3)

rho_s = 2650; % Sediment density (kg/m”"3)

s =rho_s/rho; % Ratio of the sediment density to seawater density

% Define Mine Parameters

As = 0.095; Bs = -2.02; % Used to calculate scour time constant, based on
mine geometry in Whitehouse Eq 5a. Values from Trem banis.

D0 = 0.57; % Initial diameter of exposed mine (m) Mk 57

% End parameters definitions.

%% Begin Calculations
for i=1l:length(h) % For loop to calculate along water depth vector

% Calculate Wave Length (L) based on water depth:

WL = h(i)*2; y = 0; % Seed values for iteration calculation

while  abs(WL-y) > 0.01 % Value for allowable error in the iteration
y =WL;

WL = g*Tp~2/(2*pi)*tanh(2*pi*h(i)/WL);

end

L(i)=WL;

% Bottom horizontal orbital velocity (U)

U(i)=pi*Hs/(Tp*sinh(2*pi*h(i)/L(i)));

% Amplitude of Orbital Wave Motion (A) (Whitehouse Eq 70)
A(i) = U(i)*Tp/(2*pi);

66



%% Calculate Stresses from Waves (for waves only)
% Reynolds Number (Re)
Re(i) = U(i)*A(i)/nu;

% fw (Trembanis et al Eq 10)
fw(i) = exp(5.213*(d50/A(i))"(0.194)-5.977);

% Shields Parameter for Waves Only (Trembanis et al Eqg3)

theta(i) = fw(i)*U(i)"2/(2*g*d50*(s-1));

% Calculate Critical Shield's parameter (theta_cr) from the

% dimensionless grain size (D_star)

D_star = d50*((s-1)*g/(nu"2))(1/3); % Dimensionless grain size (Soulsby Eq
75)

% Check if D_star is for fine sediment
if D_star>=10 % Whitehouse Eq 75b

theta_cr = (0.24/D_star)+0.055*(1-exp(-0.02*D_star) );

else % Whitehouse Eq 75a

theta_cr = 0.3/(1+1.2*D_star) + 0.055*(1-exp(-0.02* D_star));

end

flag = 0; % Flag to mark burial percent greater than 75% to g ett 75
%% Calculate scour over time scale length "T", at i ntervals of "t"

for j= Lilength(t) % For loop to calculate scour time series

% Dimensionless time scale of scour (T_star) (White house Eq 5a)

T_star(i) = As*(theta(i)"Bs);

% Time Scale T is time after which scour depth has developed 63% of
% equilibrium value (Whitehouse Eq 4), based on ini tial diameter (DO)
T(i) = (DO"2)*T_star(i)/sqrt(g*(s-1)*d50"3);

% Obtain Ultimate Scour depth (Se) (Trembanis, et a | 2007)
if  sqrt(theta(i)/theta_cr) < 0.75

Se(i) =0;

elseif  sqgrt(theta(i)/theta_cr) > 1.25

Se(i) = 1.15*D0;

else % sqrt(theta/theta_cr) between 0.75 and 1.25

Se(i) = 1.15*D0*(2*sqrt(theta(i)/(theta_cr)) - 1.5) ;

end

% Total scour (S) after this time step t(j) (Whiteh ouse Eq 3)
S(i.j) = (Se(i)*(1-exp(-t()/T()"P)));

%% Calculate the burial percentage, assuming "buria | by depth”
if  S(i,j) <=DO0

burialPct(i,j) = 100*(S(i,j)/D0); % Percentage of mine burial

elseif  S(i,j) > DO
burialPct(i,j) = 100;
end
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% Record time step when burial reaches 75% (t_75)
if flag == 0 && burialPct (i,j) > 75

flag = 1;

t_75(i,1) = h(i); t_75(,2) = j;

elseif  flag ==

t_75(i,1) = 0; t_75(i,2) = 0;

end

% Adjust mine diameter D due to the total scour bur ial (S)
if j>=2

D(i,1) = DO;

D(i,j) = D(i,j-1)-(S(i.)-S(i.,j-1));

deltaS(i,j) = S(i,j)-S(i,j-1); % Amount of burial for each time step
end

end % jloop for scour (based on length of t)
end % iloop for water depth (length of h)

%% Build and Save Data Structure of the Case

data.Title=[ '‘Burial for Hs=" ,num2str(Hs), 'm, Tp=" ,num2str(Tp), 's, &
d50=" ,num2str(d50), m'

data.info.Description= 'Variables that are MxN matrices have M indices of

depth (h) and N indices of time step (t) value. M i s the length of h and N is
the length of t.' ;

data.Hs=Hs; data.info.Hs= 'Wave Height (m)' ;

data.Tp=Tp; data.info.Tp= 'Wave period (s)' ;

data.d50=d50; data.info.d50= 'Median Grain Size (m)' ;

data.h=h; data.info.h= 'Water depth (m)' ;

data.t=t; data.info.t= ‘Time series vector' ;

data.D0=DO; data.info.DO= 'Initial Mine Diameter' ;

data.D=D; data.info.D= 'Mine diameter change over time due to burial’ ;
data.deltaS=deltaS; data.info.deltaS= 'Incremental scour burial depth (m) for
each time step' ;

data.S=S; data.info.S= 'Scour pit depth (m)' ;

data.burialPct=burialPct;

data.info.burialPct= '‘Burial Percent over time' ;

data.t_75=t_75;

data.info.t_75= "Time step where burial percent reaches 75%' ;

data.T=T, data.info.T= "Time scale for 63% equilibrium burial’ ;
data.L=L; data.info.L= 'Wave length (m) for each depth’ ;

data.U=U; data.info.U= 'Wave orbital velocity at the bed (m/s)' ;
data.Re=Re; data.info.Re= 'Reynolds number for each depth' ;
data.theta_cr=theta_cr;

data.info.theta_cr= 'Critical Shields Parameter’ ;

data.theta=theta;

data.info.theta= 'Shields Parameter for each water depth'’ ;

save([ 'Burial Hs=' ,num2str(Hs), ' Tp=" ,num2str(Tp), ' d50=" ,num2str(d50), ".mat'
], 'data’ );

% END SCRIPT
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Appendix B

DATA PLOTTING FUNCTIONS SCRIPT

%% Plot Generation Script for Scour Burial Data
% Rory O'Boyle, U of Delaware, Center for Applied C

% This script loads the data files generated by the
% can generate multiple types of plots including:

% - Fill Plot showing range of 75% mine burial for
% - Line Plot showing equilibrium burial values for
% - Contour Plots showing burial over time for a gi
% either ten percent contour intervals or MCM Doc
% burial categories.

% The desired plotting function can be selected by
% non-desired plotting functions.

clear; clc

%% Load data files

% Variable Descriptions:

% A# = time step and depth when burial reaches 75%
% B# = time step and depth when burial reaches 75%
% burialA# = burial percentage over time (for d50 =
% burialB# = burial percentage over time (for d50 =

oastal Research (CACR)

Scour Burial Model and

a given wave height,

all wave heights,

ven wave height for
trinal Bottom Type mine

commenting out the

(for d50=0.2mm and Hs=#)
(for d50=0.7mm and Hs=#)
0.2mm and Hs=#)
0.7mm and Hs=#)

%Hs=1

load( 'Burial Hs=1 Tp=7_d50=0.0002.mat' );

Al = data.t_75; burialA1 = data.burialPct;

h = data.h; t = data.t; % h is water depth, t is the number of time steps
load( 'Burial_Hs=1_Tp=7_d50=0.0007.mat' );

B1 = data.t_75; burialB1 = data.burialPct;

% Hs =2

load( 'Burial_Hs=2 Tp=10_d50=0.0002.mat'
A2=data.t_75; burialA2=data.burialPct;

load( 'Burial_Hs=2_Tp=10_d50=0.0007.mat'
B2=data.t_75; burialB2=data.burialPct;

% Hs =3
load( 'Burial_Hs=3 Tp=15_d50=0.0002.mat'
A3=data.t_75; burialA3=data.burialPct;

load( 'Burial_Hs=3 Tp=15_d50=0.0007.mat' );

B3=data.t_75; burialB3=data.burialPct;

% Hs=4

load( 'Burial_Hs=4 Tp=20_d50=0.0002.mat'
Ad=data.t_75; burialAd4=data.burialPct;

load( 'Burial_Hs=4 Tp=20_d50=0.0007.mat'
B4=data.t_75; burialB4=data.burialPct;
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% Hs=5

load( 'Burial Hs=5 Tp=25_d50=0.0002.mat' );
AS5=data.t_75; burialA5=data.burialPct;

load( 'Burial_Hs=5_Tp=25_d50=0.0007.mat' );
B5=data.t_75; burialB5=data.burialPct;

% Hs =6

load( 'Burial_Hs=6_Tp=30_d50=0.0002.mat' );
A6=data.t_75; burialA6=data.burialPct;

load( 'Burial_Hs=6_Tp=30_d50=0.0007.mat' );

B6=data.t_75; burialB6=data.burialPct;

%% Fill Plot showing range of 75% mine burial for

% This fill plot is between a range of d50 values (

% the depth where the mine experiences 75% equilibr
% Dividing the fill plot into two separate plots, 0

% one for Hs= 4 to 6m provides clarity due to reduc

% Adjust data to align properly for fill plot:
% Combine 75% burial values from d50=0.7mm with fli
TotalHs1 = [B1;flip(A1)];

a given wave height (Hs)
0.2mm-0.7mm) and shows
ium burial.

ne for Hs= 1 to 3m and

ed range of depths.

pped d50=0.2mm values:

TotalHs1 = TotalHs1(any(TotalHs1,2),:); % Remove rows of all zeros

TotalHs2 = [B2;flip(A2)]; TotalHs2 = TotalHs2(any(T
TotalHs3 = [B3;flip(A3)]; TotalHs3 = TotalHs3(any(T
TotalHs4 = [B4;flip(A4)]; TotalHs4 = TotalHs4(any(T
TotalHs5 = [B5;flip(A5)]; TotalHs5 = TotalHs5(any(T
TotalHs6 = [B6;flip(A6)]; TotalHs6 = TotalHs6(any(T

% Generate Fill Plots
% Plot Var: fill('vector of 75% burial water depth
% step associated with 75% burial for given water d

otalHs2,2),:);
otalHs3,2),:);
otalHs4,2),:);
otalHs5,2),:);
otalHs6,2),:);

values', 'vector of time
epth’, ‘color of fill")

fill(TotalHs1(:,2), TotalHs1(:,1), ™ ); hold on

fill(TotalHs2(:;,2), TotalHs2(:,1), g ),

fill(TotalHs3(;,2), TotalHs3(:,1), V),

fill(TotalHs4(;,2), TotalHs4(:,1), b ),

fill(TotalHs5(:,2), TotalHs5(:,1), k)

fill(TotalHs6(:,2), TotalHs6(:,1), m);

titte(  'Depth of 75% Mine Burial for Grain Sizes d50 = 0.2 mmto 0.7 mm' )
xlabel(  'Time Step ()’ ); ylabel( 'Water Depth (m)' )

legend( 'Hs=1m' , 'Hs=2m' , 'Hs=3m' , 'Hs=4m' , 'Hs=5m' , 'Hs=6m" )

%% Predicted Final Burial Depth based on non-dimens ional Hs/h

% Shows final (equilibrium) burial percentage for a Il wave heights and

% water depths on one plot.

pl=plot(burialA1(:,5000),(1./h)); hold on

p2=plot(burialA2(:,5000),(2./h)); p3=plot(burial A3( 1,5000),(3./h));
p4=plot(burialA4(:,5000),(4./h)); p5=plot(burial A5( :,5000),(5./h));
p6=plot(burialA6(;,5000),(6./h));

titte(  'Predicted Final Burial Based on Wave Height (Hs) o ver Water Depth (h)
for d50 = 0.2mm’ )

ylabel( 'Wave Height over Water Depth (Hs/h)' ); xlabel( 'Final Burial %' )
legend( 'Hs=1m' , 'Hs=2m' , 'Hs=3m' , 'Hs=4m' , 'Hs=5m' , 'Hs=6m' )

xlim([1 100]); ylim([0 0.1]); grid on;
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pl.LineWidth=2; p2.LineWidth=2; p3.LineWidth=2;
p4.LineWidth=2; p5.LineWidth=2; p6.LineWidth=2;

%% Individual Wave Case Contour Burial Percentage T ime Series for Hs/h

% This plotting function generates contour plots to show burial percentages
% using wave height over water depth ratio (Hs/h) o ver time.

% Plot Var: contourf(Time Step 't', 'Hs/h’, burial time series 'burial A#")

contourf(t,(1./h),burialAl);

¢ = colorbar; c.Label.String = '‘Burial %' ; colormap( ‘jet' ); ylim([0 0.25]);
ylabel( 'Wave Height over Water Depth (Hs/h)' ); xlabel( "Time Step ()’ );
titte(  'Predicted burial based on Wave Height (Hs) over Wa ter Depth (h) for
d50 = 0.2mm" )

%% Comparison of burial over time for three differe nt wave heights

% This plotting function generates contour plots to show how burial

% percentages change over time for three different wave heights using the
% wave height over water depth ratio (Hs/h).

% Plot Var: contourf(Time Step 't', 'Hs/h’, burial time series 'burialB#")

subplot(1,3,1)

contourf(t,(4./h),burialB4); ylim([0 0.25]); hold on;

¢ = colorbar; c.Label.String = '‘Burial %' ; colormap(  jet' )

ylabel( 'Wave Height over Water Depth (Hs/h)' ); xlabel( "Time Step (t)' )
title(  'Predicted burial % based on Hs/h for Hs = 4m (d50 =0.7mm)" )

subplot(1,3,2)
contourf(t,(5./h),burialB5); ylim([0 0.25]);

¢ = colorbar; c.Label.String = '‘Burial %' ; colormap(  jet' )

ylabel( 'Wave Height over Water Depth (Hs/h)' ); xlabel( "Time Step (t)' )
title(  'Predicted burial % based on Hs/h for Hs = 5m (d50 =0.7mm)" )
subplot(1,3,3)

contourf(t,(6./h),burialB6); ylim([0 0.25]);

¢ = colorbar; c.Label.String = '‘Burial %' ; colormap( et )

ylabel( 'Wave Height over Water Depth (Hs/h)' ); xlabel( "Time Step (t)' )
title(  'Predicted burial % based on Hs/h for Hs = 6m (d50 =0.7mm)" )
%% Doctrinal Bottom Type (DBT) Burial Category Cont ours Burial Time Series
% This plotting function creates a contour plot of burial percentage over
% time broken into the MCM Doctrinal Bottom Type (D BT) category intervals.
% Plot Var: contourf(Time Step 't', Water Depth 'h’ , burial time series
‘burialB#")

contourf(t,h,burialB4,[0,10,20,75,100]);

ylabel( 'Water Depth (m)' ); xlabel( "Time Step (t)' )

titte(  'DBT predicted burial categories for Hs = 4m and d5 0=0.7mm" )

% Generate a color map of DBT burial categories (in 5% increments)

% 010=green, 110 = yellow, 100=red, 000=black
map=[010;010;110;110;100;100;1 00;100;100;100;
100;100;100;100;100;000;000;0 00;000;000];

ch =

colorbar(  'Ticks' ,[10,20,75,100], "TickLabels' { '<10%' , '<20%' , '<75%' , '100%" });
cb.Label.String = 'DBT Burial Categories' ; colormap(map);

% End script
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Appendix C

CONTOUR PLOT GENERATION SCRIPT

%% Contour Plot Generation for Scour Burial Data

% Rory O'Boyle, U of Delaware, Center for Applied C oastal Research (CACR)
% This script is used to load in the Master Data St ructure and plot/save

% multiple figures at a time. The script is set up to generate and save

% plots for each wave condition and d50 = 0.2 mm an d 0.7mm (12 total plots)
% for the 10% interval contours OR the MCM Doctrina | Bottom Type (DBT)

% category interval contours; this is changed by co mmenting/uncommenting
% the respective sections of code.

clc; clear

load( 'MASTER_DATA_STRUCTURE_(Hs_1-6,d50_ 2and7).mat' )
h=Master(1).data.h; t=Master(1).data.t; % h=water depth and t=time steps

for i=1:12 % Two values of d50 for each of the six wave condit ions

%% Ten Percent Interval Contour Plot
contourf(t,h,Master(i).data.burialPct)

title([ '‘Burial % Over Time (Hs ="' ,num2str(Master(i).data.Hs), 'm, Tp =
" ,num2str(Master(i).data.Tp), 's, and d50 ="' ,
numa2str((Master(i).data.d50)*1000), 'mm)" 1);

ylabel(  'Water Depth (m)' ); xlabel( "Time Step (t)' );

¢ = colorbar; c.Label.String = '‘Burial %' ; colormap(  ‘jet' ); grid on

% End ten percent interval contour plot

%% Doctrinal Bottom Type Burial Interval Contour Pl ot
contourf(t,h,Master(i).data.burialPct,[0,10,20,75,1 00));

¢ = colorbar; c.Label.String = '‘Burial %' ; colormap(  ‘jet" ); grid on
ylabel( 'Water Depth (m)' ); xlabel( "Time Step (t)' )

% Generate a color map of the DBT Burial Categories
% 010=green, 110 = yellow, 100=red, 000=black

map=[010;010;110;110;100;100;1 00;100;100;100;
100;100;100;100;100;000;000;0 00;000;000;;

cb =

colorbar(  'Ticks' ,[10,20,75,100], 'TickLabels' g '<10%' , '<20%' , '<75%' , '100%' });
ch.Label.String = 'DBT Burial Categories' ; colormap(map)

title([ 'Predicted DBT Burial Categories (Hs =" ,num2str(Master(i).data.Hs),

'm, Tp=" ,num2str(Master(i).data.Tp), 's, and d50 =" ,
numa2str((Master(i).data.d50)*1000), ‘mm)" ])

% End DBT interval contour plot

% Pause between each figure generation, with user-r equired input

prompt = 'Hit Enter’ ; X = input(prompt);

% Save the figure in .jpg format

saveas(gcf,]  'C:\Users\roboyle\Pictures\Contour_Hs_' ,num2str(Master(i).data.Hs
), "and d50 ' ,num2str(Master(i).data.d50), gt D

end % iloop
% END OF SCRIPT
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Appendix D

SCATTER PLOT 75% BURIAL FOR ALL WAVE CONDITIONS AND GRAIN SIZES

%% Scatter Plot of 75% Burial for All Wave Conditio
% This script extracts results from all data files

% plot showing the time step when a particular dept
% for all grain sizes and all wave conditions.

clear; clc

h = 1:300; t = 1:5000;

%% Import data files and extract burial percentage

% Hs=1

load( 'Burial_Hs=1_Tp=7_d50=0.0001.mat' );
Hsl Pct0_1= -data. burialPct(:,:);
Hsl t 75 0 1=data.t 75(,);
Hsl deltaS_0_1l1=data.deltaS(:,:);
load( 'Burial Hs=1 Tp=7_d50=0.0002.mat' );
Hsl1l Pct0_2=data.burialPct(:,:); Hs1_t 75_0_2=data.t
Hsl deltaS_0_2=data.deltaS(:,:);

load( 'Burial Hs=1 Tp=7_d50=0.0003.mat' );
Hsl Pct0 3= -data. bunacht( :); Hs1l t 75 0 3=data.t
Hsl | deItaS 0_3=data.deltaS(;,:);

load( 'Burial_Hs=1_Tp=7_d50=0.0005.mat' );
Hsl1l Pct0 5= -data. burialPct(:,:); Hs1 t 75 0 5=data.t
Hsl deltaS_0_5=data.deltaS(:,:);

Ioad( '‘Burial_Hs=1 Tp=7_d50=0.0007.mat' );
Hsl Pct0 7= -data. bunacht( :); Hsl t 75 0 7=data.t
Hsl deltaS_0_7=data.deltaS(:,:);

load( 'Burial_Hs=1_ Tp=7_d50=0.001.mat' );
Hsl Pctl= data. burialPct(;,:); Hs1 t 75 1=data.t 75(
Hsl_deltaS_l data.deltaS(:,:);

% Compile t_75 values for Hs=1 (time step when 75%
t 75_Hs1(:,:,1)=Hs1_t 75 0_1;t 75 Hs1(:,:,2)=Hs1_t
t 75_Hs1(:,:,3)=Hs1_t_75_0_3;t 75 Hs1(:,:,4)=Hs1_t
t 75 Hs1(:,:,5)=Hs1 t 75 0 7;t 75 Hs1(;,:,6)=Hs1_t
% Compile deltaS values for Hs = 1 (burial at each

deltaS_Hs1(:,:,1)=Hs1_deltaS 0 1, deltaS_Hs1(:,:,2)
deltaS_Hs1(:,:,3)=Hs1_deltaS 0 3; deltaS_Hs1(:,:,4)
deltaS_Hs1(;,:,5)=Hs1_deltaS 0 7; deltaS_Hs1(;,:,6)

% Compile burialPct values for Hs=1 (burial percent
burialPct_Hs1(:,;,1)=Hs1 Pct0_1; burialPct_Hs1(:,:,
burialPct_Hs1(:,:,3)=Hs1_Pct0_3; burialPct_Hs1(:,:,
burialPct_Hs1(:,:,5)=Hs1_Pct0_7; burialPct_Hs1(:,:,

% Hs =2
load( 'Burial_Hs=2_Tp=10_d50=0.0001.mat'

load( 'Burial_Hs=2 Tp=10_d50=0.0002.mat'
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ns and Grain Sizes
and generates a scatter
h experiences 75% burial

% Burial percent for Hs=1m and d50=0.1 mm
% Time step when 75% burial is reached
% Amount of burial for each time step

_75(:,);

_75(,);

_75(:,);

_75(,);

)

burial is reached)
_75 0 _2;
_75_0_5;

_75 1,

time step)

=Hsl deltaS_0 2;
=Hsl deltaS_0 _5;
=Hsl1 deltaS 1;

age at each time step)
2)=Hsl1 Pct0_2;
4)=Hs1 Pct0_5;
6)=Hsl1 Pctl;

); Hs2_Pct0_1=data.burialPct(:,:);
Hs2_t 75 0_1=data.t 75(:,:); Hs2_deltaS_0_1=data.de
); Hs2_Pct0_2=data.burialPct(:,:);
Hs2 t 75 0 2=data.t 75(;,:); Hs2_deltaS_0_2=data.de

ltaS(:,:);

ltaS(:,:);



load( 'Burial_Hs=2 Tp=10_d50=0.0003.mat' ); Hs2_Pct0_3=data.burialPct(:,:);

Hs2 t 75 0 3=data.t 75(;,:); Hs2_deltaS_0_3=data.de ltaS(:,:);

load( 'Burial_Hs=2_Tp=10_d50=0.0005.mat' ); Hs2_Pct0_5=data.burialPct(:,:);
Hs2_t 75 0 _5=data.t 75(:,:); Hs2_deltaS_0_5=data.de ltaS(:,:);

load( 'Burial_Hs=2 Tp=10_d50=0.0007.mat' ); Hs2_Pct0_7=data.burialPct(:,:);
Hs2 t 75 0 _7=data.t_75(;,:); Hs2_deltaS_0_7=data.de ltaS(:,:);

load( 'Burial Hs=2 Tp=10_d50=0.001.mat' ); Hs2_Pctl=data.burialPct(:,:);
Hs2_t 75 1=data.t 75(:,:); Hs2_deltaS_1=data.deltaS G0);

% Compile t_75 values for Hs=2

t 75 Hs2(:,;,1)=Hs2_t 75 0 1;t 75 Hs2(;,:;,2)=Hs2_t 75 0 2;

t 75 Hs2(:,:,3)=Hs2_t 75 0 _3;t 75 Hs2(:;,:,4)=Hs2_t _75 0 _5;

t 75 Hs2(;,;,5)=Hs2_t 75 0 7;t 75 Hs2(;,:;,6)=Hs2_t 75 1;

% Hs=3

load( 'Burial_Hs=3 Tp=15_d50=0.0001.mat' ); Hs3_Pct0_1=data.burialPct(:,:);
Hs3_t 75 0 1=data.t 75(,);

load( 'Burial_Hs=3 Tp=15_d50=0.0002.mat' ); Hs3_Pct0_2=data.burialPct(:,:);
Hs3_t 75 0 _2=data.t_75(:,);

load( 'Burial_Hs=3 Tp=15_d50=0.0003.mat' ); Hs3_Pct0_3=data.burialPct(:,:);
Hs3_t 75 0 3=data.t 75(:,);

load( 'Burial_Hs=3 Tp=15_d50=0.0005.mat' ); Hs3_Pct0_5=data.burialPct(:,:);
Hs3_t 75 0 5=data.t_75(:,);

load( 'Burial_Hs=3 Tp=15_d50=0.0007.mat' ); Hs3_Pct0_7=data.burialPct(:,:);
Hs3_t 75 0 _7=data.t_75(,);

load( 'Burial_Hs=3 Tp=15 d50=0.001.mat' ); Hs3_Pctl=data.burialPct(:,:);
Hs3_t 75 1=data.t 75(:,);

% Compile t_75 values for Hs=3

t 75 Hs3(;,:;,1)=Hs3 t 75 0 1;t 75 Hs3(;,:;,2)=Hs3_t 75 .0 2;

t 75 Hs3(:,:,3)=Hs3_t 75 0 3;t 75 Hs3(:;,:,4)=Hs3_t _75 0 5;

t 75 Hs3(:,:,5)=Hs3_t 75 0 7;t 75 Hs3(:;,:,6)=Hs3_t 75 1;

% Hs =4

load( 'Burial_Hs=4 Tp=20_d50=0.0001.mat' ); Hs4_Pct0_1=data.burialPct(:,:);
Hs4 t 75 0 1=data.t 75(,);

load( 'Burial_Hs=4 Tp=20_d50=0.0002.mat' ); Hs4_Pct0_2=data.burialPct(:,:);
Hs4 t 75 0 2=data.t 75(:,);

load( 'Burial_Hs=4 Tp=20_d50=0.0003.mat' ); Hs4_Pct0_3=data.burialPct(:,:);
Hs4 t 75 0 _3=data.t_75(,);

load( 'Burial_Hs=4 Tp=20_d50=0.0005.mat' ); Hs4_Pct0_5=data.burialPct(:,:);
Hs4 t 75 0 5=data.t 75(:,);

load( 'Burial_Hs=4 Tp=20_d50=0.0007.mat' ); Hs4_Pct0_7=data.burialPct(:,:);
Hs4 t 75 0_7=data.t_75(,);

load( 'Burial_Hs=4 Tp=20_d50=0.001.mat' ); Hs4_Pctl=data.burialPct(:,:);
Hs4 t 75 1=data.t 75(:,);

% Compile t_75 values for Hs=4

t 75 _Hs4(:,:,1)=Hs4_t_75_0_1;t 75 Hs4(:,:,2)=Hs4_t _75_0_2;

t 75_Hs4(:,:,3)=Hs4_t_75_0_3;t 75 Hs4(:,:,4)=Hs4_t _75_0_5;

t 75_Hs4(:,:,5)=Hs4_t_75_0_7;t 75 Hs4(:,:,6)=Hs4_t _75 1,

% Hs=5

load( 'Burial_Hs=5 Tp=25_d50=0.0001.mat' ); Hs5_Pct0_1=data.burialPct(:,:);
Hs5_ t 75 0 1=data.t_75(,);

load( 'Burial_Hs=5 Tp=25_d50=0.0002.mat' ); Hs5_Pct0_2=data.burialPct(:,:);
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Hs5 t 75 0 2=data.t 75(:,);

load( 'Burial Hs=5 Tp=25_d50=0.0003.mat'
Hs5_ t 75 0 _3=data.t_75(:,);

load( 'Burial_Hs=5 Tp=25_d50=0.0005.mat'
Hs5 t 75 0 5=data.t_75(:,:);

load( 'Burial Hs=5 Tp=25_d50=0.0007.mat'
Hs5 t 75 0 7=data.t_75(:,);

load( 'Burial_Hs=5_ Tp=25_d50=0.001.mat'
Hs5_t 75 1=data.t_75(:,:);

% Compile t_75 values for Hs=5
t 75 Hs5(:,:;,1)=Hs5 t 75 0_1;
t_75_Hs5(:,:,3)=Hs5_t_75_0_.
t_75_Hs5(:,:,5)=Hs5_t_75_0_

’

% Hs=6

load( 'Burial_Hs=6_Tp=30_d50=0.0001.mat'
Hs6_t 75 0 1=data.t 75(,);

load( 'Burial_Hs=6_Tp=30_d50=0.0002.mat'
Hs6_t 75 0 2=data.t_75(,);

load( 'Burial_Hs=6_Tp=30_d50=0.0003.mat'
Hs6_t 75 0 3=data.t 75(:,);

load( 'Burial_Hs=6_Tp=30_d50=0.0005.mat'
Hs6_t 75 0 5=data.t_75(:,);

load( 'Burial_Hs=6_Tp=30_d50=0.0007.mat'
Hs6_t 75 0 7=data.t_75(,);

load( 'Burial_Hs=6_Tp=30_d50=0.001.mat'
Hs6_t 75 1=data.t 75(:,:);

% Compile t_75 values for Hs=6
t 75 Hs6(:,:;,1)=Hs6 t 75 0_1;

t 75 Hs6(:,:,5)=Hs6_t 75 0_7;

%% Generate the Scatter plot

for i=1:6 % Six grain sizes
sz = 20*(sqrt(i));
scatter(t_75 Hs1(:,2,i),t_75 Hs1(:1,i),sz,
scatter(t_75_Hs2(:,2,i),t_75_Hs2(:,1,i),sz,
scatter(t_75_Hs3(:,2,i),t_75_ Hs3(:,1,i),sz,
scatter(t_75_ Hs4(:,2,i),t_75 Hs4(:,1,i),sz,
scatter(t_75 Hs5(;,2,i),t_75 Hs5(;,1,i),sz,
scatter(t_75 Hs6(:,2,i),t_75 Hs6(:,1,i),sz,
hold on

end

t 75 Hs5(:,:,2)=Hs5 t
3;t 75 Hs5(;,:,4)=Hs5 _t
7;t_75_Hs5(:,:,6)=Hs5_t

t 75 Hs6(:,:,2)=Hs6 _t
t 75 Hs6(:,:,3)=Hs6_t 75 0 3;t 75 Hs6(:,:,4)=Hs6_t
7;t 75 _Hs6(:,:,6)=Hs6 _t

); Hs5_Pct0_3=data.burialPct(:,:);
); Hs5_Pct0_5=data.burialPct(:,:);
); Hs5_Pct0_7=data.burialPct(:,:);

); Hs5_Pctl=data.burialPct(:,:);

); Hs6_Pct0_1=data.burialPct(:,:);
); Hs6_Pct0_2=data.burialPct(:,:);
); Hs6_Pct0_3=data.burialPct(:,:);
); Hs6_Pct0_5=data.burialPct(:,:);
); Hs6_Pct0_7=data.burialPct(:,:);

); Hs6_Pctl=data.burialPct(:,:);

% Change circle size for each iteration

filled'
filled'
filled'
filled'
filled'
filled'

N N N N N

legend( 'd50=0.1mm' ,'d50=0.2mm' , 'd50=0.3mm' , 'd50=0.5mm" , 'd50=0.7mm"' , 'd50=1mm' )

title(  'Time to 75% burial for all wave conditions (Hs =1

grain sizes (d50 = 0.1mm to 1 mm)'
xlabel( 'Time Step (1)’ ); ylabel(

% END SCRIPT

m to 6m) and all

)
'"Water depth (m)' )
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Appendix E

DATA OUTPUT FILE COMBINATION

% This script combines multiple data files into the "Master" data structure
clc; clear

% List of all file names to combine (this combines all wave heights and the
% d50 = 0.2mm and d50 = 0.7 mm cases)

files = { '‘Burial_Hs=1 Tp=7_d50=0.0002.mat' , 'Burial_Hs=

1 _Tp=7_d50=0.0007.mat" , 'Burial_Hs=2_Tp=10_d50=0.0002.mat' , 'Burial_Hs=
2_Tp=10_d50=0.0007.mat' , '‘Burial_Hs=3 Tp=15_d50=0.0002.mat' , 'Burial_Hs=
3_Tp=15_d50=0.0007.mat' , '‘Burial_Hs=4 Tp=20_d50=0.0002.mat' , 'Burial_Hs=
4 Tp=20_d50=0.0007.mat' , '‘Burial_Hs=5_Tp=25_d50=0.0002.mat' , 'Burial_Hs=
5_Tp=25_d50=0.0007.mat' , 'Burial_Hs=6_Tp=30_d50=0.0002.mat' , 'Burial_Hs=
6_Tp=30_d50=0.0007.mat"  };

for m = Ll:numel(files)
Master(m) = load(files{m});
end

% Saves the combined data structure to a .mat file
save([ 'MASTER_DATA STRUCTURE_(Hs 1-6,d50_2and7).mat' ], 'Master' )
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Appendix F

DMBP PROGRAM ADDITIONS

% RORY O'BOYLE (University of Delaware) EDITS JUL-N OV 2019:

% - LINE 2039: Location of default values when you click "Start Subsequent
% Burial" for (Lat, Long, Grid Spacing, Grid Spacin g, # of lat grids, # of

% long grids); these can be adjusted to your specif ic location to quickly run

% multiple cases

% - LINES 2927 to 2943: Updated burial movie script to use MATLAB 2017
% functions; unable to fix land changing color betw een frames.

% - LINES 3150 to 3176: Addition of Burial Dominanc e Line (BDL) Plotting
% Function: User needs to uncomment lines 3158 to 3 174 to enable the BDL
% plotting function, and comment lines 3134 to 3147 to prevent the

% generation of the original burial plotting script

BURIAL TIME SERIES MOVIE GENERATION SCRIPT WRITTERROR DMBP SCRIPT

%% BEGIN BURIAL MOVIE CREATION - Revised by Rory O' Boyle 29 JUL 19
mapHandle = Map_Mine_Burial( ‘new' , handles, timelndex); axis tight ;
fullname = strcat(pname, \" , fname); % Sets video file name to user input

v = VideoWriter(fullname);
v.FrameRate = 5;

open(v);
set(gca, 'nextplot’ , 'replacechildren’ );
count=1;
for ii = timelndex:timeEndIndex
mapHandle = Map_Mine_Burial(mapHandle, handles, i);

Frame = getframe(gcf);
writeVideo(v, Frame);
count = count+1;

end

close(v);

% END MOVIE GENERATION
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BURIAL DOMINANCE LINE SCRIPT WRITTEN FOR THE DMBP GRIPT

%% BEGIN BURIAL DOMINANCE LINE (BDL) PLOT - Rory O Boyle 14 NOV 19

% Generate a contour plot showing less than 20% bur ial and > 20% burial
% Contours were set at 0, 10, 20, and 100 to accoun t for initial 10% impact
% burial assumed for all mines, and to highlight ar eas of no/bad data (0%).
% xPoints is the longitude of the mines, yPoints is the latitude of the

% mines, and Zl/zmtx provides the burial% value.

contourf(xPoints, yPoints, max(Zl, 10*zmtx), [0,10, 20,100]); hold on;
% Colormap of blue for 0-20% burial and yellow for 20-100% burial
map=[0.80.8.8;.2.21;.2.21;.2.21;110 ;110;,110;110;1
10, 110;,110;110;110;110; 110;1 10, 110;110;0.3
0.30;0.30.30];

cb = colorbar( ‘Ticks' ,[0,15,50,100], ‘TickLabels' { 'No Data’ , '0-20%
Burial' , '20-100% Burial' , 'Land" });

colormap(map); cb.Location = 'southoutside' ;

cb.Label.String = 'BDL Burial Categories' ;

title(  'Case 4 Burial Dominance Line: SEASONAL AVERAGE' );

% This portion generates the thick contour line for the BDL at 20% burial
BDL = [20 20]; % Sets BDL for the 20% burial contour

contour(xPoints, yPoints, max(Zl, 10*zmtx), BDL, -k' , 'LineWidth' , 3)
% Plot x and y labeling functions same as mine buri al time series plots
set(gca, 'FontSize' , 14); axis tight ; grid on;

plotLabels = get(handles.Mine_Burial_Plot_Label edi t, 'String' );

xlabel(plotLabels{4}); ylabel(plotLabels{3});

% END BURIAL DOMINANCE LINE PLOT FUNCTION
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Appendix G

NOAA WAVEWATCH Il FILE CONVERSION

%% NOAA WAVEWATCH IIl WAVE DATA FILE CONVERSION (.g rb2 files)

% This script is used to convert NOAA WAVEWATCH llI wave condition data

% that is in .grb2 file format into a .txt format u sed by DMBP. For this
% script to work, the NC Toolbox for MATLAB needs t o be installed. A free

% version can be found at: https://github.com/nctoo Ibox/nctoolbox/releases.
% NOAA WAVEWATCH Il historical data files can be f ound at:

% ftp://polar.ncep.noaa.gov/pub/history/waves/multi _u

% The NOAA WAVEWATCH Il website is: https://polar. ncep.noaa.gov/waves/
% Hs is for Significant Wave Height; Tp is for Wave Period

HsFilename =  'multi_1.at 4m.hs.201406.grb2' ;

TpFilename = 'multi_1.at_4m.tp.201406.grb2' ;

% Runs the files through the NC Toolbox function

HsData = ncgeodataset(HsFilename); TpData = ncgeod ataset(TpFilename);

% Reads the variable names from the files into Matl ab so they can be called

% directly later in the script.
HsData.variables; TpData.variables;

%% Extract Wave Height, Period, Time, and Location information:

Hs =

HsData{ 'Significant_height_of combined_wind_waves_and_swel |_surface'  }(:,.,%);
Tp = TpData{ 'Primary_wave_mean_period_surface' S

% These variables are the same for both the wave he ight and period files.

Lat = HsData{ ‘'lat' }(:); Lon = HsData{ ‘lon"  }(:); Time = HsData{ ‘time'  }();
%% Reduces the data set to your bounded area of int erst

% ***BE SURE TO UPDATE LAT/LONG values for your are a of interest; needs

% to match what is used in DMBP***

LatMin = 38.25;

LatMax = 39.25;
LonMin = -75.25;
LonMax = -74.5;

LatMask = ((Lat > LatMin) & (Lat < LatMax));
LonMask = ((Lon > LonMin) & (Lon < LonMax));

% Reduce data sets to the area of interest
Hs = Hs(:, LatMask, LonMask); Tp = Tp(:, LatMask, LonMask);

% Rename the output files as appropriate; needs .tx t file type
OutputHsFile = 'DE_output_hs_JUN14.txt' ;
OutputTpFile = 'DE_output_tp_ JUNZ14.txt' ;

fp_hs = fopen(OutputHsFile, 'w');
fp_tp = fopen(OutputTpFile, 'w');
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%% Write the extracted Hs and Tp values to the outp ut file
for time_index =1 : size(Hs,1);
for lat_index = 1 : size(Hs,2);
for lon_index =1 : size(Hs,3);

fprintf(fp_hs, '%4.2f' |, Hs(time_index, lat_index, lon_index));
fprintf(fp_tp, '%4.2f" |, Tp(time_index, lat_index, lon_index));
end % lon_index
fprintf(fp_hs, \n" o );
fprintf(fp_tp, \n'" );

end % lat_index
end % time_index

fclose(fp_hs); fclose(fp_tp);

% ***QOnce the script has run, record the values for “lat_index" and
% "lon_index"; these provide the values for "Number of wave height and
% period latitude/longitude grids" when running the Subsequent Burial

% process in DMBP***

% END SCRIPT
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Appendix H

DMBP OUTPUT FILE DATA ANALYSIS/AVERAGING

%% DMBP Data Output Calculations

% This script compiles and averages the subsequent

% results from DMBP and saves averages for each mon
% year in the case, and an overall seasonal average

% files from this script, graphics of time series b

% along with the Burial Dominance Line.

mine burial output

th in the case, each

. With the .mat output
urial can be generated,

% Key variables in the DMBP .mat output files:
% - burialOutput: Time series of burial for each mi
% - mineLocations: Provides the Latitude and Longit

% NOTE: The row indices are what tie the exact "min
% example row 547 in "mineLocations" gives the lat/
% burial time series in row 547 of "burialOutupt".

clc; clear

% Load DMBP Output Files

JUN15 =load( 'Case3 JUNI15.mat" ); JUN16 = load(
JUN17 =load( 'Case3 JUN17.mat" ); JUN18 = load(
JUN14 = load( 'Case3_JUN14.mat" ),

JUL15 =load( 'Case3 JUL15.mat" );JUL16 = load(

JUL17 =load( 'Case3_JUL17.mat" );JUL18 = load(

JUL14 =load( 'Case3_JULl4.mat" ),

AUG15 =load( 'Case3_AUG15.mat" ); AUG16 = load(
AUG17 =load( 'Case3_AUG17.mat'" ); AUG18 = load(

ne.
ude of each mine.

e" to each variable; for

long location of the

'Case3_JUN16.mat' );
'Case3_JUN18.mat' );

'Case3_JULl6.mat" );
'‘Case3_JUL18.mat" );

'‘Case3_AUGIl6.mat" );
'‘Case3_AUGI18.mat' );

AUG14 = |load( 'Case3_AUGl4.mat' );

% Mine Locations are the same for all cases
mineloc = AUG14.mineLocations;

%% Extract burial output percentages

bj15 = JUN15.burialOutput; bj16 = JUN16.burialOutpu
bj17 = JUN17.burialOutput; bj18 = JUN18.burialOutpu
bj14 = JUN14.burialOutput;

% **NOTE that July and August outputs are limited
% June is only 30 days and therefore has 8 less (th
% time steps are in 3 hour increments)***

bf15 = JUL15.burialOutput(:,1:241); bf16 = JUL16.bu
bf17 = JUL17.burialOutput(:,1:241); bf18 = JUL18.bu
bf14 = JUL14.burialOutput(:,1:241);

bm15 = AUG15.burialOutput(:,1:241); bm16 = AUG16.bu
bm17 = AUG17.burialOutput(;,1:241); bm18 = AUG18.bu
bm14 = AUG14.burialOutput(:,1:241);
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%% Calculate the Average Burial for each month and each year
JUNAvg = (bj15+bj16+bj17+bj18+bj14)/5; % Five years of cases
JULAvg = (bf15+bf16+bf17+bf18+bf14)/5;

AUGAvg = (bm15+bm16+bm17+bm18+bm14)/5;

Avg2015 = (bj15+bf15+bm15)/3; Avg2016 = (bj16+bf16+ bm16)/3;

Avg2017 = (bj17+bf17+bf17)/3; Avg2018 = (bj18+bf18+ bf18)/3;

Avg2014 = (bj14+bf14+bf14)/3; % Three months of each season per year

%% Create the variables for making the Average Data Files

% Below are the variables that are consistent among all cases, and required
% in the .mat file in order to properly load into D MBP to generate

% graphical outputs.

TAB1GridData = JUN14.TAB1GridData;

timeStartDateNum = JUN14.timeStartDateNum;

timeEndDateNum = JUN14.timeEndDateNum;

mineLocations = JUN14.mineLocations;

initBurial = JUN14.initBurial;

meanBurial = []; medianBurial = []; stdBurial = []; heightAS =];
VOIAS = []; impactburu = 0; subburu = 1;

% JUN AVG

burialOutput = JUNAvg;

save( 'Case3 JUNAVG.mat' , 'TAB1GridData' |, 'timeStartDateNum' , 'timeEndDateNum' ,'m
ineLocations' , 'burialOutput' , 'initBurial’ , 'meanBurial'’ , 'medianBurial’ , 'stdBur
ial' , 'heightAS' , 'volAS' , 'impactburu’ , 'subburu’ )

% JUL AVG

burialOutput = JULAvg;

save( 'Case3_JULAVG.mat' , 'TAB1GridData' , 'timeStartDateNum' , 'timeEndDateNum' ,'m
ineLocations' , 'burialOutput' , 'initBurial’ , 'meanBurial'’ , 'medianBurial’ , 'stdBur
ial' , 'heightAS' , 'volAS' , 'impactburu’ , 'subburu’ )

% AUG AVG

burialOutput = AUGAVvg;

save( 'Case3 AUGAVG.mat' , 'TAB1GridData' |, 'timeStartDateNum' , 'timeEndDateNum' ,'m
ineLocations' , 'burialOutput’ , 'InitBurial’ , 'meanBurial' , 'medianBurial’ , 'stdBur
ial' , 'heightAS' , 'volAS' , 'impactburu’ , 'subburu’ )

%% YEARLY AVERAGES
% 2015 AVG
burialOutput = Avg2015;

save( 'Case3 AVG2015.mat'" , 'TABlGridData' , 'timeStartDateNum' , 'timeEndDateNum' '
minelLocations' , 'burialOutput’ , 'InitBurial’ , 'meanBurial' , 'medianBurial’ , 'stdBu
rial' ,'heightAS' |, 'volAS' | 'impactburu’ , 'subburu’ )

% 2016 AVG
burialOutput = Avg2016;

save( 'Case3 AVG2016.mat'" , 'TABlGridData' , 'timeStartDateNum' , 'timeEndDateNum' '
mineLocations' , 'burialOutput’ , 'InitBurial’ , 'meanBurial' , 'medianBurial’ , 'stdBu
rial' ,'heightAS' |, 'volAS' | 'impactburu’ , 'subburu’ )

% 2017 AVG
burialOutput = Avg2017;

save( 'Case3 AVG2017.mat'" , 'TABlGridData' , 'timeStartDateNum' , 'timeEndDateNum' '
mineLocations' , 'burialOutput’ , 'InitBurial’ , 'meanBurial' , 'medianBurial’ , 'stdBu
rial' ,'heightAS' |, 'volAS' | 'impactburu’ , 'subburu’ )
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% 2018 AVG
burialOutput = Avg2018;

save( 'Case3_AVG2018.mat" , 'TABlGridData' , 'timeStartDateNum’ , 'timeEndDateNum" "'
minelLocations' , 'burialOutput’ , 'InitBurial’ , 'meanBurial' , 'medianBurial’ , 'stdBu
rial' ,'heightAS' |, 'volAS' |, 'impactburu’ , 'subburu’ )

% 2014 AVG
burialOutput = Avg2014;

save( 'Case3_AVG2014.mat" , 'TABlGridData' , 'timeStartDateNum' , 'timeEndDateNum" "'
minelLocations' , 'burialOutput’ , 'InitBurial’ , 'meanBurial' , 'medianBurial’ , 'stdBu
rial' ,'heightAS' |, 'volAS' , 'impactburu’ , 'subburu’ )

% OVERALL CASE SEASONAL AVG

burialOutput = (Avg2015+Avg2016+Avg2017+Avg2018+Avg 2014)/5;

save( 'Case3_AVG_OVERALL.mat' , 'TAB1GridData' , 'timeStartDateNum' , 'timeEndDateNu
m', 'mineLocations' , 'burialOutput’ , 'initBurial’ , 'meanBurial’ , 'medianBurial’ ,'S
tdBurial' , 'heightAS' | 'volAS' |, 'impactburu’ , 'subburu’ )

% END SCRIPT
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Appendix |

THE DETERMINISTIC MINE BURIAL PREDICTION SYSTEM
EXPERIMENTATION GUIDE

The Deterministic Mine Burial Prediction (DMBP) $gs developed by the U.S. Naval
Research Laboratory (NRL) was used to study sulesgagunine burial characteristics for two
locations and two seasons using historical wavarigrdata. A summer season covering June,
July and August and a winter season covering Jgnkabruary, and March was examined for
each location over a five year period. Using theseguent burial outputs from DMBP, monthly,
yearly, and seasonal averages were computed foridcdtions. The results were summarized
by a “Burial Dominance Line” (BDL) which shows tle&tent of subsequent burial processes
occurring at a location for a given season.

SOFTWARE AND PLATFORM:
Operating SystenwWindows 10
SystemDell OPTIPLEX 990 with a 3.30 GHz processor abdaB RAM
Programs Used
0 NRL'’s Deterministic Mine Burial Prediction systeMATLAB)
o NAVOCEANO: DBDBV 5.2
0 NAVOCEANO: Sediments2.0
Software MATLAB Version R2017b
MATLAB Add-OnNC Toolbox <ttps://github.com/nctoolbox/nctoolbox/releases

GENERAL PROCEDURE TO RUN A CASE IN DMBP:
1. Create the bathymetric and sediment maps for andoaation
2. Download NOAA WaveWatch Il (WW3) historical datacaconvert to
usable format
3. Set up DMBP Input Settings for the case
Run all instances (month and year) of the case
Data analysis and burial graphics of the DMBP otgtpu

ok
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1. CREATE BATHYMETRIC AND SEDIMENT MAPS FOR A GIVEN LO _CATION: :
Bathymetry: The ‘.yxz’ bathymetry files were credtey running the NAVOCEANO
DBDBV program. Run the DBDBYV from Java file and utghe specific latitude and
longitude coordinates for the desired area. The ogxput file saves in the same location
as the executable file; it can be moved to a morwenient location after creation.

0 The executable file is found in the directory:
C:\DMBP\DMBP_src\dbdbv_v5.2\tools\bin\Windows
File Name: “dbdbv5.jar”
Sediments: The ‘.s’ sediment files were createduoyning the NAVOCEANO
Sediments2.0 program. The ” Surface_Sediment_Typ#d.doc” file in the
Sediments2.0 documentation folder provides thegquore and format to use the
extraction tool (Appendix C, pg. 50). The .s outfgtsaves in the same location as the
executable file; it can be moved to a more converi@ation after creation.
0 The executable file is found in the directory:
C:\DMBP\DMBP _src\Sediments\Version2.0\tools\PC
File Name: “extract.exe”
o Sediment Database Location:
“C:\DMBP\DMBP_src\Sediments\Version2.0\databasésydwv2.h5”
o0 Manually chose/input site location

2. DOWNLOAD NOAA WAVEWATCH Il HISTORICAL DATA AND CON__ VERT TO
USABLE FORMAT
Download the NOAA WW3 .grb2 wave model data files ignificant wave height
“Hs” and period “Tp”) for each instance of the cés®nth and year) from the website:
ftp://polar.ncep.noaa.gov/pub/history/waves/multi 1
o0 Select the link for the year and month of interdegn click on the “gribs” link.
o An example file name for the significant wave heigiodel data for the Western
Atlantic (covering Delaware) is: “multi_1.at_4m.281808.grb2”
o0 Save the .grb2 files in the same folder as the “MQOMW3 File Conversion”
MATLAB script file.
Ensure “NC Toolbox” for MATLAB is installed.
Run the “NOAA WW3 File Conversion” MATLAB script ah
0 Adjust .grb2 file names (for both Hs and Tp)
o Adjust the lat/long for the location of interestatthing to the bathymetry and
sediment lat/long parameters
0 Adjust output file names (for both Hs and Tp)
0 Run the script
***Record the values of the “lat index” and “londex” variables created
when running the script, as this provide the vafoeshe “Number of
wave height and period latitude/longitude grids” BEMBP’s Post Impact
Burial calculations.***
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Best Practices:

0 Keeping all .grb2 files for a specific case in fagne folder allows you to just
adjust the month/year of the input/output file nanmethe conversion script and
rerun the script to quickly create all required fites for each case.

o Record all relevant variables for each case inreagfsheet for quick reference:

Geographic Grid (latitude and longitudes) and tatah
WWS3 data resolution
Latitude and Longitude grid spacing (based on W\&ta desolution)
The number of WW3 data latitude grids and longitgdds for the
location (the “lat index” and “lon index”)
Another good NOAA reference providing additiondbimation about WWa3 files,
including the geographic coverage of the differgning conventions is:
https://polar.ncep.noaa.gov/waves/hindcasts/protti-muphp

3. SET UP DMBP INPUT SETTINGS FOR THE CASE

The NRL report number NRL/FR/7440--09-10,146 titfétie Deterministic Mine
Burial Prediction System” dated 12 JAN 2009 prosidehorough overview of
DMBP as well as an installation and user’s guidee procedures outlined in
Appendices B and C of that report were followedthis experimentation and are
discussed below. The full report can found at:
https://pdfs.semanticscholar.org/906f/444876027482e0bcd2f4f101430ad371.pdf
Steps taken in each of the DMBP program GUI tabdisted below:
OCEAN DATA:
o Imported bathymetry (.yxz) and sediment (.s) fdesl ensured the “Database
Information” for the latitudes and longitudes wemrect.
SEDIMENT LAYERING:
o lIgnored this tab since the sediment layering infation is only required to
calculate impact burial (not part of this study).
MINE SEEDING/IMPACT:
0 Adjusted mine type parameters to be a MK 57 mine.
0 Used the “Seed Mines” button to randomly seed 3a0ts.
o Ignored impact burial calculations, as this stualyused on subsequent burial.
POST IMPACT BURIAL:
o0 Chose scour process checkbox to activate the “@cggaphy Data Files to
Use” section.
0 The default value of 10% initial impact burial wsedected for all cases.
0 Select the appropriate wave period (Tp) and wavghhéHs) WW3 .txt files.
o0 Set the time information at the bottom to the fatay of the month of interest
at 00:00:00 and the end time to the first day efriext month at 00:00:00.
The sample period is 10800 seconds (3 hours) for3/ddéta.
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ANALYSIS TOOLS:
o Clicked on “Map Mine Positions” to ensure the mihese been properly
seeded and covered a majority of the area.
o For “Plot Labels”, a generic input title of “DMBPuiput Case # (Month
Year)” was used.
o0 Set the color map to “jet” under “Plot Controls”.
To complete the Input Settings file, go to “Fil@’the top left and choose “Save the
settings to file”. This allowed for each instandeh® case to have the same input
information, specifically the mine locations. Sirtbe mine locations are randomly
generated each time the “Seed Mines” function e&lwnd exact locations needed to
be compared/averaged together, it was importamséahe same input settings file
for each area. Otherwise, the indices of the nogations in the output files would be
completely different, making comparison analysiarheimpossible. Mine locations
were kept consistent between low energy (summerhagh energy (winter) analysis
(Case 1 vs. Case 2 and Case 3 vs. Case 4).
The Bathymetry and Sediments maps generated d'®tlean Data” tab were saved
as MATLAB .fig files and .jpg files for future refence.

4. RUN ALL INSTANCES OF THE CASE

With the settings input file saved, the requireldimation could quickly be
loaded into DMBP and the different instances (défeé months and years of
WWa3 data) could be run for each case.

By having a standard naming convention for the WlAiBput files and keeping
them all in the same folder, the different instancan efficiently be run by
adjusting the month/year of the wave period anden@ight file names in the
“Oceanography Data Files to Use” section in thestRmpact Burial” tab, and
updating the month/year in the “Time Informatiotson.

o0 Example naming convention used for the WW3 outpes fvas
“CA_output_tp_ JUN14.tktwhere the JUN14 portion could be changed
to “JUL14 to proceed to the next instance instead of brog/éor the
new file.

After selecting “Start Subsequent Burial”, the dxdatabase of relevant variables
was used to reference the lat/long information gudl spacing information.

0 The default answers that show up in this windowlmaichanged to the
actual values for the specific case in the DMBP MAB script; this sped
up the process.

Once the subsequent burial calculations were cdethléhe subsequent burial
was mapped for the last time step for the monthat'Analysis Tools” tab. The
figure was saved as both a MATLAB .fig and as g fjr future use. The
MATLAB .fig file allows you to open in MATLAB and se the data cursor tool to
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get exact burial and lat/long values. Longitudthes“x” variable, latitude is the
“y” variable, and percent burial is the “z” variabl
The data run file was saved for burial data ansa)yai to quickly bring up the
results to generate additional graphics withoutmamg the case. The key output
variables in the “.mat” data run file are:
o burialOutput provides burial for each mine for each time g&g. a 3000
X 249 matrix, where the rows are the mine indigesthe columns are the
time steps)
0 minelLocationsprovides the lat/long for each mine randomly seked

5. DATA ANALYSIS AND BURIAL GRAPHICS OF THE DMBP OUTPU TS

Data Averaging:

(0]

(0]

The .mat results output files were loaded into MAB_and the burial time series
was extracted for each instance of a given casetayes were then calculated for
each month (covering all five years), for each yeavering all 3 months of the
season), and an overall seasonal average (cowafimgpnths and years).

Once the averages were calculated, they were wiitte new .mat files.

Load averaged files into DMBP and create Burialghies:

(0]

The average .mat files can be loaded into DMBP édtading the settings input
files. Using the functions in the “Analysis Toolsib, burial graphics can be
generated just like using the original output files
In order to create the Burial Dominance Line (B@japhics, the User needs to
go into the revisedDMBP.ni script and comment out the regular plotting sacti
(lines 3134 to 3147) and uncomment the BDL plotgegtion (lines 3158 to
3174). Using the “Map Burial For This Time” pushtaut on the “Analysis
Tools” tab, a BDL plot will be generated for thdested date/time.
NOTE: The geographical scaling of the BDL figuredme distorted due
to the size of the figure window and location of tegend; this could be
fixed by adjusting the size of the window.
After loading the settings input file for a givease, any of the different averaged
burial output files can be loaded into DMBP. THiswas for the User to generate
graphics for a given average (e.g. a particulartimoof the case, and quickly
switch to a different average output (e.g. a paldicyear) and create new
graphics.
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Appendix J

DMBP CASE OUTPUTS

CASE 1: June 2014-2018 output results.
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CASE 1: July 2014-2018 output results.
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CASE 1: August 2014-2018 output results.
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CASE 2: January 2015-2019 output results.
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CASE 2: February 2015-2019 output results.
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CASE 2: March 2015-2019 output results.
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CASE 3: June 2014-2018 output results.
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CASE 3: July 2014-2018 output results.
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CASE 3: August 2014-2018 output results.
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CASE 4: January 2015-2019 output results.
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CASE 4: February 2015-2019 output results.
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CASE 4: March 2015-2019 output results.
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Appendix K

BURIAL DOMINANCE LINE PRODUCT OUTPUTS

CASE 1: Burial Domiance Line Seasonal Result.
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CASE 1: Burial Domiance Line Yearly Results.
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CASE 1: Burial Domiance Line Monthly Results.
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CASE 2: Burial Dominance Line Seasonal Result.
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CASE 2 : Burial Domiance Line Yearly Results.
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CASE 2: Burial Dominance Line Monthly Results:
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CASE 3 Burial Dominance Line Seasonal Result.



CASE 3: Burial Dominance Line Yearly Results.
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CASE 3: Burial Dominance Line Monthly Results.
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CASE 4: Burial Dominance Line Seasonal Result.
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CASE 4: Burial Dominance Line Yearly Results.
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CASE 4: Burial Dominance Line Monthly Results.
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