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Participants studied seven meaningful scene-regions bordered by removable boundaries
(30 s each). In Experiment 1 (N = 80) participants used visual or haptic exploration and
then minutes later, reconstructed boundary position using the same or the alternate mod-
ality. Participants in all groups shifted boundary placement outward (boundary extension),
but visual study yielded the greater error. Critically, this modality-specific difference in
boundary extension transferred without cost in the cross-modal conditions, suggesting a
functionally unitary scene representation. In Experiment 2 (N = 20), bimodal study led to
boundary extension that did not differ from haptic exploration alone, suggesting that
bimodal spatial memory was constrained by the more ‘‘conservative’’ haptic modality. In
Experiment 3 (N = 20), as in picture studies, boundary memory was tested 30 s after
viewing each scene-region and as with pictures, boundary extension still occurred. Results
suggest that scene representation is organized around an amodal spatial core that orga-
nizes bottom-up information from multiple modalities in combination with top-down
expectations about the surrounding world.

� 2015 Elsevier B.V. All rights reserved.
1. Introduction

Multiple sensory modalities provide the perceiver with
rich information about the surrounding world. In spite of
this, similar to other areas of perception, research on scene
perception has typically been studied through a modality-
specific lens (usually vision; Intraub, 2012; O’Regan,
1992). Yet, even when perception is limited to the visual
modality alone participants frequently remember seeing
the continuation of the scene just beyond the boundaries
of the view, in the absence of any corresponding sensory
input (boundary extension; Intraub & Richardson, 1989).
This can occur very rapidly, across intervals as brief as a
saccadic eye movement (Dickinson & Intraub, 2008;
Intraub & Dickinson, 2008). Boundary extension may be
an adaptive error that facilitates integration of successive
views of the world (Hubbard, Hutchison, & Courtney,
2010; Intraub, 2010, 2012). Indeed, research has shown
that boundary extension can prime visual perception of
upcoming layout, when that layout is subsequently
presented (e.g., Gottesman, 2011).

What leads to this spatial error? Intraub (2010, 2012)
and Intraub and Dickinson (2008) suggested that rather
than a visual representation, representation of visual scenes
is actually a multisource representation in that it incorpo-
rates information from both the sensory source (vision)
as well as top-down sources of information that place the
studied view within a likely surrounding spatial context.
Potential top-down sources include amodal continuation
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of the surface beyond the boundaries (Fantoni, Hilger,
Gerbino, & Kellman, 2008), general scene knowledge based
upon scene classification (Greene & Oliva, 2009), and
object-to-context associations (Bar, 2004). The purpose of
our research was to determine if boundary extension
following visual or haptic perception of the same scene-re-
gion is supported by a single multimodal scene representa-
tion or by two functionally independent modality-specific
scene representations.

Boundary extension is a spatial error in which a swath
of anticipated space just beyond the boundaries of the
view is remembered as having been perceived. Neuroimag-
ing and neuropsychological research have shown that
boundary extension is associated with neural activation
of brain regions thought to play important roles in spatial
cognition: the hippocampus, parahippocampal cortex,
and retrosplenial complex (Chadwick, Mullally, &
Maguire, 2013; Mullally, Intraub, & Maguire, 2012; Park,
Intraub, Yi, Widders, & Chun, 2007). The hippocampus
has long been associated with spatial representation and
navigation (Burgess, 2002; Maguire & Mullally, 2013;
O’Keefe & Nadel, 1978). The parahippocampal cortex and
retrosplenial complex have been associated with percep-
tion of spatial layout, and with the integration of local
spaces within larger spatial contexts, respectively
(Epstein, 2008). Recent research has shown that the
parahippocampal cortex responds similarly to visual and
haptic perception of layout (Wolbers, Klatzky, Loomis,
Wutte, & Giudice, 2011; also see Epstein, 2011), underscor-
ing the spatial rather than modality-centric role of this
brain area.

It has been suggested that scene representation is fun-
damentally an act of spatial cognition (Dickinson &
Intraub, 2008; Gagnier, Dickinson & Intraub, 2013;
Gagnier & Intraub, 2012; Intraub, 2010, 2012; Intraub &
Dickinson, 2008). In their multisource model Intraub and
Dickinson (2008; Intraub, 2010, 2012) proposed that an
amodal spatial structure organizes multiple sources of
knowledge (bottom-up and top-down) into a coherent
scene representation (see Maguire & Mullally, 2013, for a
similar view from the perspective of hippocampal func-
tion). The idea is that the observer brings to any view of
a scene a sense of surrounding space (the space ‘‘in front
of’’, ‘‘to the left and right’’, ‘‘above’’, ‘‘below’’ and ‘‘behind’’
the observer (see Bryant, Tversky, & Franklin, 1992;
Franklin & Tversky, 1990; Tversky, 2009). This provides
the scaffolding that supports not only the bottom-up visual
information but the anticipated continuation of the scene
beyond the boundaries of the view. This underlying spatial
structure is similar to the ‘‘spatial image’’ proposed by
Loomis, Klatzky, and Giudice (2013), in that it is a sur-
rounding spatial representation (not limited to the frontal
plane) and that it is amodal. The only difference is that
unlike the ‘‘spatial image’’, the spatial structure in the mul-
tisource model is conceptualized as a ‘‘standing frame-
work’’, rather than one that develops in response to a
stimulus in working memory.

Although most research on boundary extension has
focused on picture memory, there is evidence that the
same anticipatory spatial error occurs following visual per-
ception of real scenes in near space (Hubbard et al., 2010;
Intraub, 2002, 2010), and following haptic perception of
the same scene regions (Intraub, 2004; Mullally et al.,
2012). The multisource model provided the same explana-
tion for visual and haptic boundary extension, but included
no commitment as to whether they draw on a single scene
representation or on distinct modality-specific representa-
tions. The evidence for boundary extension in 3D space
was based on experiments in which meaningfully related
objects were arranged on natural backgrounds (e.g., ‘‘k-
itchen scene’’), bounded by a ‘‘window frame’’ to limit
visual or haptic exploration.

In haptic studies, blindfolded participants explored the
bounded regions right up to edges of the display, and min-
utes later, after the boundaries were removed, participants
reconstructed boundary placement. They set the bound-
aries outward, including a greater expanse of space that
had originally been included in the stimulus. This occurred
in spite of the fact that there was always an object 2–3 cm
from the boundary, forcing participants to squeeze their
hands into a tightly constrained space. As in the case of
vision (Gagnier et al., 2013) a seemingly clear marker of
boundary placement did not prevent boundary extension.
A comparison of boundary extension following visual or
haptic exploration of the same regions showed that vision
yielded the more expansive error (Intraub, 2004). This was
the case whether visual boundary extension was compared
to haptic boundary extension in sighted participants who
were blindfolded for the experiment, or in a woman who
had been deaf and blind since early life (a ‘‘haptic expert’’).

Why might vision have yielded a greater anticipatory
spatial error? Intraub (2004) speculated that such a differ-
ence, if reliable, might be related to the different character-
istics and spatial scope of the two modalities. Vision is a
distal modality with a small high acuity foveal region
(about 1� of visual angle) and a large low-acuity periphery.
Together these encompass a relatively large spatial area. In
contrast, the haptic modality encompasses multiple high
acuity regions (the fingertips) and a relatively small
periphery. In the case of vision, a greater amount of the
visually imagined continuation of the view might be con-
fusable with visual memory for the stimulus than in the
case of haptic exploration. This explanation conforms to
the notion of boundary extension as a source monitoring
error (Intraub, 2010, 2012; Intraub, Daniels, Horowitz, &
Wolfe, 2008; Intraub & Dickinson, 2008; Seamon,
Schlegel, Hiester, Landau, & Blumenthal, 2002). According
to the source monitoring framework (Johnson,
Hashtroudi, & Lindsay, 1993) as the similarity between
representations drawn from two different sources (e.g.,
perception and imagination) increases, so too does the
likelihood of source misattributions (as, for example, when
a dream is unusually high in detail, and is erroneously
misattributed to perception). Other research on boundary
extension has shown that factors that would be expected
to affect the similarity between memory for the perceived
region and memory for the imagined continuation of the
view do indeed influence the size of the boundary error
(Gagnier & Intraub, 2012; Intraub et al., 2008). An alterna-
tive explanation of the difference between the visual and
haptic conditions, however, is that it is caused by different
biases at test. For example, blindfolded participants may
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feel more constrained about how far they are comfortable
reaching out their hands to designate boundary placement.

In sum, both visual and haptic exploration can result in
boundary extension. However, the studies demonstrating
this cannot provide insight into whether the scene repre-
sentation supporting this error is a single multisource
scene representation that includes multimodal input, or
two separate, modality-specific multisource representa-
tions, with multisource referring to the combination of bot-
tom-up and top-down sources of information. Before
describing the rationale for our research, we will discuss
other spatial tasks in which visual and haptic study have
been compared, because they have direct bearing on the
current research.

A critical aspect of spatial cognition is that an arrange-
ment of objects in the world can be represented within a
variety of reference frames (see Allen, 2004). A well-estab-
lished observation is that after viewing a display of objects,
participants tend to organize memory within an egocentric
frame of reference (the objects with respect to the viewer),
rather than an allocentric framework (the objects with
respect to one another; Diwadkar & McNamara, 1997;
Shelton & McNamara, 1997; Simons & Wang, 1998; Wang
& Simons, 1999). Critical observations supporting this are
that costs are incurred when participants either view or
imagine the display from an alternate viewpoint (e.g., a
viewpoint that is shifted 60� from the original position).
In these cases, when the opportunity for spatial updating
is eliminated (e.g., as would occur if participants simply
walked to the new location) the change in viewpoint
reduced participants’ ability to remember the object
arrangement correctly. Haptic exploration, unlike vision
(with its much larger periphery), does not allow the obser-
ver to perceive all the objects at once. Instead the observer
must serially explore each object’s relation to other objects
individually, raising the possibility that an allocentric rep-
resentation might be engaged (Newell, Woods, Mernagh,
& Bülthoff, 2005). However, analogous research using the
haptic modality yielded similar results (Newell et al.,
2005; Yamamoto & Shelton, 2005). Spatial memory under
these conditions was organized within an egocentric frame
of reference when the scene was perceived using haptic
input.

In subsequent frame-of-reference research in the visual
modality, Mou and McNamara (2002) demonstrated that
if the display of objects is arranged so that it has an intrinsic
structure (e.g., symmetry), rather than an egocentric refer-
ence frame, participants adopt an allocentric frame of refer-
ence that is centered on the intrinsic structure of the
display. Yamamoto and Philbeck (2013) pointed out that
the smaller scope of haptic exploration (compared with
vision) might prevent participants from organizing memory
around this intrinsic structure (which in haptics would
require an object by object search). However, they reported
that although the layout of the objects could not be per-
ceived all at once, memory following haptic exploration
mirrored that observed in vision. Participants organized
their memory around the intrinsic structure of the displays.
There is also evidence that environmental information pro-
vided by haptics can impact the choice of reference frame in
a visual task, supporting the idea of a common reference
frame across modalities (Kelly, Avraamides, & Giudice,
2011). Thus, results suggested that vision and haptics both
share common biases in terms of reference frame, and both
may support computation of the anticipated continuation
of the explored region, yielding boundary extension in
memory. In addition, other spatial tasks involving visual
or haptic exploration of maps or scenes have demonstrated
common representational biases (e.g., Giudice, Betty, &
Loomis, 2011; Pasqualotto, Finucane, & Newell, 2005).
These studies suggest that vision and haptics share common
biases in terms of reference frame and Intraub’s (2004)
research adds to these commonalities, in demonstrating
that both modalities yield the same overinclusive anticipa-
tory spatial bias in memory – boundary extension.

Bearing these similarities in spatial biases in mind, we
will now return to the question of whether visual informa-
tion and haptic information are stored in a functionally
unitary mental structure or in two functionally distinct,
modality-specific representations. This has been a core
issue in the field of multisensory perception. Different
tasks and different types of stimuli have led to a variety
of conclusions about how the sensory systems interact.
Some evidence supports a single (multisensory) represen-
tation, whereas other evidence such as visual capture
(Hay, Pick, & Ikeda, 1965) and auditory capture (Morein-
Zamir, Soto-Faraco, & Kingstone, 2003) suggest modality-
specific representations that in some cases yield conflicting
information about stimuli. Models have been proposed to
describe the different combination strategies and mechan-
isms used to integrate multisensory information into a
coherent representation (Ernst & Bülthoff, 2004).

Multisensory studies have focused both on the tempo-
ral integration of independent objects (e.g., a visual stimu-
lus and a sound) and on spatial integration (multiple
modalities exploring the same object or display). The cur-
rent research focuses on the spatial representation of
meaningful scenes that are perceived visually, haptically
(without vision), or bi-modally. To achieve this, stimuli
were meaningful, multi-object displays (e.g., a place set-
ting; tools in a workman’s area) in near space directly in
front of the participant (peripersonal space, Previc, 1998)
that can be readily explored either using the visual or hap-
tic modality.

Newell et al. (2005) addressed the question of a unitary
representation vs. modality-specific representations in
memory for object arrays in peripersonal space by con-
trasting recognition memory (detecting that the position
of two of seven small wooden objects was swapped) with-
in vision and within haptics vs. across modalities. They
provided examples of cases in which different spatial bias-
es were observed in vision and haptics (e.g., in the case of
the horizontal-vertical illusion; Avery & Day, 1969; Day &
Avery, 1970) and argued that given these differences, it
may be that modality-specific representations would be
formed in their experiment. They reasoned that this would
result in a cost being incurred when recognition memory is
tested across modalities because the information in one
modality-specific representation would need to be ‘‘trans-
lated’’ into the other. On the other hand, if memory for spa-
tially arrayed objects is maintained in a functionally
unitary spatial representation, then no cost would be
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expected. Participants should be able to note differences in
the positions of the objects irrespective of whether the
modalities at study and test were the same or different.
They tested participants’ ability to recognize changes in
object position within modality or across modalities, and
did so whether the table was in the same position or was
shifted 60� while the participant’s view was blocked.

Newell et al. (2005) found no costs associated with
cross-modal transfer as a function of viewpoint (same view
vs. shifted view), suggesting that the same egocentric repre-
sentation was supporting both visual and haptic represen-
tation (also see Kelly & Avraamides, 2011), but they did
find a cost in recognition memory for the objects’ positions
as a function of modality. Participants made fewer errors in
the within-modality conditions than the cross-modal con-
ditions. Newell et al. argued that recoding spatial position
from one representation to the other had incurred the cost.
They argued that it was the spatial placement of the
objects with respect to one another, rather than the speci-
fic details of how the objects themselves were remem-
bered that was driving the difference, although this
distinction was not specifically tested. In conclusion, New-
ell at al. suggested that whereas frame of reference is a uni-
tary representation, specific spatial characteristics within
that reference frame may be stored in different modality-
specific representations.

We report three experiments in which spatial memory
for the expanse of scene-regions composed of meaningful-
ly related objects was examined following visual inspec-
tion, haptic exploration or both simultaneously (bi-modal
exploration). In Experiment 1, similar to Newell et al.
(2005), tests involved either the same modality or the
alternative modality (testing cross-modal transfer). In
Experiment 2, simultaneous bimodal exploration was
used. In Experiment 3, we explored the possibility that
boundary extension in peripersonal space requires naviga-
tion prior to testing. What is different about our research
on spatial memory is that the focus is on false memory
beyond the scope of the sensory input. Key questions
explored across these three experiments were: (a) Is scene
representation a unitary representation that incorporates
information from multiple sensory sources (vision and
haptics) with related top-down information or is informa-
tion stored in separate modality-specific representations
(one for vision and one for haptics) with each including
associated top-down information, (b) If a unitary represen-
tation is supported, is there a ‘‘blending’’ of inputs into a
code that is devoid of sensory specific characteristics (an
amodal code) or does the mental representation retain
qualities specifically tied to the individual modalities?
And, (c) Can we observe boundary extension in memory
for 3D scene regions under conditions that are similar to
those that have been observed in memory for 2D scenes
(photographs)?
2. Experiment 1

Participants were assigned to one of four independent
groups in which study and test were conducted
within-modality (vision–vision, or haptic–haptic) or
across-modalities (vision–haptic, or haptic–vision). If mem-
ory is stored in a functionally unitary representation, then
any modality-specific differences in boundary extension
(e.g., greater boundary extension for visual than haptic
exploration; Intraub, 2004) should transfer (without cost)
in the cross-modal test conditions. We should see an effect
of input modality rather than of test modality. If memory is
stored in modality-specific representations, then the
amount of boundary extension would be expected to differ
depending on how it is tested, reflecting the costs of trans-
ferring between codes. Finally, if the difference in bound-
ary extension between the vision and haptic conditions is
due, not to encoding, but to biases associated with each
modality at test, then we should observe an effect of test
modality but no effect of input modality.

Because participants were not allowed to move the
objects, it is possible that changes in boundary placement
could be due to participants misremembering the place-
ment of the objects rather than the size of the region. For
example, if they remembered the objects as being closer
together than what they saw at test, to compensate, they
would move the boundaries outward. To test this possi-
bility, following Intraub’s (2004) procedure, participants
were asked to describe any changes in object position they
noted in the test stimuli. Finally, we should point out that
all objects differed from those in Intraub (2004) so we
could determine if the basic observations reported in that
study would be replicated with a new stimulus set. Six
scene-regions were similar in that they were arrayed
horizontally (on the floor and on tabletops), and a seventh
display was added that was arrayed vertically on a surface
perpendicular to the floor (on the front of a tall cabinet), to
test the generality of boundary extension to different sur-
face orientations.

2.1. Method

2.1.1. Participants
Participants were 80 (38 female) University of Delaware

undergraduates, fulfilling a requirement for an introducto-
ry psychology course (N = 20 in each condition). It was
decided a priori, that because the seven scene-regions
differed in size and aspect ratio, we would replace any
participants who had missing data; we replaced one par-
ticipant in the vision–vision condition and four in the hap-
tic–vision condition because they created one or more
highly distorted scene regions when setting the boundaries
(e.g., a triangular scene region) so that meaningful bound-
ary measurements could not be taken on those trials. Also,
to avoid an effect of outliers, we set an exclusion rule for
participants who created areas 3 SDs or greater from the
mean; no such exclusions were necessary in Experiment 1.

2.1.2. Stimuli and apparatus
Stimuli consisted of seven scene-regions, each bounded

by a frame. The regions and their dimensions are shown in
Fig. 1. Two stimuli (‘‘place setting’’ and ‘‘baby scene’’) were
in a room that was 230 � 90, and the remaining five stimuli
were in another room that was 190 � 180, connected by a
small hallway with a chair that served as a ‘‘waiting area.’’
Scene-regions were positioned so that vision participants



Fig. 1. The seven scene-regions in order of presentation: (a) Sink: 2000 � 1700 (51 cm � 43 cm), (b) dog: 2400 � 2400 (61 cm � 61 cm), (c) setting: 1500 � 1900

(38 cm � 48 cm), (d) baby: 1800 � 1800 (46 cm � 46 cm), (e) cabinet: 1700 � 2300 (43 cm � 58 cm), (f) tools: 1900 � 1400 (48 cm � 36 cm), (g) kitchen 2200 � 1600

(56 cm � 41 cm).
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could see only one scene region at a time. Adhesive putty
fixed the objects in place to avoid accidental displacement
during haptic exploration; for the one vertical scene (in
which the background was the large metal door of a tall
cabinet; see Fig. 1) magnetic strips glued to the backs of
the objects and the boundaries kept them in place.

Two different types of frames were used for the visual
and haptic study conditions because of the different nat-
ure of the modalities. For visual study, it was important
that the frame lay flat on the floor so that the edges
would not occlude part of the view. Also it was critical
to cover the surrounding space just outside the bound-
aries so that participant’s peripheral vision would not
include visual information about the studied surface
beyond the boundaries. In the visual study conditions,
the bounding frame was a rectangle constructed of flat
wooden strips to which black cloth was attached (as
shown in Fig. 2, left panel). There was therefore a stark
change in the visual information inside and outside the
boundaries, and information about the visual appearance
of the surface relative to the boundary was only available
within the bounded area.

For haptics, the flat frame used for vision does not cre-
ate a sufficient boundary to prevent participants from
accidently moving their hands outside the stimulus
region. For this reason, as in Intraub (2004), we created
taller boundaries for the haptic condition, as this does
not ‘‘occlude the view’’ but does help the participant stay
on task. Because participants in this condition would be
blindfolded, we did not include black cloth outside the
perimeter. In the haptic study conditions, the frame was
300 (7.62 cm) tall, and was supported by an external frame
that the participant never touched (as shown in Fig. 2,
right panel). The exception to these two types of appara-
tus was the frame used in the single vertical scene region.
This frame was made of Styrofoam strips (with cloth
attached in the visual condition), held in place with mag-
netic strips. Thus, the visual and haptic conditions were
made to be a similar as possible given the differences in
the nature of each modality – the scene region was clear-
ly defined and set off from the surrounding space. At test,
in the visual test conditions, individual flat wooden strips
(or Styrofoam in the case of the vertical scene) with cloth
were used to reconstruct boundary placement. In the hap-
tic test conditions, heavy markers (bricks wrapped with
duct tape) were used to mark the remembered boundary
location. The smooth surface of the sticks (visual test) and
the taped bricks (haptic test) allowed participants to slide
the markers to make even very slight adjustments in their
position.



Fig. 2. Visual exploration (left) and haptic exploration (right) of the ‘‘dog’’ scene. (All boundaries were removed prior to test.)
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Vision blocking goggles were plastic safety goggles
(commonly used in chemistry labs) that were painted
black and covered with duct tape (because the paint was
easily chipped). In addition, sterile gauze was placed in
each nose piece to prevent peeking through that area. Gog-
gles were sterilized and gauze discarded after each use. A
stopwatch was used to time the 30 s exploration time in
both conditions.

2.1.3. Design and procedure
Participants were run individually and were randomly

assigned to one of the four conditions (vision–vision,
vision–haptic, haptic–haptic, haptic–vision). Because of the
cumbersome nature of the equipment, a different condi-
tion was setup each day, and condition was counterbal-
anced across days, with approximately five participants
per day (depending on the show rate). This continued until
all four conditions were complete. All participants donned
vision-blocking goggles in a waiting area prior to entering
the test rooms. In this way, vision participants and haptic
participants were limited to the same ‘‘view’’ of each scene
region during the 30 s study period. All participants expe-
rienced the scene-regions from the same fixed location,
kneeling on a small carpet or standing by the edge of a
tabletop display, or standing directly in front of the single
vertical display. Again, the surrounding space was blocked
for vision participants with black cloth, so that the two
conditions would be as similar as possible.

2.1.3.1. Study instructions. All participants were instructed
to look at (or feel) the entire scene-region, right up to the
boundaries, trying to remember it in as much detail as pos-
sible. They were told to remember all the objects and their
layout within the scene-region. Visual-study participants
were instructed to restrict their gaze to the stimulus region
and haptic-study participants were instructed to restrict
hand movements to the stimulus region. The importance
of this was underscored and explained (both groups were
told we were comparing vision and touch and needed to
be sure that all participants studied the same regions).
The experimenter and assistants observed participant
behavior. Participants followed these instructions.

Haptic-study participants were instructed to use both
hands to ensure good object identification (see Klatzky,
Lederman, & Reed, 1987), and were asked to touch the
objects lightly to avoid dislodging them. The experimenter
watched the placement of each participant’s hands and
reminded them to use both hands to when touching the
objects and to explore the space up to the edges of the
boundaries. Participants in both conditions were instruct-
ed to continue to study the scene region until the experi-
menter told them to stop at the end of the timed study
period.

All participants were required to verbally describe the
objects in the displays during study (this was done to
ensure that participants in the haptic condition could
correctly identify the objects; and that the same verbal
activity would take place in the visual condition). After
the 30-s study period was over, participants in the visu-
al-study condition replaced their goggles. Participants
were then instructed to stand up and to provide a short
title to convey the general gist of the scene-region. With
vision-blocking goggles in place, each participant was then
led to the next scene region (in the same order) and the
procedure was repeated until all seven regions were
explored. At this point, participants were escorted to the
waiting area where they were allowed to remove their
goggles and were read the instructions for the test phase
(5 min). During this time, two assistants quickly removed
the frames from around the scene-regions in the test
rooms.
2.1.3.2. Test instructions. Participants were informed that
they would re-explore each display from the same position
(either using the same modality or the alternate modality,
depending upon their group assignment). They were asked
to use a fingertip to signify the remembered location of
each boundary, and to keep their finger in place until the
assistant placed a marker at that location. Once the bound-
aries were in place, participants were allowed to make any
fine adjustments and then rated their confidence (‘‘sure’’,
‘‘pretty sure’’ or ‘‘not sure’’). Again, all participants were
blindfolded throughout the test phase, except when the
vision participant slipped their goggles up to specify
boundary placement at each scene region. The experimen-
ter always looked down when placing the boundaries at
the designated location to avoid eye contact with vision
participants, and if the participant indicated a change,
the experimenter always asked which way (inward or out-
ward) to avoid experimenter bias.



Fig. 3. Mean area remembered (%) in the visual and haptic input modality
conditions as a function of the test modality (Experiment 1). Error bars
indicate the 95% confidence interval for each mean.

Fig. 4. Mean area remembered (%) for each scene-region when the input
modality was visual (upper panel) and when the input modality of haptic
(bottom panel) as a function of test modality (Experiment 1). Error bars
indicate the 95% confidence interval for each mean.
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After reconstructing boundary placement in all 7
regions, participants were asked to describe any changes
in object placement they noted during the test (in actu-
ality, no objects had been moved). Once the session ended
and the participant left the room, boundary placement was
measured as described in the next section.

2.1.3.3. Boundary measurement. When we setup the scenes,
we also set markers to allow us to measure original bound-
ary placement and the participant’s remembered boundary
placement. For tabletop scenes, the edges of the table
served as the marker. For the vertical scene, the edges of
the cabinet door served as the markers. For the floor sce-
nes, small pencil marks were made parallel to each bound-
ary at a point beyond which boundary extension was
unlikely. Because the floor tiles were mottled, these small
marks were well camouflaged. None were visible from
the participant’s location. The original placement of each
boundary and the participant’s remembered placement of
the boundary was measured with respect to these
reference points after the session was completed and the
participant left the lab. The experimenter and the assistant
reviewed each measurement to minimize error. To double
check measurements made to these reference points, the
assistants also made direct measurements of the length
and width of each reconstructed ‘‘frame’’. On average, mea-
surements derived using the reference points and direct
measures of length and width fell within 2 mm of one
another.

Participants’ boundary placement (in terms of stimulus
area, length, width, and distance of each boundary from
the center of the scene-region) is reported as a percentage
of the original. Thus, for example, if the reconstructed area
was the same as the stimulus area, the percent width
remembered would be 100%, if the boundaries were shift-
ed outward the percentage would surpass 100% and if
shifted inward, it would be less than 100%.

2.2. Results

All participants readily identified every object and
agreed about the ‘‘gist’’ of the scene regions, providing
similar titles, such as, ‘‘kitchen scene’’. Mean confidence
rating was ‘‘pretty sure (2)’’ and did not differ significantly
across conditions; mean ratings were 2.0 (SD = 0.6), 2.1
(SD = 0.5), 2.0 (SD = 0.6) and 2.0 (SD = 0.5) in the vision–
vision, haptic–haptic, vision–haptic and haptic–vision
conditions, respectively.

2.2.1. Remembered area
Fig. 3 shows the mean percent area remembered in each

condition along with the .95 confidence intervals: as
shown in the graph, significant boundary extension
occurred in every condition. (In terms of individual mean
percent area remembered, the tendency to move the
boundaries outward was observed for 78 of the 80
participants We conducted a 2 � 2 � 7 mixed measures
ANOVA, input modality (vision vs. haptic) � test modality
(vision vs. haptic) � scene-region (the seven scenes).This
allowed us examine the effects of input modality and test
modality on boundary extension while at the same time
determining if these effects interacted with individual
scenes. Visual exploration led to greater boundary exten-
sion than did haptic exploration, F(1,76) = 22.79, p < .001,
d = 1.08 and this difference did not interact with test mod-
ality, F < 1. In fact, there was no significant effect of test
modality on performance, F(1,76) = 2.94, p = .09, d = .34,
and the mean clearly showed no tendency toward greater
boundary extension for visual tests than haptic tests.

The upper panel of Fig. 4 shows the mean percent area
set by participants in the visual input groups (vision–vision
and vision–haptic), and the lower panel of the figure shows
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the mean percent area set by participants in the haptic
input groups (haptic–haptic and haptic–vision). As may be
seen in the figure, in all cases the means were greater than
100% and the .95 confidence intervals show that in only 2
of the 28 comparisons did the increase in area fail to reach
significance. The 3-way ANOVA showed that the amount of
boundary extension differed across scene regions,
F(6,456) = 10.71, p < .001; a common observation in
research on boundary extension in memory for pho-
tographs. There is not as yet a clear explanation for this,
and it is likely due to multiple factors. For this reason we
had no predictions regarding higher level interactions
and present them here from completeness. Scene � input
modality approached significance, F(6,456) = 2.04, p = .06;
scene � test modality, F(6,456) = 1.84, p = .09; and sce-
ne � input modality � test modality, F(6,456) = 2.0, p = .06.
2.2.2. Remembered length and width
Area changes can mask differences that might occur in

length vs. width, so we conducted the same analyses in
each dimension independently. The mean percent change
in length and width in all four conditions is shown in
Fig. 5, and results directly paralleled what was observed
for area. A 2 (input modality) � 2 (test modality) ANOVA
on the mean percent width revealed an effect of input
modality, F(1,76) = 16.13, p < .001, no effect of test modal-
ity, F(1,76) = 2.67, p = .11 and no interaction, F < 1. The
Fig. 5. Mean length (upper panel) and mean width (lower panel)
remembered (%) as a function of the input modality and test modality
(Experiment 1). Error bars indicate the 95% confidence interval for each
mean.
same 2 � 2 ANOVA on mean percent length revealed an
effect of input modality and the same analysis for mean
percent length showed an effect of input modality,
F(1,76) = 24.69, p < .001, no effect of test modality,
F(1,76) = 2.65, p = .11 and no interaction, F < 1.

2.2.3. Remembered boundary placement on each side
The mean percent remembered on the top, bottom, left

and right sides for the vision input conditions was 118.8%
(SD = 12.0), 123.9% (SD = 13.5), 119.6% (SD = 11.6) and
120.9% (SD = 13.4) respectively; and for the haptic condi-
tions was 107.7% (SD = 8.1), 114.5% (SD = 9.7), 112.4%
(SD = 10.4) and 110.6% (SD = 10.7) respectively. Single
mean t-tests revealed that in each case the mean differed
from 100% with p < .00 l; for the vision condition,
t(39) = 9.95, t(39) = 11.22, t(39) = 10.62, t(39) = 9.88,
respectively and for the haptic condition, t(39) = 6.00,
t(39) = 9.48, t(39) = 7.50, t(39) = 6.23, respectively.

2.2.4. Memory for object placement
When asked whether they thought the experimenters

had moved any of the objects with respect to one another,
65% of the participants in the vision exploration and 88% of
participants in the manual exploration conditions stated
that none of the objects had moved. Of the participants
who said that an object had moved they tended to say it
was a single object in 1–2 scenes. These single objects
did not tend to be shifted in any one direction; participants
reported an object being shifted inward, outward or as
being in the same position but rotated.

2.2.5. Behavioral descriptions of visual and haptic exploration
The experimenter and assistant(s) observed perfor-

mance closely. Vision participants honored the instructions
not to look around the room, and to focus their gaze the
designated scene region for the 30 s that their vision-block-
ing goggles were removed. Haptic participants followed
instructions to use two hands in exploring the objects, but
sometimes had to be reminded to do so. With reminders,
all participants explored the regions up the boundaries.
We noted that participants in the haptic condition tended
to include ‘‘back and forth’’ hand movements between
objects and between an object and the nearest boundary
(or boundaries). Participants sometimes had to be remind-
ed to feel the space up to the boundaries. But in all cases
participants heeded the experimenter’s reminders.

2.3. Discussion

Boundary extension occurred whether participants
viewed the scene regions or explored them with their
hands, but vision led to the more expansive boundary
error. These observations held whether memory was test-
ed using the same modality or the alternate modality. The
majority of participants in all conditions correctly recog-
nized that no objects were moved between study and test.
Participants who reported a change, only referred to one or
two objects (out of all the objects studied) and these false
memories revealed no systematic displacement (such as a
tendency to remember the objects as being shifted away
from nearby boundaries; Huttenlocher, Hedges, &



3 Because this is a cross-experiment comparison, in considering the lack
of a difference between the bimodal and haptic conditions, it is worthwhile
to consider some additional descriptive information about the two
distributions. They were very similar. In the bimodal condition, SD = .14
and Median = .20; in the haptic condition, SD = .18 and Median = .24. One
participant in the haptic condition set an area increase greater than 2 SD
above the mean and this score included an additional .34 above the next
highest area increase in either of the two conditions. Removal of that
participant reduced the 3% difference in mean area between the bimodal
and haptic condition to 0% difference, with SDs of .14 and .13, respectively;
and led to an identical range of scores. Thus, overall the distributions were
very similar, and with removal of one participant with a particularly large
area increase, were virtually identical.
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Duncan, 1991). Participants simply remembered having
perceived the continuation of the scene region beyond
the stimulus’ boundaries. Most important, the size of the
boundary error associated with each modality transferred
across modalities (without cost), suggesting that informa-
tion had been retained in a functionally unitary scene rep-
resentation (Kelly & Avraamides, 2011; Newell et al.,
2005). In terms of the multisource model described earlier,
the results suggest that there were not two independent
multisource models each supporting a different amount
of boundary extension, but that a single multisource repre-
sentation supported memory for both modalities. To gain a
better understanding of the nature of this multisource rep-
resentation, in Experiment 2 we studied the effect of
simultaneous bimodal exploration on boundary extension.

3. Experiment 2

In our interactions with the world we obtain information
from more than a single modality at a time. In Experiment 2,
we sought to determine the effect of bimodal exploration on
memory for boundary placement. One possibility is that
exploring the regions using simultaneous visual and haptic
exploration might eliminate boundary extension.
Participants would not only see and feel the objects and
background of each scene-region, but would watch their
own hands squeezing through the small spaces between
the objects and boundaries, providing potentially salient
adjunct information about boundary location. On the other
hand, it is possible that participants would remember hav-
ing seen and felt the world beyond the boundaries following
bimodal exploration. As with one modality, the imagined
continuation of the scene region for two modalities may
simply be indistinguishable from the remembered sensory
input, leading to boundary extension.

If bimodal boundary extension occurred, we planned to
compare bimodal performance to each unimodal condition
in Experiment 1 (vision–vision and haptic–haptic) to deter-
mine if bimodal boundary extension is the same as that
observed for one modality alone. One possibility was that
vision, the more ‘‘expansive’’ sense, would dominate.
Another possibility was that the more ‘‘conservative’’ hap-
tic sense might dominate. In either case this would suggest
that information specific to the modality is retained with
the amodal spatial framework. Results falling between
the two would suggest an averaging of anticipated space.

3.1. Method

3.1.1. Participants
Participants were 20 (9 female) University of Delaware

undergraduates, fulfilling a requirement for an introducto-
ry psychology course. No participants were excluded from
the analysis.

3.1.2. Stimuli and apparatus
The stimuli were the same as in Experiment 1. Because

vision was included in the bimodal condition, the visual
frames were used during bimodal study and bimodal test.
In this way, no visual information was occluded by the
boundary, and because participants were viewing the dis-
plays, haptic movements were easily kept within the
boundaries of the view.

3.1.3. Design and procedure
Design and procedure were the same as Experiment 1

except that participants used both vision and haptic explo-
ration (simultaneously) during study and at test.

3.2. Results

All participants identified all objects and provided the
same scene titles as in Experiment 1. The mean confidence
rating in the bimodal condition was 2.1 (SD = 0.3); as in
Experiment 1, mean confidence centered on ‘‘pretty sure
(2)’’.

3.2.1. Remembered area
The mean area remembered following bimodal explo-

ration is shown on the right side of the graph in Fig. 6;
the confidence interval shows significant boundary exten-
sion. To provide a direct comparison of bimodal memory
with the two unimodal conditions from Experiment 1, we
present the mean area remembered in those conditions
on the left side of the graph (Fig. 6).

A planned comparison analysis was conducted in which
the bimodal condition was compared to each unimodal con-
dition. The 3% difference in mean area increase between
the bimodal and haptic conditions not approach sig-
nificance, t(57) = 0.53, n.s., d = .2. However the 18% differ-
ence between the bimodal and vision conditions was
significant, t(57) = 2.78, p < .01, with Cohen’s d = .87 (by
convention, a large effect). Results showed that bimodal
exploration led to no better memory for spatial expanse
than did haptics alone. Thus, boundary extension appears
to have been limited by the more conservative of the two
modalities, haptics.3

The mean percent area remembered in each scene
region is shown in Fig. 7. As can be seen in the figure, ana-
lysis of the individual scene-regions in the bimodal group
shows that boundary extension occurred in memory for
each of the seven scene regions.

Analysis of each participant’s individual mean area
remembered showed that of the 20 bimodal participants,
only 1 mean was not greater than 100%.

3.2.2. Remembered length and width
Bimodal participants increased both the length,

M = 109.8% (SD = 6.5), t(19) = 6.70, p < .001 and the width,



Fig. 6. Mean area remembered (%) in the vision–vision and haptic–haptic
groups (Experiment 1) and the bimodal–bimodal group (Experiment 2).
Error bars indicate the 95% confidence interval for each mean.

Fig. 7. Mean area remembered (%) in each scene-region in Experiment 2.
Error bars indicate the 95% confidence interval for each mean.
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M = 112.2% (SD = 7.0), t(19) = 7.84, p < .001 of the scene
regions. To compare bimodal with unimodal performance
(Experiment 1), we conducted the same planned compar-
ison analysis we reported for changes in area, on changes
in length and in width. Remembered increases in length
and width did not differ between the bimodal and the hap-
tic condition, t(57) = 0.85, p = .40 and t(57) = 0.05, p = .96,
respectively; however vision was associated with a larger
error in the length, t(57) = 3.32, p < .01, and an increase
in the width that approached but did not reach sig-
nificance, t(57) = 1.90, p = .06.

3.2.3. Remembered boundary placement on each side
Bimodal exploration led to significant boundary exten-

sion on the top, bottom, left and right sides of the regions
106.7% (SD = 7.6), 112.8% (SD = 7.2), 111.5% (SD = 8.1) and
112.9% (SD = 7.4), respectively. Single mean t-tests
revealed that in each case the mean differed from 100%
with p < .0 l; t(19) = 3.94, t(19) = 7.92, t(19) = 6.37,
t(19) = 7.78, respectively.

3.2.4. Memory for object placement
When asked whether they thought the experimenters

had moved any of the objects with respect to one another,
65% of the participants stated that none of the objects had
moved. Of the participants who said that an object had
moved they tended to say it was a single object in 1–2
scenes. Again, there was no directional bias: displacements
were described as toward or away from the center or in the
same location but rotated. A chi-square test was performed
to examine the relation between reporting that an object
had been moved and whether the input and test were
bimodal or haptic (haptic–haptic condition in Experiment
1). The relation between these variables approached sig-
nificance, X2 (1, N = 40) = 3.58, p = .06.
3.3. Discussion

Observing one’s own hands squeezing through the
small spaces between the objects and boundaries during
bimodal exploration did not eliminate boundary extension.
Participants moved the boundaries out to reveal more than
24% more space than was in the stimulus region. Bimodal
boundary extension did not differ from the 27% area
increase in the haptic–haptic group from Experiment 1,
but did significantly differ from the 42% increase set by
the vision–vision group from Experiment 1. Bimodal
boundary extension appeared to be constrained by the
more ‘‘conservative’’ haptic modality (not the ‘‘dominant’’
visual modality). The similar performance between the
bimodal and haptic groups may be been based on the pres-
ence of sensory qualia associated with haptics, or perhaps
on a sense of space that was weighted fully to the haptic
modality. In either case, there was no evidence of spatial
‘‘blending’’ across the two modalities. When bimodal par-
ticipants attributed source at test, their boundary exten-
sion apparently reflected the more conservative modality.
4. Experiment 3

Participants in Experiments 1 and 2, and participants in
Intraub (2004), all studied a small set of scene-regions (6–7
regions), and then received the boundary memory test
minutes later. They knew that memory would be tested,
but not the exact nature of the test. In addition, they
navigated from one scene to next and moved through
doorways (that they touched as part of the safety protocol
of the experiment). In Experiment 3 we sought to deter-
mine if boundary extension in real space is similarly
robust: (a) when the test instructions are presented in
advance, prior to encoding (Gagnier et al., 2013; Intraub
& Bodamer, 1993) and, (b) when memory is tested follow-
ing each scene region (i.e., set size of one), as has been
observed for multi-second picture presentations (i.e., set-
size of one; Mullally et al., 2012; Seamon et al., 2002).

We wondered if in real-space, navigation from scene to
scene between stimulus and test (walking along the same
floor that supports all the scene regions) is necessary to
support boundary extension. In addition, recent research
has shown that movement through doorways between
study and test can disrupt memory for objects
(Radvansky, Krawietz, & Tamplin, 2011). For all of these
reasons, it is important to determine if participants’ mem-
ories for viewed scene regions would show boundary
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extension when participants do not move between study
and test (as in picture memory studies) and when, they
are provided with test information in advance, as has been
demonstrated with pictures (e.g., Gagnier et al., 2013;
Intraub & Bodamer, 1993).

Participants in Experiment 3 viewed the same seven
scene-regions as in Experiments 1 and 2. Boundary mem-
ory was tested 30 s following study (the time required to
remove the boundaries while the participant’s vision was
blocked with a curtain). Participants remained in the same
position for study and test, and received all test instruc-
tions at the beginning of the experiment. Thus, they knew
in advance that boundary memory would be tested.
Fig. 8. The mean area remembered (%) for each scene-region in
Experiment 3. Error bars indicate the 95% confidence interval for each
mean.
4.1. Method

4.1.1. Participants
Participants taking part in the experiment were 20 (14

female) University of Delaware undergraduates, fulfilling
a requirement for an introductory psychology course. Fol-
lowing our a priori rule for outliers described earlier (3SD
or greater), one participant was excluded from the analy-
sis, thus there were 19 participants (13 female) in the ana-
lysis. (We also analyzed the results including the outlier
and there were no major differences; a brief description
of those data is included in the results section.)
4.1.2. Stimuli and apparatus
The stimuli and apparatus were the same as Experiment 1.
4.1.3. Design and procedure
The design and procedure were the same as in the

vision–vision condition of Experiment 1 with the following
exceptions. After studying each scene for 30 s, a black cloth
was raised in front of the participant to prevent him or her
from seeing the scene-region. Participants then described
the scene while the boundaries were removed by an assis-
tant. After 30 s, the black cloth was lowered and par-
ticipants performed the memory test. Participants were
then blindfolded and led to the next scene, where the pro-
cedure continued until all scene-regions were tested.
4.2. Results

All objects were readily identified and titles to charac-
terize the gist of the scene were similar to those in the pre-
vious experiments. Again, participants tended to report
being ‘‘pretty sure’’ (2) of their reconstructions; the mean
confidence rating was 2.2 (SD = 0.4).
Fig. 9. The mean length (top panel) and width (bottom panel) remem-
bered (%) for each scene-region in Experiment 3.
4.2.1. Remembered area
On average, participants remembered having seen

115.1% of the area, this increase in area was significant
t(18) = 6.0, p < .01. The mean percent area remembered
for each scene is shown in Fig. 8; boundary extension
occurred in memory for all seven scenes. The tendency to
move the boundaries was evidence in 18 of the 19 par-
ticipants; only one participant’s mean area suggested a
reduction in remembered area (i.e., a mean less than 100%).
4.2.2. Remembered length and width
Collapsing across scenes, the mean remembered width

was 107.2% (SD = 5.6%) and mean remembered length
was 107.2% (SD = 6.0%). Single mean t-tests comparing
the remembered width and length to no change in length
and width (100%) showed that the boundaries were moved
outward to include more space than before, t(18) = 5.53,
p < .01 and t(18) = 5.22, p < .01, respectively. The mean per-
cent length and width remembered for each scene region is
shown in Fig. 9. As shown in the figure, although length
and width tended to shift outward, unlike the prior
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experiments, given the small overall boundary extension,
not all such shifts reached significance.

4.2.3. Remembered boundary placement on each side
Overall, the mean remembered on the top, bottom, left

and right sides was 102.8% (SD = 3.2), 105.9% (SD = 4.8),
103.1% (SD = 4.9) and 105.3% (SD = 4.6) respectively; each
differed from 100%, t(18) = 3.74, p < .01, t(18) = 5.34,
p < .001, t(18) = 2.74, p < .02 and t(18) = 6.30, p < .001,
respectively.

4.2.4. Memory for object placement
When asked whether they thought the experimenters

had moved any of the objects with respect to one another,
74% of the participants stated that none of the objects had
moved. As in the previous experiments, when participants
reported that an object had been moved they tended to say
it was a single object in 1–2 scenes and there was no direc-
tional pattern in their description of what changed.

4.2.5. Analysis including the outlier
We also analyzed the data including the participant

whose score fell beyond 3 SDs of the mean. Results were
the same except that the mean area remembered for the
baby scene approached but did not reach significance.

4.3. Discussion

Boundary extension occurred in memory for each of the
scene-regions when participants remained in a single loca-
tion (no navigation between stimulus and test), were fore-
warned that boundary memory would be tested, and
memory was tested for each scene region only 30 s follow-
ing study. Not surprisingly, inspection of the size of the
boundary error in Experiment 3 compared to Experiments
1 and 2 suggests that these changes reduced boundary
extension. Providing specific test information prior to
study, for example, has been shown to attenuate the error
(Gagnier et al., 2013; Intraub & Bodamer, 1993). What is
important is that as in the case of pictures, boundary
extension in real space was not eliminated under these
conditions. Boundary extension in peripersonal space, like
boundary extension in memory for photographs, appears
to be part of scene representation that is rapidly present
and not easily eliminated, even when participants know
in advance exactly what will be tested.

5. General discussion

Boundary extension occurred in memory for bounded
regions of peripersonal space following visual, haptic and
bimodal study. The first question we addressed in this ser-
ies of experiments was whether visual boundary extension
and haptic boundary extension draw on a functionally uni-
tary scene representation or on two separate modality-
specific scene representations. Cross-modal tests in Experi-
ment 1 suggested a common scene representation. Vision
resulted in greater boundary extension than did haptics,
replicating an earlier such observation with different
scene-regions (Intraub, 2004), and this modality-related
difference transferred in the cross-modal tests reported
in Experiment 1. Vision led to greater boundary extension
than haptics whether the test was conducted using vision,
or the participant was blindfolded and explored the
regions manually. In our tests, input modality, rather than
test modality determined the size of the boundary exten-
sion error. Cross-modal transfer without cost is generally
taken to suggest a functionally unitary representation
(Kelly & Avraamides, 2011; Newell et al., 2005).

What is the nature of this unitary representation? The
multisource model proposed by Intraub (2010, 2012) and
Intraub and Dickinson (2008), provides one possible char-
acterization. In the multisource model, the organizing
structure of scene representation is the observer’s sense
of surrounding space. This spatial framework is best
described by Tversky and colleagues from the perspective
of the perceiver as the space, ‘‘in front of me’’, ‘‘behind
me’’, ‘‘above me’’, ‘‘below me’’, and ‘‘to the right or left of
me’’ (Bryant et al., 1992; Franklin & Tversky, 1990;
Tversky, 2009). In the multisource model, this amodal spa-
tial structure is the core of scene perception, organizing
bottom-up sensory information and top-down-generated
expectations about the likely surrounding scene that the
stimulus only partially reveals. The unimodal and cross-
modal results of Experiment 1 suggest that this framework
can also support multiple sensory inputs (vision and hap-
tics). In important ways, this spatial framework is similar
to the ‘‘spatial image’’ described in Loomis et al.’s (2013)
discussion of memory for multimodal stimuli in that it is
a surrounding spatial structure (not limited to the frontal
plane) and is an amodal structure. The difference is that
the ‘‘spatial image’’ is instantiated in working memory;
whereas the spatial structure in the multisource model is
conceptualized as a ‘‘standing’’ mental structure that pro-
vides the basis of scene perception.

The second question we addressed was whether bimo-
dal study (simultaneous visual and haptic exploration of
the same scene-regions) would eliminate boundary exten-
sion (Experiment 2).. Bimodal study, not only provided
participants with information from two modalities, but
allowed them to view their own hands as they squeezed
through some of the very small spaces between the objects
and boundaries. However, bimodal study did not eliminate
boundary extension. On average, participants increased the
area by 24%. Furthermore, this did not differ significantly
from the 27% area increase associated with haptics alone
(haptic–haptic group; Experiment 1), whereas it differed
significantly from the 42% increase in area set by par-
ticipants who had studied the same regions using vision
alone (vision–vision group; Experiment 1). Bimodal bound-
ary extension was apparently constrained by the more
‘‘conservative’’, haptic sense. This can be thought of in
two ways. Perhaps modality-specific information is main-
tained within the unitary scene representation. At test,
participants in the bimodal condition, although they also
viewed the scene, may have eschewed moving the borders
as far out as participants in the visual condition because
they did not remember having moved their hands that
far from the objects. This is plausible given that par-
ticipants spent considerable time exploring the seven
regions and then returned to the same regions just minutes
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later. Another alternative is that participants may not have
access to modality-specific aspects of their experience in
memory, but that an amodal sense of studied space was
weighted more heavily toward the more ‘‘conservative’’
sense (in this case ‘‘haptics’’). Similar alternatives have
been raised in research on visual and auditory spatial
working memory; and it has been suggested that shorter
retention intervals may be associated with memory for
modal information with more long-term representations
relying on an amodal code, but this has not yet been fully
resolved (e.g., Giudice, Klatzky, & Loomis, 2009; Loomis,
Klatzky, McHugh, & Giudice, 2012). It is difficult to make
direct comparisons across these experiments and the cur-
rent experiments given the differences in stimuli, task
and modality, but clearly the same issues apply.

Finally, Experiment 3 demonstrated that like memory
for photographs, when memory for each scene was tested
before moving to the next, and participants were fore-
warned about the precise nature of the boundary recon-
struction test, boundary extension still occurred. In this
experiment, after visually studying a scene region for 30 s,
following a 30-s retention interval, and standing in the
same location, participants still moved the boundaries out-
ward. This was interesting in that the objects and bound-
aries were in close physical proximity to the participant,
and participants had the benefit of stereopsis, parallax and
normal body sway during study – factors one might expect
to help support a veridical memory of the spatial relation-
ship of the objects to the boundaries. However, as is the case
with pictures (see Hubbard et al., 2010; Intraub, 2010, 2012
for reviews), boundary extension in real space was surpris-
ingly robust. It should be noted that boundary extension
also occurred under the same set of conditions following
haptic study of scene-regions (Mullally et al., 2012). Thus
far, there is nothing to suggest that boundary extension in
memory for regions of peripersonal space is fundamentally
different than memory for views of the world shown in a
photograph. It appears that regardless of whether study is
visual or haptic, or the stimuli are 2D or 3D, when a view
of the world is presented to a perceiver, the same anticipa-
tory spatial error occurs. In the next section we will address
a possible mechanism that may account for boundary
extension under these various conditions.
4 We use the term ‘‘imagined’’ continuation to refer to the part of the
representation that was not obtained through a sensory source, but that
was derived instead from any or all of the top-down sources described
earlier (amodal perception, knowledge about scenes, object-to-context
associations).
6. Visual, haptic and bimodal boundary extension

In natural scene perception, the perceiver is typically
embedded within the scene he or she perceives. For exam-
ple, in contrast to viewing a picture of a kitchen, one stands
in a kitchen with appliances, cabinetry and kitchen furni-
ture surrounding the perceiver. Scenes don’t exist solely
in the frontal plane, as in a picture, but surround the per-
ceiver. According to the multisource model, the mental
representation of a scene is similarly structured in terms
of surrounding space. The surrounding space just outside
the boundary is most highly constrained by the informa-
tion just inside the boundary (e.g., amodal continuation
of the surface in combination with top-down knowledge),
and the representation of anticipated space shades out to
be increasing schematic and less well-defined the farther
from the stimulus boundaries it is. Boundary extension is
considered to be a source monitoring error, in which some
of the most highly constrained anticipated spatial context
just beyond the boundaries is attributed to perception. This
is why boundary extension is limited to a small area just
beyond the edges of the display; only information that
most closely resembles remembered sensory information
will be misattributed to having been perceived earlier.

In considering why vision (arguably the dominant sense
for sighted individuals) led to greater boundary extension
that haptics in Experiment 1 and in Intraub (2004), it is
worthwhile to consider that although boundary extension
is an error with respect to the stimulus, it is a good predic-
tion about anticipated surrounding space. According to the
source monitoring framework offered by Johnson et al.
(1993), the greater the similarity in characteristics
between information derived from difference sources
(e.g., imagination and perception), the greater the likeli-
hood of a source monitoring error. The modality-specific
difference in boundary extension may be due to a number
of causes. Perhaps the imagined4 continuation of the scene
beyond the boundaries is more similar to the remembered
region within the boundaries when participants view the
scene regions than when they explore them using only their
hands. This might reflect a difference in the ‘‘density’’ of sen-
sory information from within the boundaries that are provid-
ed by the two modalities. Haptics is a contact sense (touch),
in which multiple high acuity regions (the fingertips) pro-
vide sensory detail, whereas in vision the high acuity region
is limited to the fovea and there is a very large low-acuity
periphery. Participants may therefore accept a greater swath
of visually imagined space as having been seen before than
in the case of haptics. The difference in boundary extension
may also reflect the different ‘‘scope’’ of the two modalities.
For example, a small eye movement can bring to view a larg-
er new area of the world than can a small hand movement.
Thus, decisions based on haptic input may be more conser-
vative in nature. Our research cannot tease out what aspects
of the two modalities support this difference. However, in
closing, it is important to note that although the size of
the anticipatory error differed between the two modalities,
and is a sizeable error with respect to the stimulus area,
relative to the surrounding world, in both cases, boundary
extension itself is a small anticipatory error.

The notion that similarities between sources (perceived
vs. imagined) in scene representation affect the size of
boundary extension has received some support in
experiments focusing on visual memory for pictures. For
example, Intraub et al. (2008) superimposed numerals on
briefly presented photographs. When participants under-
took a demanding visual search task involving the numer-
als, thus dividing visual attention, memory for the pictures
included a greater boundary-extension error than when the
numerals were ignored. The authors suggested that
without focal attention to the picture visual memory was
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compromised enough to increase the similarity between
the remembered information and its imagined continua-
tion. The alternative explanation, that dividing attention
lead to greater anticipatory computation of surrounding
space, is possible, but seemed less credible. Gagnier and
Intraub (2012) contrasted spatial memory for the same
scenes when they were presented in photographic form
and as line drawings (created by tracing the photographs).
Boundary extension was greater for the outline drawings.
The suggestion here was not that outline sketches of sce-
nes evoke a stronger prediction about surrounding space
than do naturalistic photographs, but that the similarity
between memory for lines in a line drawing, and the imag-
ined continuation of those lines was greater than the simi-
larity between memory for the multidimensional
characteristics of the photographs and imagination of that
more complex visual information. In all cases, boundary
extension occurred, but a greater amount of boundary
extension was observed under conditions in which similar-
ity between the sensory input and the imagined extension
of that input was arguably greater.

In Experiment 2, we had thought that seeing one’s own
hands squeezing through the small spaces between the
boundary and objects and feeling the tight spaces
simultaneously would eliminate boundary extension or
reduce it dramatically. But it did not, nor was there an
averaging between visual and haptic boundary extension.
As discussed earlier, boundary extension was apparently
grounded in the more conservative of the two modalities
(in this case ‘‘haptics). The observation that participants
were not swayed by the additional visual input, may help
to explain a set of null effects observed in a series of
visual–auditory bimodal boundary extension experiments
conducted by Gagnier (2010) in her dissertation research.
She selected sound effects that were rated as strongly
evoking a sense of surrounding space when paired with
particular photographs of scenes (e.g. a close-up of city
traffic jam paired with city street sounds and honking
cars). In six experiments, which included long durations
(15 s visual presentations) as well as conditions intended
to induce confusion errors (e.g., brief visual presentations,
a 2-day retention interval, an incidental memory test),
boundary extension was unaffected by the presence of the-
se sound effects; performance did not differ when the
same pictures were paired with silence (or unrelated guitar
music). Here participants were grounded in the visual
sense. The presence of the more expansive auditory infor-
mation did not cause them to believe they had seen more of
the world even though it felt it helped evoke a stronger
sense of the surrounding space. Neither Experiment 2 nor
Gagnier (2010) suggests that there are no conditions in
which modalities might blend or become confused in scene
memory. What those experiments show is that under con-
ditions that typically give rise to boundary extension (e.g.,
a fairly small number of highly distinctive scenes), bound-
ary extension clearly occurred, but was seemingly ground-
ed in the more ‘‘conservative’’ modality. As an adaptive
error, the more conservative bias may be worthwhile in
preventing participants from falsely remember too great
and area, but just enough to be most useful given the infor-
mation at hand.
Finally, why then, given this ‘‘conservative’’ bent in how
perceiver’s judge remembered space, do they disregard
what would seem to be useful information about boundary
placement – such as the sight and feel of hands squeezing
through a small space in these stimuli? The experimenter
observed the participants repeatedly move their hands
between the objects and nearly boundaries both at presen-
tation and at test, yet they remembered having felt more of
the background. It should be pointed out that the same
‘‘disregard’’ of apparently useful information has been
reported in picture studies as well. Gagnier et al. (2013)
studied this issue in a series of eye tracking experiments.
They showed participants 12 photographs of single-object
scenes (close-up views) for 15 s each; the main object was
cropped by a picture boundary on half the trials. The
cropped relation was thought to provide a good marker
of boundary placement on the cropped side. Participants
were told to remember the scenes in as much detail as pos-
sible and indeed, eye tracking revealed that on cropped tri-
als, participants fixated the cropped region both at study
and at test, yet when adjusting the boundaries (by moving
the boundaries inward or outward to reveal more or less of
the scene) they tended not only to complete the cropped
object but to show more of the background beyond it on
the previously cropped side. In another condition, par-
ticipants were explicitly warned, prior to study, about the
boundary adjustment task that would follow. In this case
oculomotor activity increased in the cropped region,
demonstrating that participants did consider this to be a
valuable marker for the subsequent test. They fixated the
cropped region sooner, more frequently and with longer
fixations, yet again, boundary extension occurred on the
cropped side at test, just minutes later. The bimodal results
of Experiment 2 in the present study, and the results of
Gagnier et al.’s (2013) eye tracking research, underscores
the idea that the goal of the cognitive systems underlying
scene perception isn’t to retain a record of the spurious
movements of the eyes and hands, but to understand the
surrounding world – a world that can only be sampled a
bit at a time. Part of this understanding of a scene region
may be to imagine its likely surrounding context, a process
that draws upon top-down expectations about the scene’s
continuity.

In the present research, in all three experiments, under
very different types of study (visual, haptic or bimodal), the
expectation of continuity can be inferred because par-
ticipants claimed to have remembered experiencing the
area just outside the boundaries of the stimulus. In all
three cases, conceptual identification of the scene regions
(a ‘‘kitchen scene’’, a ‘‘bathroom scene’’, a ‘‘workman’s
areas’’) was the same. Memory for object position (in an
open-ended test) showed no difference in the types of spa-
tial errors made with respect to object placement. When
asked to report any changes in the objects’ positions after
viewing the scene at test, there was no evidence that par-
ticipants remembered the objects as being closer together
than before. Participants rarely erred regarding object
placement, and when they did, they reported an object
has having been shifted toward the center, toward the
edges and in the same location but turned, equally often.
This was of particular concern in evaluating boundary
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extension because participants were allowed to move the
boundaries and not the objects. For example, had they
remembered the objects as having been shifted inward,
grouped more closely together toward the center of the
original space (e.g., Huttenlocher et al., 1991), this would
raise questions as to whether changes in boundary place-
ment were actually reflecting boundary extension. Howev-
er, results showed that participants didn’t remember the
objects as having been closer together. Participants did
however, place the boundaries outward, creating a more
expansive scene region.

7. Conclusion

After studying small regions of scenes in peripersonal
space, participants remembered having explored beyond
the boundaries of the view whether perception had been
visual, haptic or both simultaneously. This suggests that
irrespective of modality the representation of scene-re-
gions is a multisource representation that reflects both bot-
tom-up (sensory) and top-down sources of input. Our
cross-modal and bimodal conditions suggest a functionally
unitary representation in which specific characteristics
associated with specific modalities may be retained (either
as qualia or in terms of spatial weighting). This modality-
specific information is sufficient to influence the amount
of imagined space that will be misattributed to having
been perceived (boundary extension). The imagined con-
tinuation of a studied scene region may play a fundamental
role in allowing the perceiver to understand, anticipate and
act upon a surrounding world that can only be sampled a
part at a time; whether sampling is carried out by the eyes,
the hands or both.
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