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BACKGROUND

DATASET

▪ We construct a PTM enzyme-substrate interaction network by filtering for PTM

events in humans using NCBI taxon code – 9606 in iPTMnet. The resulting

network [Figure 1] had 3033 nodes (proteins) and 8315 edges (interactions).

▪ Since biological interactions do not happen in isolation, we also use the protein

annotation data from Gene Ontology [2] – A controlled hierarchical vocabulary

of terms describing molecular functions, biological processes, and cellular

components.

▪ Finally, to test our model, we use the list of understudied kinases from

Illuminating the Druggable Genome Project (IDG) [3].

▪ The human proteome contains a vast network of interacting kinases and

substrates.

▪ Some of the kinases in this network have proven to be immensely useful as

therapeutic targets, but many are still understudied.

▪ In this work, we hypothesized that identifying novel interactions for

understudied kinases based on their interactions with well studied kinases

would provide valuable insights into their biological significance.

▪ Hence, we use graph representation learning to build a model to predict novel

kinases-substrate interactions and then perform a bioinformatic analysis of

the predicted interactions to understand the biological role of understudied

kinases.

METHODS

RESULTS
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Data preparation and graph representation learning

▪ In the first step we construct an enzyme-

substrate interaction network from iPTMnet by

including the PTM data for human PTM events.

▪ To provide a biological context to these

interactions we also include the data from Gene

Ontology (GO) network.

▪ Then we use the node2vec [4] algorithm to

learn vector representations of the kinases and

substrates in the interaction network and GO

terms in gene ontology network.

Feature construction

▪ Since a protein is annotated with multiple GO

terms, we condense GO terms annotated to a

protein into a single vector by recursively

applying Hadamard operator.

▪ We then concatenated the unified GO terms

vector (𝐺) with a vector (𝑃) encoding the

protein’s representation in enzyme-substrate

interaction network to obtain a single feature

vector (F).

▪ To obtain a vector representation of an

interaction event (E), we concatenate the

feature vectors (F) of the involved proteins.

▪ We then use the interaction event vector (E) as

an input to a random forest model to predict the

probability of the event being true or false.

Model Training

▪ Before we started training the model, we filtered

out all the experimentally validated interactions

for the IDG kinases from the input dataset to

serve as the testing set.

▪ We then split the remaining dataset into a

training (75%) and a validation set (25%). We

evaluate the model using AU-ROC and AU-PR

on the testing set.

▪ Once the model is trained, we use it to predict

potential interactions involving the IDG kinases

and compare our predictions to the

experimentally validated edges filtered out

earlier to determine the final model

performance.

▪ Our model achieved an AU-ROC of 0.76 and AU-PR of 0.80.

▪ After validating the model’s predictive performance, we studied the highest

confidence predictions made by the model for the proteins with the least amount

of information.

▪ We filtered the IDG kinases to include only the kinases that had at least one

known interaction in the enzyme-substrate interaction network. We then sorted

them according to the number of predicted interactions at a positive probability

threshold of 0.8 in a descending order.

▪ This gave us two candidate kinases - Q9UEE5 (STK17A) and Q9H422 (HIPK3)

with 22 and 15 predicted substrates as interaction partners, respectively. We

then performed a bioinformatics analysis using STRINGS DB, KEGG and

Reactome and discovered that Q9UEE5 (STK17A) might play an important role

in cancer activity and Q9H422 (HIPK3) might play an important role in mediating

an inflammatory immune response.

FIGURE 1. IPTMNET ENZYME-SUBSTRATE NETWORK


