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The nonlocal dielectric approach has led to new models and solvers for predicting electrostatics of proteins
(or other biomolecules), but how to validate and compare them remains a challenge. To promote such a study,
in this paper, two typical nonlocal dielectric models are revisited. Their analytical solutions are then found in
the expressions of simple series for a dielectric sphere containing any number of point charges. As a special
case, the analytical solution of the corresponding Poisson dielectric model is also derived in simple series, which
significantly improves the well known Kirkwood’s double series expansion. Furthermore, a convolution of one
nonlocal dielectric solution with a commonly used nonlocal kernel function is obtained, along with the reaction
parts of these local and nonlocal solutions. To turn these new series solutions into a valuable research tool, they
are programed as a free FORTRAN software package, which can input point charge data directly from a protein
data bank file. Consequently, different validation tests can be quickly done on different proteins. Finally, a test
example for a protein with 488 atomic charges is reported to demonstrate the differences between the local and
nonlocal models as well as the importance of using the reaction parts to develop local and nonlocal dielectric

solvers.
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I. INTRODUCTION

The nonlocal dielectric approach has been studied for more
than 30 years for the purpose of improving the quality of
the classic Poisson dielectric approach [1-8]. It features a
position-dependent dielectric permittivity function over the
whole space to reflect either the polarization correlations
of water molecules or the spatial-frequency dependence of
a dielectric medium. However, such a permittivity function
results in a partial derivative-mixed convolution term, making
a nonlocal dielectric model become very difficult to study.

The early study was done mainly on a Lorentz nonlocal
model with a dielectric sphere containing one central point
charge or the charge near a half-space [9,10]. The case of a
dielectric sphere containing multiple charges was studied with
an approximate method [11,12]. To sharply reduce the com-
plexity of solving the Lorentz nonlocal model, Hildebrandt
et al. modified the Lorentz nonlocal model into a system of
coupled partial differential equations (PDEs) [13]. From this
system of coupled PDEs, they obtained an analytical solution
for the case of a dielectric sphere with one central point charge
[13]. Using this PDE system, recently, Bardhan et al. [14]
found the analytical solution for a dielectric sphere containing
multiple point charges as a double series in terms of the surface
spherical harmonics of boundary-integral operators. However,
they did not report any coefficient of the series. Since the PDE
system of Hildebrandt et al. is an approximation to the Lorentz
nonlocal model, the analytical solution of the Lorentz nonlocal
model with D, containing multiple charges was still unknown
so far.

Motivated by the novel work of Hildebrandt et al., a
fast finite element algorithm for solving a Lorentz nonlocal
model for water was developed in [15]. This Lorentz nonlocal
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model was then extended into a nonlocal Poisson dielectric
model for a protein in an ionic solvent [16]. Recently, a
nonlocal modified Poisson-Boltzmann equation was proposed
as the first nonlinear nonlocal dielectric continuum model
for computing electrostatics of ionic solvated biomolecules
[17]. Meanwhile, to validate our finite element algorithms
and program packages for solving these nonlocal models, the
analytical solutions of three nonlocal Born ball test models
(including the Lorentz nonlocal model) were obtained in [18].

As a continuation of the current studies, in this paper, we
first revisit our nonlocal Poisson model and the traditional
Lorentz nonlocal model. We then construct two nonlocal Pois-
son dielectric test models, called models 1 and 2, and obtain
their analytical solutions on a dielectric sphere containing
multiple point charges. Clearly, with different selections of
point charges, we can construct different tests for extensively
studying and validating a nonlocal dielectric model and its
various numerical solvers.

The techniques that we used to find the analytical solutions
of models 1 and 2 are different from the ones used in
[13,14,19]. Instead of using associated Legendre polynomials
P)" to construct a traditional double series, we take advantage
of the superposition principle and rotational symmetry to
express the analytical solution as a simple infinite series in
terms of Legendre polynomials P, and modified spherical
Bessel functions. As a special case of model 1, we also obtain
the simple series solution for the classic Poisson dielectric test
model. Due to our new simple series expressions, the analytical
solutions of models 1 and 2 can be calculated quickly for a
large number of point charges on a large set of mesh points,
making them valuable and practical in the study of local and
nonlocal dielectric models as well as in the validation of related
numerical solvers—a critical step before applying the models
and solvers to applications.

During the search for an analytical solution, we used
convolution techniques to reformulate model 1 or model 2
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from an integro-differential equation problem into a system
of coupled partial differential equations. Thus, it becomes
necessary for us to validate the obtained analytical solutions.
We proved that our obtained series solutions satisfy the
original problems by substituting them to the original integro-
differential equations of models 1 and 2. Moreover, we showed
that our series solutions converge absolutely with a geometric
series rate of convergence. These validation and convergence
analyses are difficult and lengthy in writing. They will be
reported in another paper since they mainly involve the issues
of mathematical analysis.

To simplify the usages and applications, we programed
our new series solutions in FORTRAN 90 as an open software
source. With this software package, we also can calculate
the convolution of solution for model 1 and the reaction
parts of the analytical solutions, which can be applied to
the development of numerical algorithms for solving local
and nonlocal dielectric models [16,17,20]. We further added a
special data input option to input the required atomic charge
numbers and positions directly from a PQR file of protein,
which can be produced from a protein data bank (PDB) file
by using the program tool PDB2PQR [21]. Here a PDB file
can be downloaded for free from the Protein Data Bank
[22]. In this way, we can use different protein molecules to
construct different validation tests easily. Finally, we present
a test example constructed from a protein to demonstrate
the differences between models 1 and 2 and the differences
between local and nonlocal models.

The remaining sections of the paper are outlined as follows.
In Sec. II, we review the derivation of nonlocal models and
define models 1 and 2. In Sec. III, we present the analytical
solution of model 1. In Sec. IV, we present the solution of
model 2. In Sec. V, we report the program package and test
results. In Sec. VI, we make conclusions. Some formulas
and series expressions used in this paper are collected in
Appendices A and B for clarity.

II. TWO NONLOCAL POISSON DIELECTRIC
TEST MODELS

In this section, we review the derivation of local and
nonlocal Poisson dielectric models for a protein immersed
in water. We then present two nonlocal Poisson test models
and a local Poisson test model.

According to Gauss’s law, an electrostatic field, e, induced
by a fixed charge density po(r) can be defined by

€V-er) =y +pr) forr=(x,y.2)eR’, (1)
where €, is the permittivity of the vacuum, y is a dielectric
charge density, and V = (%,‘%,%) is the gradient operator.
Since e is conservative, there exists an electrostatic potential
function, ®, such that

e(r) = —Vo(). )

Applying (2) to (1) yields the Poisson equation:

—Ad(r) = é[y(r) +p(r)] VreR’,
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where ®(r) — Oas|r| - co, and A denotes the Laplace
operator. Here |r| = /x2 + y2 + z2 for r = (x,y,2)7 in the
column vector form.

However, it is difficult to estimate y. To avoid this
difficulty, the classic linear dielectric theory (see [23,24], for
example) has been developed by assuming that e is split into
displacement field d and polarization field p,

ce=d—p,
where d and p are defined by
(@) V-d(r) = p(r), (b) —V-p(r) = y(r), 3)

and have the linear relationships with the electric field e:

(@) d(r) = oe(r)e(r), (D) p(r) = eox(rje(r).  (4)

Here, ¢ is the dielectric permittivity function, and y is the
susceptibility function. Applying 4(a) and (2) to 3(a), we obtain
the local Poisson dielectric model:

—eoV-[e(r)VO(r)] = p(r) VreR’, 3)

where ®(r) — 0 as |r| — oo.
For a protein immersed in water, R? is decomposed by

R*=D,UD,UT,

where D, is the protein region, Dy is the solvent region
surrounding D,, and I' is an interface between D, and Dj.
According to the continuum implicit solvent theory (see [25],
for example), both D, and D, can be treated as dielectric
continuum media with two different dielectric permittivity
constants, €, and €, respectively. In this case, ¢ becomes
a piecewise constant function. To make sense in strong
derivatives, the Poisson model (5) should be reformulated into
the interface problem:

1
—€,AD(r) = g,o(r), re D, A®r)=0, reD,

0d(s™ ad(st
O(sT) = (sh), €, ) =¢ (s ), serl,
an(s) an(s)
o) — 0 as|r| — oo, (6)
where n(s) is the unit outward normal vector of D, %((f)) =
DY) _

V&(s) - n(s), d(st) =lim,_ o P[s£rn(s)], and s =
lim, _, g+ %{3“” If a molecular structure of the protein is

given, p(r) can be estimated by

np

o(r) = e, Zz;S(r —r;), (7

j=1

where e, is the elementary charge, n,, is the number of atoms
of the protein, r; and z; denote the position and charge number
of atom j, respectively, and (r — r;) denotes the Dirac delta
distribution at r;.

It has been known that the relationship (4) can depend
on a spatial wave number (see [26], for example). To reflect
this feature, the nonlocal dielectric approach was proposed to
imitate the linear relationships of (4) in the Fourier frequency
space as follows:

(@) d&) = ef&)RE); (b) PE) = exERE), ()

043304-2



ANALYTICAL SOLUTIONS OF NONLOCAL POISSON ...

where 2(&), X (&), E(S ), p(§), and €(&) denote the Fourier
transforms of e(r), x(r), d(r), p(r), and e(r), respectively.
Applying the inverse Fourier transform to (8) results in the
nonlocal relationships of d and p with e:

d(r) = 60/ s(r —re()dr, (9a)
R3

p() = & / X(r — e’y dr'. (9b)
R3

Substituting (9a) and (2) to 3(a) yields the nonlocal Poisson
equation

1
—V-/ e(r —r)VoI)dr = —p(r) VreR?, (10)
R} €0

where ®(r) — 0 as [r| — oo.

To reflect the spatial-frequency dependence of a dielectric
medium [2,27], a new parameter, A, for characterizing the
polarization correlations of water molecules, and another
dielectric constant, €5, for water in the case A — oo, are
introduced to result in a commonly used formulation of &
as

—Ir|/A

4702 r

where €; > €. Actually, the above permittivity function &(r)
is the inverse Fourier transform of Debye’s temporal frequency
dependent permittivity function

e(r) = €,00(r) + (€5 — €00) vr € R?, (11

€ — €x

1+ 221517 (12
where £ reflects a temporal frequency proportional to a spatial
wave number for plane waves (see [[1], p. 100] and [26], for
example).

For the protein case, we have shown in our previous work
[18] that & can be modified as a function of two variables r and
r’ in the form

er,r) =e@®s(r—r)+«@Q,(r—r), (13)

where €(r) =€, and x(r) =0 for r € D, €(r) = €5 and
k(r) = €, — €5 forr € Dy, and

8(€) = €0 +

eI/
47 02r|

Applying (13) to (10) gives the nonlocal Poisson model for
protein in water with p being given in (7):

0;.(r) = (14)

1
— €, AD,(r) = ;p(r), reD,, (15a)

€ AP (r)+(e5—€50)V - V(r) =0, r € Dy, (15b)
®,(5) = By(s), sel, (15¢)

0D, (s) 0D;(s)

i) an(s)
+ (e,—€x0)V(S) - n(s), sel’,
(15d)

where ®,(r) — 0 as |r| — oo, and v is defined by

v(r) = /w 0, r —r Vo) dr. (16)
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When the integral domain of (16) is changed to Dy (i.e.,
limited to the consideration of the permittivity correlations
among water molecules), the model (15) is modified to another
nonlocal Poisson model for protein in water considered in [28,
Eq. (4.25), p. 68]. We then construct two test models, called
models 1 and 2, for these two nonlocal models using a spherical
solute region, D, = {r:|r| < a}, from which we have I' = {r :
[r| = a} and Dy = {r: |r| > a}. Specially, setting €, = €5,
we reduce model 1 or model 2 to a local Poisson test model—
the Poisson dielectric model (6) using the spherical solute
region D,,.

III. ANALYTICAL SOLUTION OF MODEL 1

Let i,(r) and k,(r) denote the modified spherical Bessel
functions of the first and second kind, respectively, and P,
be a Legendre polynomial of order n. Their definitions and
properties can be found in Appendix A. For the charge density
p given in (7), from the superposition principle we can obtain
the analytical solution & of model 1 and its convolution &
Q; in the expressions

ﬂp

ec
¢m=:§zpﬁxrew,
0~
j=1

(17a)

(@ 0:)(r) = :—;sz@, £0))(x), reR’ (17b)
j=1

where @ ; denotes the solution of (15) using p(r) = 6(r —r;),
and Q; is given in (14). Thus, the problem is reduced to find
each @; and its convolution ®; * Q,.

Theorem 1. Let k = ,IT

using p(r) = 8(r —r;) is given by

rr
2o Asalrl" Pu (5 757)

1
4meplr—r;|’ re DP’

Z,C;io [Em*sv Aann(K |I‘|)

€00

+a | P ), T e Dy,

e x|

/ £-. The solution ®; of model 1

()= (18)

and its convolution is given by
Ir—r;l
l—e” % 00 . (]
4nee,,|r7r,»| + Zn=0r_[;44n’n(%)
;A3n|r|n]Pn(|rjor'|), re DP’
Zn:O [Aann (K |I’|)
+r | Pa( ), T e D,

[ |||

(@) * Qu)(r) = 19)

where A;, fori = 1,2,3,4 are given by

Aln == 2 +1 M nwn
4rd,a a

L Mem =€), (M)kno«a)}

ae A
;" (a
a” n X

(20a)

_ @2n+Da
 dme,d,ant3

(1]
- [l’l(Ep + 65) + Es]ln T s

A2n I:(e.v - 6[7)(” + 1)

(20b)
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Aln €co — |rj|n

€s
A = iy A () = S 200
2n+1 . (Il a €
in(55)kn(5) + A2y 2-kn(ka)
1o = B () + o0
in(%)
Here d, and w, are defined by
n2n + Die (e, —€x0) . (a
dn = a”+2€oo In X kn(Ka)
ne, +(n+ e | € . a
+ T ;ln-&-l x kn(ka)
a
+K)\in(x>kn+l(’<a):|v (21)
A€ —
w, = n_6 fo in<g)kn(’(a)
a €00 A

+ iin+l(5>kn(xa) + Kxin<‘—’>kn+l<m). (22)
€00 A A

Proof. From the PDE theory (see [29], for example) it is
known that V[®(Or)] = OT(VP)(Or), V - [F(Or)] =[V -
(OF)](Or), and (A®)(Or) = A[P(Or)]. Here, O denotes an
orthogonal 3 x 3 matrix, and F is a vector function on R3.
Thus, the key step to find ®; is to look for the solution ®
of (15) using p(r) = 8(r — ¥;) with ¥; = (0,0, |r; T. We then
can obtain ®; by

®,;(r) = (O;r), reR’, (23)

where O; is an orthogonal matrix satisfying O;r; = F;.

Since the charge point F; lies on the z axis, ® and its
convolution have rotational symmetry about the z axis. That
is, they depend only on r and ¢ in the spherical coordinate
system (r,0,¢) defined by

r = (r sing cos6,r sin¢ sinf,r cosp), 24)

where r > 0 is the radial distance, 6 € [0,27] is the azimuthal
angle, and ¢ € [0,7] is the polar angle.

Wesetu = @ * 0,,P, =, andu, =uinD,,and ®; =
® and u; = u in Dy. As shown in [18], we can reformulate the
model (15) as the PDE system

—€pAD,(r) =8(r —F;), reD,, (25a)

—AAup(r) +u,(r) — @,(r) =0, reD,, (25b)
€ ADy + (6, — €x)Au; =0, 1€ Dy, (25¢)
—2*Auy +ug —®, =0, re Dy, (25d)

subject to the interface conditions: For seT",

Qup(s)  Juy(s)

an(s)  an(s)’
(26a)

MP(S) = u(s), qu(S) = Oy(s),

. dD,(s) . dD(s) dug(s)
? 9n(s) * 3n(s) an(s)’

and ®;(r) — 0 and u,(r) — 0O as |r| — oo.
From (25¢) we obtain

+ (65 — €x0) (26b)

Al€o @y + (€5 — €x0)uts] =0,
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implying that €5, P + (€; — €0)u is harmonic in Dy and
converges to 0 as [r| — oo.
By Theorem 3 in Appendix B, we get

B0 + (6 — D) = 6 3 S P eos ). (27)
n=0

By (25d) and (27), we get an inhomogeneous linear PDE:

oo
R E2AD () + By1) = Y A Py(cos ).
€s n=0

The right-hand side is a particular solution, while the general

solution of the homogeneous equation is given by Theorem 4
in Appendix B. Hence, we obtain

> €0 — €5 Aln
Dy(r) = E Apyky(kr) + —= | Pu(cos @), (28)
~ €oo rn+l
where ¢ € [0,7]. Together with (27), we have

o0

uy(r) =y [Aznkn(m +

n=0

Aln
pnt+l

] P,(cos ¢). 29)

By Theorem 3, the general solution of (25a) is found as

1
dme, Ir — |

@, (r)

+ ) Asr" Pucosd).  (30)
n=0

A particular solution to the linear inhomogeneous PDE
defined by (25b) is given by

o—IT—F;1/2 o0
| + Z Az, r" P,(cos ¢).

=0

1 1 1

dme, Ir —F;| 4me, |r— T

Note that the first two terms have a singularity at r = F; but
their difference is smooth at r = ¥;. Thus, by Theorem 4, the
general solution is given by

+ Z |:A4nin <%) + A3nrni|Pn(COS ¢)
n=0

(€29)

We next determine the coefficients using the interface

conditions of the PDE system (25). Together with (B1) and
(B2), we can obtain the following system:

l—e I Fj1/h

Up = 4me,|r—F,|

Aln €00 — € n |r|n
g+ + A2n OOEOO kn(Ka) - ASna = 4 ]a”“ b (323-)
&(n+1) 1 rl"n+ 1)
Ap,—————+ Aznad"™ = ——=, 32b
! €pant? + Asna 4, ant? (32b)
Aln n . [a
a"+' + Aann(Ka) - A3na - A4nln X
r|" 2 1 r;
_ Iyt 2n+ i, Irj1 k() (32¢)
dme,a™tl  2mZeph A A
n+1 , n—1 A4n g a4
o Appkck,(ka) + Azyna”™ + LU

(n+ 1)|l‘j|n 2n+1 | |I'j| [ a
= + y\ — kn bl
dre,a"t? 2%, A T\ A A

(32d)
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By subtracting (32a) from (32c), and subtracting (32d) from
(32b), we find

s 2 1 r;
& AZIlkn(Ka) - A4nin C_l = - "t in | Jl kn g ’
€00 A 272€ A A

(33)
A4n ./
i(5)

2 1 i
:_Lin Irjl k! 4y (34)
272,02 A A

By eliminating A3, from (32a), (32b) and Ay, from (33), (34)
using the Wronskian (A9), we obtain

ne,+(n+1)e, €00 —Es

neptrr s ne, *—=ky(ka) <A1n>
€p—€ n+l
pe,, ”+‘7)\, ( ) Wy A2n

I

€ f
Ay, n+§ (n+ 1) + Aykk (ka) —
€pd

|rj 2n+1
47-! alH»l
- (2n+l))\ (\rl) ’ 35)

4mepa’ A

where w, = 2k,(ka)i({) — Akk,(ka)i,($), which can be
written to (22) by (A4) and (A6).

We determine Aj, and Aj, from the linear system (35).
Using (22), we find its coefficient determinant d, in the
expression (21). Since i,,(r) > 0 and k,,(r) > 0, and €¢; > €,
we have d, > 0. Thus, the linear system (35) has the unique
solution. Solving it gives A, and A,,. We then can find A3,
using (32a) and Ay, using (32c).

We now derive the solution ®; and its convolution using
(23). In fact, for ¥; = (0,0,|r; )" = O;r;, itis clear that |F| =
r|, |F — F;| = [r — |, and (F;,F) = (r;,r). Here (-,-) denotes
the angle between two vectors. Note that ¢ = (F;,F). Hence,
the series expressions of ®; and ®; * O, can be produced
from (28), (29), (30), and (31) by substituting r and cos ¢ to |r|
and cos(r;,r), respectively. Since cos(r;,r) can be calculated
by

I‘j-l'

cos(r;,r) = TR
J

we obtain the series expressions (18) and (19) of ®; and
convolution ®; * Q. This completes the proof. |

Setting €., = €, we can derive the analytical solution of
local Poisson test model (6) from the solution of model 1.
After simplifications, the solution @ of the local Poisson test
model can be written as

np
= 2n= OZ] 1 2jAjnlrl” P”(|r\|r|)
np _Zj
+47r606,, ZJ' L jr—r;|’ re b, (36)

QZn OZ] lz\i‘\"‘jF?P (|r\|r|)

where A, and B; , are given by

d(r) =

r € Dy,

(ep — €)n + Dr;|"
dre,ane, + (n + 1€’
2n + Dr;|"
drc[ne, + (n + De,]

Aj,n =

B;, =
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The convolution of the local Poisson test model solution can
also be produced from that of model 1’s solution.

Specifically, when n, = 1 and r; is the origin (0,0,0), the
Poisson test model is often referred to as the Born ball model
with a central charge ze., whose analytical solution can be
implied from (36) directly.

IV. ANALYTICAL SOLUTION OF MODEL 2

In this section, we calculate the series solution of model
2—the equations of (15) with the function v being replaced by

V(r) = / 0, —r)Vo,(rdr. 37)
Dy

Similar to the case of model 1, the solution ® of model 2
can be written in (17a) so that we only need to calculate the
solution @ of model 2 using p(r) = 6(r —r;).

Theorem 2. The solution ®; of model 2 using p(r) = &(r —
r;)is given by

> onzo Canlrl" Py (\r ||r\)
rebD,,

+47‘[€p|l‘7r_,'| ’ (3821)
;(r) = o e
Zn:()[ € C2nk11(K|r|)
C " r-r
+ur | Pa(pi). TEDs,  (38b)
where C;, fori = 1,2,3 are defined by
2n +1
Cln = dre |rj|nwns (3921)
Cn+Dn+1) .. [ a
C2n = —W)\.h‘j' l”(x>, (39b)
;| 2n + 1)s, 1
C n — - - — 39
} 4 g2n+l en €p (39¢)

Here e,, s,, and w, are given in (58), (59), and (60),
respectively.

Proof. By the same arguments used in the case of model 1, it
is sufficient for us to find the solution of model 2 using p(r) =
8(r —rp) with rp = (0,0,z¢) for 0 < z9 < a in the spherical
coordinate system (r,6,¢) defined by (24). In order to simplify
calculation, we extend ®; continuously to a harmonic function
in D, by

O,(r) = ic (5) Putcosg), reD (40)
s - par On a n s P
when ®; has the expression on the interface I':

Dy(s) = ) ConPa(cos ),

n=0

sel’, 41

where C, are constants to be determined.
To get the analytical solution, we define w by

w(r) = (Qy x P,)(r), reR’,

and reformulate the function v of (37) as
V(r) = / 0i(r — )V, @ (') dr’ — ¥o(r), (42)
R3

where ¥o(r) = [ D, 0, — 1)V & (r)dr'.
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It is easy to see that w satisfies the equation
—22Aw(r) + w(r) = &,(r), reR.
Let i(r) = V - ¥o(r). It can be shown [see (B4)] that

ind 2na . (a r
IOEEDY conmz(x)kn(x) Py(cos¢)  (43)
n=0

for r € D;. Moreover, for sel", by (B5),

Fo(s) - n(s)-Zcon z(i)k I(A)P@osd» (44)

We now reformulate Eq. (15) (with v replaced by V) as the
following PDE system:

—€,AD,(r) =6(r—19), TrE D,
(45a)
— 1 Aw,(r) + w,(r) — ®(r) =0, re D, (45b)
€ AD; + (6, — €x)[Awy, —h] =0, 1€ Dy, (45¢)
—A2Aws +w; — D, =0, re Dy, (45d)
subject to the interface conditions: For seT’,
dw,(s)  dws(s)
=ws(8), ——— = . 46
WS =w® S T nes) (46)
dd ,(s) AD,(s)
(D = CDS N P =
P = 06) S = € )
dwy(s
+ (e — eoo)[ awé( ) 30(s)- n(s)}, (47)
n(s)

and ®;(r) — 0, wy(r) — 0 as |r| — oo.
We note that & satisfies A2Ah = h in D;. Thus, (45¢) can
be written as

Aleso®; + (€5 — €xo)ws — A*(€5 — €0o)h] = 0.
By Theorem 3, there are constants C,, such that
€00 D5 (1) + (€5 — €00)[wy(r) — A2A(1)]

[o.¢]
=€ Z Cir "' P,(cos ¢) for r € D;. (48)
n=0

From (45c¢) and (45d) we obtain
0o ®s + (6 — €x0)(wy — A7h) =
Therefore, using (48), we get

— A€ AD; + €,D;.

o0

Cln P
> i Palcos ),

n=| ()

)\2—Acb (r) + &,(r) =

and the right-hand side is a particular solution. Therefore, we
obtain (38b) for r € D,. From (45a) and (45b), we can obtain
(38a).

With (48) and (38b), we get

wy(r) = Y Cipr """ Py(cos §)

+ Y Coukn(kr)Py(cos §) + A2h(x).  (49)
n=0
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Forr € D,, from (45a) we find

P,(r) =

+ Z Cint" Po(cosd).  (50)

e, |r — r0|

Then, (45b) gives
wp(r) = &,(r) + ZCémin <%>PH(COS ¢)a (51
n=0

where & (r) is given in (40).
Next, we establish the expressions of coefficients C;, for
i = 0—4. By comparing (41) and (38b), we obtain

Ci, €0

CO" = an-H +

— & Conka(ka). (52)

[o¢]

The first interface condition of (47) gives
i n

———— 4+ C3,a" = Cy,. 53

dmepat! T Cna 0 >3)

Together with (43) and (44), the second interface condition
of (47) gives

20 n—+1
—(n + 1) s + e,,C3,,na = —¢Ci,—— s
2n(n+1) . (a a
s — €0)Con——0l = kol = ). 54
+ (&5 — €00)Co — l(x) <x> (54)

From the interface conditions of (46), we obtain

. [ a Cln
Con + Capiy X = + C2nk (Ka)

at!
c 2na  (a r a (55)
On A In x n )L s
and
n 1,(a Cip(n+1) ,
Con— + C4,,in<x> = _‘an—ﬂ + Couck! (ka)

2na , ,
“anZe()e(2) oo

By using (52) and eliminating C3, from (53), (54), and Cy,
from (55), (56), we obtain the linear system

-1 1 %kn(ica) Con
Un _Es(n + 1) 0 éln
1(a . a C n
=in($) (%) Un >
0
= (271 + 1)4710"“ ’ (57)
0
where u, = —ne, + (€ — exIn(n + D2 i(“)k(%), Ciy =

Cy,/a"*", and

Uy = l}’l+1( )k (Ka) + K)"ln()\'> n+1(Ka)-

Then the determinant e, of the coefficient matrix in (57) is
given by

€y = €s(n + l)wn — UpSy, (58)
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where s, and w,, can be found as follows:

1 eﬁ—:‘kn(/ca)

in—l(%) Un

_ & —€x 2n+ DA . <a>k (ka)

Sp =

€so a

+:—Sin+1< )k (Ka)"i_/()"ln()\‘) kny1(ka), — (59)

1 etk (ka)

(%) Uy
€5 — €50 NA

fa
-~ 71n<x>kn(’(a)

+ G_in+1(k)kil(xa) + K)"ln(}L) n+1(Ka)- (60)

w, =

=

oo

It follows from (A7) and (A8) that
2n +1

in(kn(r) = — in(r)kn—1(r)

1 (k) < —
— 1y F)Kuylr) < —.
+1 22
Therefore, we have
2 1
u, < en(n+ 1)—ain 4 k, 4 < SM
TA \A A 2n+1

Since €; > ey, we have s, > 0 and the estimate

+ 1)
e, > € (Zn—i—i [ I"H(A)k (ka)

+ K)»i,,(%)knﬂ(/ca)} >0

Based on the above derivations, we can obtain the solution of
the system (57) so that the expressions of C;, for i =0,1,2
are found as follows:

Sn _ 2o Wn
e ’W—m+%”g
i($)

n+2 e,

Con (2n+)

Co = —(2n+ D(n + 1)

Then we obtain C3, and Cy, from (52), (53), and (55):

C()n ZS

Cs, = -, 61

} a"  Amwe,a?t! e
C2n :T:Okn(/(a) COn 2na (g)kn(%)
4n = . (a (62)
in($)

from which we can get the expressions of (39). This completes
the proof. |

V. PROGRAM PACKAGE AND TEST RESULTS

We programed the series solutions of models 1 and 2
in FORTRAN 90, along with the series solution of the local
Poisson dielectric model (6). We also included the calculation
of reaction function W as a part of our FORTRAN program
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package. Here, W is defined by

np

e, Zj
U=¢-G with G()= § I (63)
4mepe, P Ir — ]

and both @ and W are calculated approximately in a partial
sum of N terms for a set of given mesh points and a set of
point charges. The program package can be downloaded for
free from Supplemental Material [30].

To simplify the application of our program package, a
PQR file input option is provided to input the charge numbers
{z j}';”:l and positions {rj};fil automatically from a PQR file
of a protein. In this case, the center of a protein molecular
structure is moved to the origin, and the atomic positions
are rescaled to satisfy the condition |r;| < a. In this way,
we can easily construct different tests using different protein
molecules. In fact, a PQR file is widely used in the numerical
solution of a local or nonlocal dielectric model. It can be
produced from a PDB file by using the program tool PDB2PQR
[21]. A PDB file can be downloaded for free from the Protein
Data Bank [22].

As shown in our previous work [16,20], ¥ can be twice con-
tinuously differentiable within and outside D, and continuous
across the interface I" for local and nonlocal Poisson models.
Thus, G contains all the singularity points of ®. Hence,
the singularity difficulty of computing ® can be completely
avoided through computing W.

With our program package (see Supplemental Material
[30]), we now can easily construct a test case to demonstrate the
importance of developing solution decomposition algorithms
for solving local and nonlocal dielectric models. As an
example, we considered one set of 488 point charges coming
from a protein with 488 atoms (PDB ID: 2L.XZ) as illustrated
in Fig. 1. Here, we calculated the values of & and W at
the mesh points of three uniform meshes of a cubic domain
[—2,2]7 with mesh size & = 0.1, 0.05, and 0.01 for models
1 and 2 and the local Poisson model using €, = 2, €, = 80,
€ =18, . =10, a =1, and N = 20, which was found to

FIG. 1. A unit spherical solute region D, containing 488 point
charges from a protein (2LZX) in a cubic domain [—2,2]>.
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yield a solution with a relative error O(107>). The three
meshes had 68 921, 531 441, and 4 173 281 mesh points,
respectively. Our FORTRAN program package was found very
efficient in these calculations. For example, it took only about
13 s in the calculation of 68 921 function values for model
1 on one 3.7 GHz Intel Xeon processor of our Mac Pro
workstation.

We also did tests on the simple series solution of the local
Poisson test model (6), which is given in (36). The test with
68 921 mesh points, 488 charges, and a partial sum of 20 terms
(i.e.,n = 19) took 12 s while the relative error was found to be
1.99 x 1073, As acomparison, we programed the double series
solution obtained from the well known Kirkwood’s dielectric
sphere model [19]. Since the partial sum of this double series
consists of (n 4+ 1)? terms, and each term involves complex
numbers, its calculation can be very costly. For the same test
as done above, the total CPU time was sharply raised to 1021 s
while the relative error was 3.2 x 1072 only. This test indicated
that Kirkwood’s dielectric sphere model was ineffective for
validation tests.

Using the calculated values of ® and W, we constructed the
linear interpolation functions of ® and W based on the uniform
meshes. We then plotted them by setting y = 0 to display one
cross section of them in surface graphs on MATLAB as shown in
Figs. 2 and 3. Note that each MATLAB surface plot is essentially
a linear interpolation of a function on a uniform mesh. Hence,
these MATLAB surface plots reflect the convergent behaviors of
these interpolation functions.

Figure 2 displays a comparison of model 1 with model 2
and the local Poisson model in terms of reaction function W.
From these graphs we can see that models 1 and 2 are very
similar while both of them are significantly different from the
local model. They all have continuous surfaces. Moreover,
their function surfaces are smooth in the solute region D,
and the solvent region Dy, respectively, confirming what was
claimed in [16,20].

Figure 3 shows that the linear interpolation functions of &
became more and more spiky as & was reduced from 0.1 to
0.01, due to the solution singularity caused by the Dirac-delta
distributions. Because of so many strongly singular points, it
seems impossible for us to numerically solve a dielectric model
for @ directly on a mesh with a small grid size h. To achieve
a high accuracy, we have to develop solution decomposition
algorithms for computing @ indirectly through searching for
reaction function W.

VI. CONCLUSIONS

In this paper, we have presented two nonlocal dielectric
test models, called models 1 and 2, for a spherical solute
region containing multiple point charges. We then obtained
their analytical solutions in simple series, and validated
them analytically. Furthermore, we programed these analytical
solutions in FORTRAN as a software package, along with their
convolution functions and their reaction parts. The usage of
this software package is simple since a set of point charges can
be directly input from a PDB file of a protein. Numerical tests
demonstrated the high performance of our program package
in comparison to the traditional double series approach as
done by Kirkwood for a local dielectric sphere model. This

PHYSICAL REVIEW E 93, 043304 (2016)

5. (a) Model 1

0 .
x-axis

FIG. 2. A comparison of model 1 with model 2 and the local
Poisson model in their reaction functions of W defined on a uniform
mesh of [—2,2]> with 4 = 0.1 for the unit spherical solute region D,
containing 488 point charges from a protein (2LXZ).

work is expected to be of wide interest to computational
biophysicists and biochemists, applied mathematicians, and
bioengineers. The package will be a valuable tool for them
to study local and nonlocal models and related numerical
solvers.

As applications, numerical test results were used to
illustrate that reducing the mesh size may increase the
difficulty of solving a dielectric model. Hence, the solution
decomposition approach is essential in the development of
numerical algorithms for solving a dielectric continuum model
efficiently and effectively.
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FIG. 3. A comparison of three linear interpolation functions of
the analytical solution @ for model 1 defined on three uniform meshes
of [—2,2]% with & = 0.1, 0.05, and 0.01. Here, D p contains 488 point
charges, and the figures are plotted by setting y coordinates to be
Zero.
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APPENDIX A: MODIFIED SPHERICAL
BESSEL FUNCTIONS

We collect some formulas for modified spherical Bessel
functions i,(r) and k,(r). If not stated otherwise, these
formulas can be found in [[31], Sec. 10.47ff.].

PHYSICAL REVIEW E 93, 043304 (2016)

We define i, and k,, in terms of modified Bessel functions
I, and K, by

. R 1d sinh r Al

ln(r)—,/zr Livipr)=1" (rdr) ( . ) (A1)
1d -r

kn<r)=,/; K1) = (— 1)"—r"< dr) ( . ) (A2)

Let y" denote the first derivative of function y. We have the
formulas:

i ="l o+, (A3)
ih(r) = §in(r) i (), (Ad)

1
£0) = ="k 0) — ki), (AS)
K. (r) = ’r—’km) ) (A6)

1

i (F) — it () = 2, (A7)
e (FYins1() + i (P)in(r) = % (A8)

The Wronskian of i,, and k,, is
(DKL) — i (k) = — s (A9)

APPENDIX B: SERIES EXPRESSIONS OF SOME
FUNCTIONS AND SOLUTIONS

Let P, denote the Legendre polynomial of degree n, (r,0,¢)
denote the spherical coordinates, and ro = (0,0,z0). Here r =
[r|. The functions ﬁ and % can be expanded to the
following series expressmns [31], 10.60.3]:

[
1 _ ] (70) Py (cos @) i'fr > 20, @1
r — 1o %Z;" (£)"Pa(cos @) ifr <z

and

~ 5

Ir — 1o

_ 2 Y omeo@n + Din Gk (5) Pu(cos @) if r > z, B2)
T | 0020+ Din(Dky(2)Pylcosp) it r < zo.

The following results are known (see [[32], Sec. 5.53], for
example).

Theorem 3. If u is a rotationally symmetric solution to the
Laplace equation Au = 0 in D, then there are constants C,
such that

[e.¢]
u(r) = Z C,r" P,(cos ¢).

n=0

If u is a rotationally symmetric solution to the Laplace
equation Au = 0in Dy with u(r) — 0 as |r| — oo, then there
are constants C,, such that

u(r) = Z Cor "' Py(cos ¢).

n=0

043304-9



DEXUAN XIE, HANS W. VOLKMER, AND JINYONG YING

Theorem 4. If u is a rotationally symmetric solution to
Au—k?u =0,k > 0,in D, then there are constants C,, such
that

u(r) =Y Cyin(icr) Py(cos ).

n=0

If u is a rotationally symmetric solution to Au — k’u =

0, k > 0, in Dy with u(r) — 0 as |r| — oo, then there are
constants C, such that

[0¢]
u(r) =Y Cyky(icr) Py(cos ).
n=0
Let (r,¢,0) and (r',¢’,0") be the spherical coordinates for
r and r’, respectively, and P be the associated Legendre
function, which is defined by

dm
PM(t) = (=1)"(1 = "2 ——P, (1)
drm
form =0,1,...,n. Here r = |r| and ' = |r’|. We set D, =
{r ||| <a}and T = {r' | |r'| = a}. Then,

/ Q0;(r — )P (cos ¢’) cos(m0')dS(x')
r

2

W(5)k(5) ifr <a,
— 2a P,T(COqu)COS(m@)[ ()L) (A) irr a

Iy

l,,(g)kn(i) ifr > a.

A A

= B3
A3 B3)
This follows from (B2), the addition theorem for Legendre
functions and orthogonality of spherical harmonics. A similar
formula holds for P)"(cos ¢) sin(m®).
Set v(r) = fD 0;.(r — )V [(r') P,(cos ¢')]dr’. Then

(V-v)(r) = —/ Ve Qi (r — 1) - Ve [|F']" Py(cos ¢')dr'.
D,

P
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By Green’s formula and noting that |r'|" P,(cos¢’) is a
harmonic function

(V-v)(r) = —/ 0 (r — X)n|r'|"~' P,(cos ¢)d S(x').
r
Using (B3), we obtain for r > a,

2na"t! (a r
Wln(x)kn(x) PH(COS ¢) (B4)

From [[33], p. 137ff] it is known that

(V-w)(r) = —

Vi(Ir'|" Py cos @] = |x|"7'(P,_ (cos ¢) cos 6, P, (cos §)
x sin@’,n P, (cos ¢")).

Applying (B3) for r > a gives

2 r “ nn+1 - r/ /
Vo = ko fo(r) (- )ar
x(P,_,(cos ¢)cos 0, P,_,(cos @) sin 6,n P,_(cos p)).

Evaluating the above integral by using (A3) gives

()_2a”+', ay, r
Vo= na )G

x(P,_,(cos ¢)cos @, P, _,(cos $)sin6,n P,_(cos p)).
Let n(r) be the unit normal. From [[33], p. 33, (31)]
it is known that n cos¢Pn_1(cos¢)+sind)P,Ll(cosqb) =
nP,(cos¢). Then we obtain on the sphere [r|=a

that
2na"t! (a a
v(r) -n(r) = 2 ’”(X kn1<X)Pn(coscb). (BS)
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