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This paper analyses competition among financial intermediaries in a set-up where financial
intermediaries economize on duplicated monitoring (Diamond (1984)). We analyse two different
games in which both direct trade and indirect trade are available. We show that in general equili-
brium outcomes are inefficient, so that Diamond’s efficiency result is fragile. Intermediation may
increase rather than decrease transaction costs. Disintermediation may also be an equilibrium. We
discuss the role played by the nonconvexities of banks’ technology and that played by competition
for deposits and loans.

I. INTRODUCTION

Many recent contributions to the theory of financial intermediation argue that banking
intermediation is the most efficient way to solve incentive problems that typically affect
the credit market. In the seminal papers by Diamond (1984) and Williamson (1986),
intermediation emerges as a result of transaction-cost economies in monitoring the quality
of projects. In these papers, the superiority of banks is established under the assumptions
that banks make zero profits and fully exploit the returns to scale arising from transaction-
cost economies. These assumptions are supposed to be satisfied whenever there is perfect
competition in the financial intermediation sector. For this reason we refer to the corre-
sponding solution as the competitive outcome. This paper raises the question of whether
an explicit analysis of competition in the credit market yields the competitive outcome so
that one can justify the Diamond and Williamson analyses. This is an important issue
because any departure from the competitive solution may affect the size of the gains from
intermediation as well as the distribution of these gains among the agents. Possibly, even
the conclusion that intermediation is superior to market exchange may depend on the
outcome of competition.

There are two reasons why the competitive outcome need not obtain. First, there are
increasing returns to scale in intermediation and we know from the literature on imperfect
competition that we should not expect perfectly competitive outcomes in this context.
Second, competition among intermediaries takes place in two interrelated markets: the
market for deposits and the market for loans. In such a situation, we know from Stahl
(1988) and from Yanelle (1989) that competition may lead the intermediaries to corner
one of the two markets in an attempt to achieve a monopoly outcome.

To test the validity of the perfect competition assumption, in this paper we explicitly
analyse competition among intermediaries. We model it as a noncooperative game. As in
Diamond’s paper, the basic model allows for economies of scale that banks can best
exploit. However, intermediaries now compete ““a la Bertrand” both in deposit rates and
in loan rates. Moreover, we allow borrowers and lenders to contract directly with each
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other if they prefer to do so. We analyse two different versions of the game depending on
whether intermediaries compete first for loans or for deposits. While it seems more natural
to have banks competing first for deposits and then for loans, the reverse situation cannot
be excluded, in particular when the quantity of loans is relatively scarce. The theoretical
reason for looking at different games is that in general the outcome of “double-sided”
Bertrand competition is sensitive to slight changes in the specification of the game (Stahl
(1988), and Yanelle (1989)). Hence, it is important to know which conclusions are robust
to these changes. This setting allows us to deal with three fundamental issues:

(i) are the outcomes of the price-setting games among intermediaries competitive?
(i) when does intermediation emerge in equilibrium?
(iii) what are the effects of intermediation on direct trade?

One can summarize the main results concerning these issues as follows. Both games
have multiple subgame perfect equilibria which need not include the competitive outcome
and also need not involve activity by banks. In almost all equilibria in which banks are
active, their profits are strictly positive and the solutions are not efficient. The multiplicity
of solutions is due to nonconvexities which are generated by transaction costs. In this
environment, the usual Bertrand undercutting argument is not valid. Borrowers may be
reluctant to raise funds at the lowest price if they anticipate that few other borrowers will
apply to the same bank. Indeed, if only a few borrowers react to the price cut, the deviant
bank goes into default and its clients are rationed. For this reason it may be unattractive
for a borrower to ask for a low price. His best response depends not only on the price
offers but also on the other clients’ behaviour.'

The same type of coordination problem arises in both games and is responsible for
the multiplicity of equilibria. However, the two equilibrium sets do not coincide. When
banks compete for funds as well as for loans, they have an incentive to corner one of the
two markets in an attempt to achieve a monopoly position. Competition becomes asym-
metric, being much fiercer in the market banks try to corner. In Game 1, banks want to
corner the market for loans, whereas in Game 2, they want to corner the market for funds.
Consequently prices differ in the two games.

The multiplicity of equilibria raises the question of their robustness. The problem we
face is one of equilibrium selection in coordination games with several strict Pareto-ranked
Nash equilibria. At first glance, the Pareto-dominant equilibrium may look attractive as
a focal point. However, it is contested by many recent experiments as well as by several
new approaches to equilibrium selection. These analyses underline the relevance of strategic
risk considerations—relative to payoff-dominance considerations—in coordination games
with many agents.” Recent experiments, e.g. by Van Huyck et al. (1990, 1991), show that
players often fail to coordinate on the Pareto-dominant equilibrium. These empirical
results are corroborated by the theoretical results on global games (Carlsson and van
Damme (1993)) and those on evolutionary processes. In 2 x 2 games of common interest,
Carlsson and van Damme as well as the evolutionary models select the risk-dominant
equilibrium rather than the payoff-dominant one. While a generalization of this result to
many-actions/many-agents games raises difficulties, the available results do not deny the
important role played by risk considerations.

1. This is similar to the multiplicity of fulfilled expectations equilibria in Katz and Shapiro’s (1985) analysis
of positive network externalities.

2. “Strategic uncertainty” denotes the uncertainty that players face about how other players will respond
to the multiplicity of equilibria.
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In order to take these developments into account, we proceed as follows. For each
game, we first characterize the whole set of Subgame Perfect Nash Equilibria (SPE). Then,
we focus on “Coalition-Proof Nash Equilibria” (CPE).? This amounts to selecting Pareto-
dominant equilibria in each subgame. Finally, we want to test the robustness of CPE to
strategic-risk considerations. To that end, we ask whether the equilibrium strategies are
evolutionary stable (ESS) or not. ,

Coalition-proofness solves the coordination problems described above, and restores
the uniqueness of the equilibrium as well as the Bertrand undercutting argument. Hence,
one might expect the CPE to be competitive. We show that this conjecture is not valid in
general. The CPE may, but need not, correspond to the competitive equilibrium. The
reason is that banks still have an incentive to corner one of the markets. In Game 2, the
prospects of monopoly rents in the loan market give banks an incentive to offer deposit
rates that exceed the competitive rate. Moreover, in Game 1 where the competitive outcome
is a CPE, the strategies associated with it are not evolutionary stable (ESS).*

More precisely, our results are as follows. When banks compete first for loans and
then for deposits, (Game 1), “coalition-proofness” does yield the competitive outcome.
However, the equilibrium strategies are not ESS. Although attractive, the competitive
solution is very “risky” for buyers. At the competitive price, buyers face the risk of being
rationed whenever some buyer fails to coordinate on the right strategy. This risk decreases
with the buying price, so that there is a real trade-off between the higher payoff associated
with the competitive strategy and its greater risk. When banks compete first for deposits
and then for loans, (Game 2), the CPE is not competitive: intermediaries’ buying and
selling prices both exceed the market clearing price. Intermediation itself need not occur
in equilibrium, and its occurrence need not result from its superiority. Moreover, the CPE
is robust in the sense that it does not conflict with ESS.

These results show that intermediation affects the working of competition. Price com-
petition among intermediaries does not in general yield the competitive outcome. Therefore
it does not provide a justification for the perfect competition hypothesis that is common
in the literature on financial markets. Moreover our results raise the question of whether
competition among intermediaries is desirable or not. When the competitive pressure forces
banks to offer high deposit rates, as in Game 2, transaction costs may increase rather than
decrease with intermediation. (This is so because transaction costs are endogenous and
increase with deposit rates.) This even occurs in an equilibrium where banks are inactive
because their very presence in the market affects the terms of disintermediated relations.
Hence, competition among intermediaries may eliminate the potential benefits from
intermediation.

The rest of the paper is organized as follows. Section II presents the underlying
model. Section III presents and analyses the game in which intermediaries compete first
for projects and then for funds (Game 1). Section IV looks at the opposite move order
(Game 2). Section V discusses the welfare implications of bank competition. Section VI
concludes.

II. THE MODEL

We consider a simplified credit market with three kinds of participants: borrowers, lenders
and banks. There are N borrowers (or firms). Each borrower has an indivisible investment

3. Like the notion of strong Nash equilibrium, that of coalition-proof equilibrium requires stability against
deviations by every conceivable coalition. The difference between the two notions is that coalition-proofness
only considers self-enforcing deviations.

4. While ESS cannot select among strict Nash equilibria for infinite populations, it can discriminate among
them when finite populations are considered.
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project for which he needs outside funds of size one. The (gross) return of each project is
nonstochastic and equal to Y. There are (mL) lenders. Each lender has available wealth
of size 1/m which he seeks to invest. He can either deposit his money in a bank or co-
finance the project of an entrepreneur. Moreover he has an outside option which yields a
safe return of R per dollar invested. Besides borrowers and lenders there are B banks.
Banks act as intermediaries collecting funds from private lenders and investing these funds
in the projects of entrepreneurs. Banks have no wealth of their own.’

We gssume that enough funds are available in the market to finance all investment
projects, i.e. L> N, and that all projects are worth financing, i.e. Y>R.

Remark. We adopt a deterministic, complete information framework because this
allows us to concentrate on the credit/deposit-game.

The transaction costs

We assume that trade is costly, and that two different transaction technologies are avail-
able. These technologies are intended to mimic different ways of overcoming incentive
problems that typically arise in a world with uncertainty and asymmetric information.
Therefore, in order to justify our assumptions on transaction costs and to describe the
two transition technologies in more verbal terms, we assume in this paragraph that we
are in a world ““a la Diamond (1984)”, with uncertainty and asymmetric information. We
will then turn back to our deterministic, complete information framework.

The first technology allows creditors to eliminate asymmetric information against a
fixed positive monitoring cost “a”. This technology has the important property that it
involves duplication of costs. When different creditors co-finance the same debtor, they
all need to spend “a” on monitoring in order to obtain the information. Consequently
this technology is very expensive when the number of co-financiers is large as is the case
for direct trade when “m” is big and for indirect trade when banks have many small
depositors.

In contrast with the first technology, the second technology does not eliminate the
information asymmetry. Rather, it allows creditors to offer incentive compatible contracts.
In particular, it solves the incentive problems associated with debt contracts by imposing
a per dollar penalty “b” on the debtors who do not repay their debt entirely. The per
dollar penalty “b” is a function of borrowers’ indebtedness, D, D= RL, where R is the
(gross) interest rate to creditors, and L, the quantity borrowed. Hence, “b” depends on
the terms of trade. Moreover, “b” is a function of X, the number of projects that borrowers
invest in. This assumption does not really concern firms, because firms cannot undertake
more than one project. However, it is critical for banks. X then corresponds to the number
of firms that banks finance. This number is endogenous and can take any value between
0 and N. More formally, we assume that ““b” satisfies Assumption 1.

Assumption 1.
_ ) _
8b(D,X)>0, 8b(D,X)>0
oD oD’
b(R1,1)—b(R2,2)>b(R2,2)—b(R3,3)> - - >b(R(N—1),(N—1))—b(RN, N)>0,

5. In the sequel, we will use as synonymous debtors or borrowers, entrepreneurs or firms, and banks or
intermediaries.
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for all R

ob(D, X) ~0
ap/xXy

Assumption 1 is a natural assumption when firms’ projects are stochastic, with ident-
ical and independent distributions and privately observed returns. Then, we know from
Diamond (1984) that the optimal incentive compatible contract is a Modified Standard
Debt Contract, i.e. a Standard Debt Contract with penalties that just cover the difference
between the face value of the debt and the amount that the debtor actually pays back.
The per dollar expected penalties associated with such contracts satisfy Assumption 1.
They increase with the face value of the debt, i.e. with D: a higher face value makes a
debtor more likely to fail, and increases the size of the penalties in the case of bankruptcy.
The latter effect explains why the second-order partial derivative is positive. They also
exhibit diversification economies. A bank which finances many i.i.d. projects is more able
to pay the deposit rate R than a bank which finances only a few projects. (Its revenue is
more concentrated.) It fails less often and therefore the penalties associated with each
debt contract are lower. (We assume here that the diversification gains decrease with the
“size” of the bank, i.e. with the number of projects it finances.) The per-dollar expected
penalties associated with a Modified Standard Debt Contract also increase when banks’
indebtedness increases more than the number of projects they finance. This is because the
burden of the debt that each project supports increases.®

We can now compare the transaction costs associated with the two transaction tech-
nologies. When a firm or a bank borrows a dollar from (at least) “m” different lenders,
duplication costs are very high so that debt contracting is cheaper than monitoring
Assumption 2(i). Consequently, direct finance as well as deposit contracts take the form
of debt contracts. In contrast, when a firm borrows from a unique bank, information costs
are not duplicated and monitoring is cheaper Assumption 2(ii). Consequently, banks
monitor the firms they finance. Finally, diversification economies are large enough to make
indirect trade ‘“‘superior” to direct trade Assumption 2(iii).”

Assumption 2.

VR,st. RERLY:
(i) b(R, 1)<ma,
(i) a<b(R, 1),
(ili) a+b(RN, N)<b(R, 1).

Note that banks’ superiority crucially depends on two variables: R, the deposit rate
of return they offer to lenders, and X, the number of projects that they finance. In a
competitive framework both R and X are endogenous so that the superiority of indirect
finance itself depends on the outcome of competition between banks, lenders and firms.

6. An alternative way of formalizing the same idea is as follows: b(D, X;)—b(D,, X)>0 if
Dy/(Dy>X,/(X,> 1. _ _
7. For simplicity we assume here that L=X, rather than L= X.
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The last assumption guarantees that direct finance is profitable:

Assumption 3.

R+b(R, 1)<T.

Having so justified the form of the two transaction technologies, we can turn back to our
deterministic, complete information framework. By doing that, we take for granted that
direct finance involves a cost ’b(R, 1)” per dollar traded, whereas indirect finance involves
both a fixed cost “a” per project that a bank finances and a cost “b(RX, X)” per deposit
it borrows.

We now analyse two different games that model competition among banks, lenders
and firms. In Game 1, banks first compete for investment projects, and then for the funds
necessary to finance these projects. In Game 2, banks first compete for funds and then
for investment projects. As we show below, the two games have different outcomes with
different qualitative properties.

ITI. COMPETITION FOR PROJECTS DETERMINES COMPETITION
FOR DEPOSITS

III.1. Specification of Game 1

In this version of the credit game, banks first compete for entrepreneurs’ projects and
then for lenders’ funds. When looking for funds, banks also face competition from the
entrepreneurs who have rejected banks’ credit offers at stage 1 and who try now to obtain
credit directly from lenders. More precisely we consider the following game:

At stage 1, banks i=1, ..., B compete with one another for entrepreneurs’ projects.
They each make a price offer p; at which they are willing to fund any project.

At stage 2, entrepreneurs j=(B+1),...,(B+N) observe banks’ proposals p=
(p1, ..., ps). They either choose a bank at which to apply for credit or they “wait” for
direct finance possibilities in stage 3. A behaviour strategy a/ of entrepreneur j at stage 2

is a function a,f-: (p1,...,p8)—(0,1,..., B) such that:
0, if j waits for direct trade possibilities,
a{(pl;--~:p8)= . . .
i, Ii<B, ifjapplies for credit to bank i.

At stage 3, banks, as well as entrepreneurs who preferred to wait for direct trade at
stage 2, compete with each other for lenders’ funds. They offer two-part contracts that
specify the price at which they are willing to borrow funds and the amount of funds they
are willing to borrow in the aggregate. We denote by d; = (R;, C;) and d/= (R, C¥) the
offers of bank i and firm j respectively. R; and R stand for the monetary payments that
i and j promise to make per unit of money borrowed. C;and C7 are the maximum amounts
of funds that i and j want to borrow from the market. On d/ we impose the restriction
that R,f- >0 only if af(p, ..., ps) =0, i.e. firms cannot both borrow from banks in stage
2 and from individual lenders in stage 3.

At stage 4, lenders (/=1,..., L) observe banks’ and firms’ offers. Then, they can
choose to deposit their money within a bank, to finance the project of an entrepreneur,
or to take their outside option. An action of lender / is a function a; with domain
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0,1, ..., (B+N)). The interpretation is as follows:

0, if lender / takes his outside option,
a=41i,1Zi<B, if lender / deposits his funds within bank i,
j,(B+1)<j<(B+N), iflender /finances firm .

This description of the game allows for situations in which there is no market clearing.
In particular, banks may face a demand for funds that exceeds the amount of deposits
they have. The following rationing rules then complete the description of the game by
dealing with such situations.

Rationing rules. A bank cannot refuse to finance the project of an entrepreneur if
it has the corresponding funds. However a bank cannot be forced to finance the project
of an entrepreneur if it does not have the corresponding funds, because the demand of
credit that it faces exceeds the amount of deposits that it obtains from the lenders. Similarly,
a bank (firm) cannot reject the applications of lenders at stage 4 unless the total supply
of funds exceeds its capacity limit C; (C%).}

The selection process of the rejected entrepreneurs and lenders does not play any role
here, so that we follow the tradition that the rejected agents are randomly chosen among
those who apply to a given bank or firm. Moreover we assume that they cannot move to
another bank or firm. Formally, let L; and L; denote the total amount of funds that are
offered to bank i and firm j respectively at stage 4. Then, if L; (I:,f- ) denotes the amount
of funds that bank i (firm j) actually accepts, we have

I_‘i=min (Lf9 Ci);
L/=min (L}, C}).

Furthermore, let X; denote the number of entrepreneurs who apply to bank i at stage
2, and let X; denote the number of projects that bank i actually finances. We have

/\_f'i=min ([E,], X,‘),

where [L;] is the largest integer less than or equal to L;. Notice that we do not allow
banks to finance a project only partially. Banks’ technology would make this unprofitable
in any case. An analogous assumption is also made concerning lenders, whose funds
cannot be accepted only partially.

More importantly, notice that the above rationing rules will affect the behaviour of
the agents. For example, suppose that very few firms apply to bank i at stage 2. Then
bank i might prefer to withdraw from the market, because otherwise its transaction costs
will exceed its revenue. The above rationing rule allows bank i to do this indirectly by
choosing d;= (0, 0) so that it gets no deposits and can reject firms’ applications. In other
words, the above rationing rule allows banks to accept or reject strategically firms’ applica-
tions at stage 3.

Lenders’ payoffs. Each lender / maximizes his revenue U,, which is a function of the
actions chosen by all participants in the market. Depending on lender /’s action at stage
4, there are three possible cases to consider:

8. Recall that C; and C f are strategic variables.
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In the case where / takes his outside option, he obtains

1 -
U1=—R.
m

If / applies to bank i which offers a deposit contract d;=(R;, C;), he obtains’

U,=l min (Ri, max (O, @)) (é)
m Li)J\L;

G; denotes the revenue that bank i can use to pay its depositors. We define G; as
being net of the transaction costs so that we cannot exclude the case that G; is negative.
(L;/L}) is the probability that bank i accepts the deposit of / when it faces an excess
demand of deposit contracts.

Finally, financing the project of entrepreneur j gives lender / a payoff of

1 L/ _

—R—L, ifL{z1,
U1= m ij

0, otherwise.

Entrepreneurs’ payoffs. Entrepreneurs maximize their expected net profit IT;, which
is a function of the actions chosen by all participants in the market. Here we can distinguish
between two possible cases depending on whether entrepreneurs apply to banks or look
for direct finance.

First, j can apply to bank i at stage 2. His payoff is then given by

X -
H/:/?i (Y=pi).
Second, j can reject the banks’ offers at stage 2 (i.e. a,f (p1,...,p5)=0) and offer a
contract djf- = (R,f- R C,f- ) to private lenders at stage 3. In this case j's payoff amounts to
_{ Y—-[R/+b(RIL, DILY, if1<L/<CY,
70— [R{+b(RILY,00]L), if0o<Li<Il.
Banks’ payoffs. Banks maximize their expected net profit B;, which is a function of

the actions chosen by all participants in the market. When bank i finances X projects at
price p; and takes an amount L; < C; of deposits at price R;, its payoff amounts to:

Bi=/\_’i|:Pi_ a— b(RiEi, Xi)(ﬁ——l)]_RiL_i,

Bi=Gi_RiI:i,
where G;=X;[pi—a—b(R;L;, X;)(Li/X))].

II1.2. Analysis of Game 1

The game is solved backwards: we first analyse the competition for funds at stages 3 and
4 and then the competition for investment projects at stages 1 and 2.

9. Implicitly we assume that once rejected, a lender no longer has access to his outside option. This
assumption is not essential to the results.
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Competition for funds: the deposit subgame. When banks and firms compete for
funds at stage 3, they already know from the previous stages of the game how much of
these funds they can invest in: each firm can invest one unit in its own project; bank i
can finance at most X; projects. Consequently, the market demand for funds arising from
banks and firms should not exceed N<L and the interest rate should not exceed the
lenders’ outside option R. Proposition 1 confirms this intuition. It also establishes the
possibility of underinvestment due to nonconvexities in banks’ technologies.

Proposition 3.1. Any equilibrium of the market for funds satisfies the following
properties:
(i) Bank i offers a contract d} which satisfies:

*=¥Exxaxgﬂnx

! (0, 0), otherwise,

where X (p;):={miny.n. 0y X| [pi—a—b(RX, X)— R] 20}.
(ii) Firm j offers a contract d} which satisfies:

df=(R,1),  foralljsuchthat al(p,...,ps)=0.
Proof of Proposition 3.1. We proceed in several steps.

Step 1. In equilibrium, banks’ and firms’ demand for funds are bounded above by
the amount they can invest, i.e.

Vi, Cf}<X;,, and Vj, C}M<1.

Proof of step 1. At the beginning of stage 3, the maximum quantity of projects that
a bank can invest in is given by X,. Hence, by choosing C} > X;, bank i only builds up
excess capacities which it must reward at rate R. Clearly this cannot be profitable. The
argument for firms is analogous. ||

Step 2. In equilibrium, banks and firms need not pay more than R to the lenders.

Proof of step 2. Indeed from step 1, the equilibrium market demand for funds
(Z;CF+X,C}) is bounded above by N which is less than L, the market supply of funds
at any rate of return not smaller than R. Step 2 follows directly. ||

Step 3. In equilibrium, bank i offers:

*=¥RX¢ if X:2 X(p),
" (0,0), otherwise,

where X(p:):={miny.n, (0, X|[pi—a—b(RX, X)— R] =0}.

Proof of step 3. At the beginning of stage 3, p; and X; are fixed and determine bank
i’s maximum revenue: p;X;. From step 2, bank i need not pay more than R to attract
depositors. From Assumption 1, b(RX;, X ;) is decreasing in X;,and increasing in R. Hence,
bank i’s profit is maximized when it chooses C;=X;, R;=R, and L;>C,. However, if
X;<X(p:), bank i is so small that it cannot break even because its transaction costs are
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too high. In this case, it will prefer to withdraw'® from the market: d}=(0, 0). Notice
that from Assumption 2 the critical value X(p;) is strictly greater than one for at least
some p; where R<p,<7Y. |

Step 4. In equilibrium, firm j offers d} = (R, 1).
Proof of step 4. Step 4 is a direct consequence of step 2 and Assumption 3. ||

Comments. Proposition 3.1 says that competition for funds is not very fierce in
Game 1. This results from two effects: first, there exists an excess supply of funds; second,
banks cannot exploit any excess capacity they may build up at stage 3, because at that
stage competition for loans has already taken place.

Indirect finance may generate underinvestment. Underinvestment occurs whenever
X, <X(p:) for some i."' “Small” banks face high transaction costs which make them unable
to pay R to the depositors. Notice however that banks’ required minimum size X(p;) is
a decreasing function of the lending price p;.

Finally, notice that banks do not influence the price of direct trade. Hence, in Game
1, banks can only be of benefit to firms.

Competition for projects: solving the whole game. We now turn to stages 1 and 2
which model banks’ competition for loans. Because they anticipate the outcome of the
deposit subgame, firms reject any bank’s offer p; that exceeds R+ b(R, 1), the total cost
of raising funds directly. At the same time, because X(p;) is decreasing in p;, firms will
be cautious in trading with a bank that asks for a very low price p;. In order to break
even, such a bank needs to finance many firms. Therefore, the probability that it withdraws
from the market and leaves its client firms without funds is not negligible. Hence, firms
will trade-off prices and probabilities of being credit rationed. Clearly, such a trade-off
only exists because of banks’ nonconvex technologies. One should expect that it influences
banks’ competition and that the competitive outcome is not warranted any more. Proposi-
tion 3.2 confirms this intuition. It says that an equilibrium exists for any price below the
price for direct finance, [R+b(R, 1)], and above the “competitive” price Pp(N).

Proposition 3.2. Let p(X) denote the lowest lending price at which a bank can break
even when it finances X projects.

p(X):=min {p20, [p—a—b(RX, X)]20}.

Then, for every p in the interval [p(N), (R+b(R, 1))], Game 1 has a subgame perfect
equilibrium in which all banks offer p and all entrepreneurs apply to the same bank.

Proof of Proposition 3.2. First, there is no equilibrium in which the lending prices
lie outside the interval [p(N), (R+b(R, 1))]. No firm will ever accept a lending rate that
exceeds the cost of raising funds directly. No bank can ever survive at a lending price
below p(N).

10. Equivalently, bank i offers the highest deposit rate that is compatible with its revenue. This deposit
rate is necessarily smaller than R and discourages lenders from applying to bank i.

11. Incidentally, underinvestment can also occur when p; is high enough to allow bank i to break even,
say, with (X;— 1) rather than with X; projects: (X;—1)(pi—a—b(R(X;—1), X;,—1))Z R(X;—1). In such a case,
the market for funds has an equilibrium in which only m(X;— 1) lenders apply to bank i and there is some firm
Jj that bank i is unable to finance.
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Second, let p* be any price in the interval [ p(N), (R+b(R, 1))]. We want to construct
an equilibrium in which the lending price is equal to p*. To that aim, consider the following
strategy of firms at stage 2.

Firms divide banks’ price offers into two categories: those belonging to the interval
Ir=[p(N), p*[, which they consider as “risky”, and those in the interval Is=[p*,
(R+b(R, 1))], which they consider as “safe”. They reject any price offer belonging to I,
but choose the best price offer belonging to Is. Moreover, they all apply to the same
bank—say the bank with the smallest index—among those offering the lowest price in Ig.
These strategies of the firms discourage banks to offer prices below p*, but lead them to
undercut any price above p*. Hence the Bertrand undercutting argument applies to the
restricted price interval Is=[p*, (R+b(R, 1))], and banks offer p;=p* in equilibrium.

We now verify that firms cannot proﬁtably deviate. Suppose that firm j deviates from
the above strategy and applies to bank i’ which offers p; <p*.'” Because firm j is the only
deviant, bank i’ will finance at most 1 project. From Assumption 2, this bank cannot
break even

B;<[R+b(R, 1)]—a—b(R,1)— R<0.

Its withdrawal from the market at stage 3 leaves ﬁrmfwithout credit. This “confirms”
that prices in the interval I are too “risky” and therefore not profitable. |

The profits of the active bank, B, are strictly positive whenever p* > p(N), and zero
otherwise.

Proposition 3.2 characterizes the set of equilibria with only one active bank. Non-
convexities reduce banks’ competition, so that a monopoly bank can stay in the market
at a price above the competitive one. We now show that nonconvexities also place an
upper bound on the number of banks that can coexist in the market.

To simplify notation, we denote by p”” the cost at which a firm can raise credit
directly from lenders, i.e. p®":=R+ b(R, 1).

Proposition 3.3. (i) If X(p°")> N/2, all equilibria involve a unique active bank.

(i) If N/(k+1)<X(p°"YSN/k, k=2, keN, equilibria display up to k active banks.
In equilibrium, all active banks offer the same—possibly noncompetitive—price. However,
they need not be of the same size, and direct finance can coexist with indirect finance.

Proof of Proposition 3.3. Because X(p) is decreasing in p, no bank will stay in the
market if it finances less than X(p®). When this number is greater than N/2, no market
sharing is possible, because banks’ profitability requires that they finance more than half
of the firms.

The same argument applies to show that when N/(k+1)<X(p®"), (k+1)-banks
cannot profitably share the market. However, when X(p°") < N/k, there exist equilibria
in which up to k banks split the market. Indeed, suppose that X(p®")<N/k, k=2, keN.
Let t<k. We want to construct an equilibrium in which ¢ banks are active and offer the
same price pe[p([N/1]), p°"[. The construction is very similar to that in the proof of
Proposition 3.2. We consider the following strategy of firms. Firms reject any price offer
strictly below p, but choose the best offer in [p, p°[. When z, z<t<k, banks offer this
price, firms split their demand of credit (almost) equally among the z banks. Firms 1 to

12. Recall that we are interested in subgame perfect equilibria so that we have to consider firm j’s reaction
to amy price offer (p,, ..., ps), whether it lies on the equilibrium path or not.
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[N/z] apply to the bank whose index is smallest, firms [N/z]+1 to 2[N/z] apply to the
next bank etc. . . Finally, last N—(z—1)[N/z] firms go to the remaining bank.

In equilibrium, z=1¢ banks are active and offer the same price p. Suppose otherwise.
In equilibrium, the active bank with the lowest price must break even. Hence, there is no
“risk” to be rationed by this bank. All firms will buy from it, in contradiction to the
hypothesis that > 1 banks are active.

Still, banks’ equilibrium payoffs may differ because banks’ size need not be equal.

When X(p”") <N, there is an equilibrium in which direct finance and indirect finance
coexist. In equilibrium, all banks offer p°*, all active banks finance X(p”") <N, and some
firms are financed directly at the same price p°". No such equilibrium exists with prices
below p°F because firms would then prefer to apply to banks. ||

Comments. Propositions 3.2 and 3.3 say that in general price competition under
increasing returns to scale does not yield the “competitive”” outcome and allows for strictly
positive profits. Banks’ nonconvex technologies create a coordination problem among
firms. The incentive for bank i to undercut its competitors depends on how many firms it
attracts. Even a very low price is no guarantee for attracting firms. Firms also care about
the probability of being rationed which depends on other firms’ behaviour. When many
firms apply to bank i, bank i finds it profitable to finance all of them because its transaction
costs are sufficiently low. However, when only few firms apply to bank i, bank i does not
find it profitable to finance them because its transaction costs are too high. All firms
applying to bank i are rationed and would better pay a higher price in order to get credit.
At the same time, bank i would be better to choose a higher price.

The multiplicity of equilibria is entirely due to a coordination problem. At stage 2,
firms face a multiplicity of Pareto-ranked equilibria, among which the Pareto dominant
equilibrium may appear as a focal point. And indeed, the Pareto-dominant equilibrium
will be selected if we require the equilibrium to be coalition-proof. This concept captures
the notion of an efficient self-enforcing agreement when unlimited, but nonbinding, pre-
play communication is possible. In particular, coalition-proofness requires that the equilib-
ria are robust against (self-enforcing) deviations by any set of players moving at the same
time. In the present case, it is like allowing firms to coordinate to the best price offer, so
that banks are forced to offer the competitive price p(N).

Proposition 3.4. The competitive price p(N) is the only coalition-proof equilibrium of
Game 1.

Proof of Proposition 3.4. Indeed, suppose that firms face different price offers,
p1<p<--- <pg, in the interval [p(N), (R+b(R, 1))]. Suppose that some of the firms
do not choose bank 1. Then, there exists a deviation that is profitable to all firms. If all
firms applying to banks 2, ..., N deviate and apply to bank 1, they make bank 1’s offer
“viable”, so that they all get financed at the lowest possible price. Firms® behaviour gives
banks the incentive to undercut any price above the competitive one, p(N), so that Proposi-
tion 3 holds. ||

At this point, note that coalition-proof strategies are “risky” for all players. Banks
offering the “competitive” price p(N) are very fragile. X(p(N))=N, so that if firms do
not coordinate perfectly, banks will not find it profitable to stay in the market and their
clients will be rationed. Because X(p;) is decreasing in p;, higher prices act as a guarantee
against coordination failures. Firms may choose to buy credit at a higher rate if by so
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doing they increase their probability of getting credit. High rates compensate banks for
“unexpectedly” high transactions costs in the case where firms do not coordinate well.
Therefore they reduce the number of situations in which banks prefer to withdraw from
the market.

Many recent experiments (e.g. by Van Huyck et al. (1990, 1991)) have demonstrated
the relevance of strategic risk considerations—relative to payoff-dominance considera-
tions—in coordination games with many agents. “Strategic uncertainty” denotes the uncer-
tainty that players face about how other players will respond to the multiplicity of
equilibria. Players often fail-to coordinate on the Pareto-dominant equilibrium. In such
situations, “the higher payoffs when all players choose (the payoff dominant strategy)
must be traded off against its greater risk of lower payoffs if they do not” (Crawford
(1991)).

These experimental results are corroborated by those of different theoretical
approaches which address the selection problem in a new way. Two different approaches
are worth mentioning. One is static and analyses the consequences of perturbing the
original game with uncertainty about the players information structure (Carlsson and van
Damme (1993)). The other is dynamic and analyses the consequences of (persistent) noise
or mutations on the set of “long-run equilibria” in an evolutionary model. Carlsson and
van Damme show that a small departure from common knowledge forces the players to
coordinate on the risk-dominant equilibrium in 2 X 2 games. Taking a different approach,
Foster and Young (FY) (1990), Kandori, Mailath and Rob (KMR) (1993), Matsui and
Matsuyama (MM) (1995), Young (Y) (1993), and Ellison (E) (1995) show that the risk-
dominant equilibrium is the unique long-run (absorbing in MM) equilibrium in 2 x 2
games of common interest. Kim (1995) extends the preceding literature to n-person binary
action coordination games with two strict Pareto-ranked Nash equilibria. He shows that
unless the payoff at the Pareto inferior equilibrium is extremely small, CvD, KMR and
FY models still select the risk-dominant equilibrium. Ellison considers the more general
case of many actions-many agents games. He shows that the selection of the risk-dominant
equilibrium in 2 x 2 games generalizes to the selection of the 3-dominant equilibrium'? of
Morris, Rob and Shin (1995) in arbitrary games.

It is beyond the scope of this paper to apply these theoretical developments to deter-
mine the whole set of evolutionary stable equilibria. However, it seems interesting to test
the robustness of ‘““coalition-proof” equilibria (CPE) to strategic risk concerns. A simple
way to do that, while keeping the spirit of the above literature, is to raise the rather
restricted question of whether CPE are evolutionary stable (ESS) or not. A strategy is
evolutionary stable if it is robust to deviations by some (small) part of the population.
That is, ESS-players must have greater payoffs than any mutant entering the population
with sufficiently low frequency.'* This requirement therefore expresses to a certain extent
the cautious behaviour of players in coordination games. Although ESS cannot select
among strict Nash equilibria in infinite populations, '’ it can discriminate among them when
finite populations are considered. Below, we show that the coalition-proof equilibrium of
Game 1 (which yields the competitive outcome) is not ESS.'®

13. 3-dominance is stronger than risk-dominance as it compares the candidate action pair to all other
actions, not just to an alternative Nash equilibrium action pair.

14. A formal definition of ESS is given in the Appendix.

15. ESS is robust to local one-time shock only.

16. This result may be surprising because the coalition-proof equilibrium is a strict equilibrium. However, -
strict equilibria are ESS only in an infinite population framework.
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Proposition 3.5. The coalition-proof equilibrium of Game 1 is not ESS. _

ESS limits the set of possible lending prices to the interval [p(N—1), (R+b(R, 1))[.

When this interval is empty, all firms are financed directly, i.e. disintermediation is the
only ESS.

Proof of Proposition 3.5
See appendix. ||

Following Schaffer (1989) one can even go further and ask for more stability. An
ESS is said to be “Y-stable if, for a population with a total of anywhere from 2 to Y
deviants with any deviant strategies, the payoff of an evolutionary equilibrium player is
still greater than the payoffs of all the deviants™ (Schaffer, 1989). Imposing Y-stability in
our framework further restricts the interval of equilibrium lending prices to [p(N—Y),
(R+b(R, D). -

Proposition 3.5 shows that even though the competitive outcome belongs to the
solutions of Game 1, it may be difficult to obtain. The cost of enforcing the competitive
solution is not specific to the game we are looking at. Suppose, for example, that banks’
offers at stage 1 were binding so that banks could not ration firms. This would be another
way to eliminate the coordination problem among firms and to get the competitive solu-
tion. The problem with such a specification is that it incorporates an element of involuntary
finance: in order to fulfil their contracts with firms, banks may be forced to borrow funds
from depositors even though it is not profitable.

IV. COMPETITION FOR DEPOSITS DETERMINES COMPETITION
FOR PROJECTS

In this version of the game, banks first compete for funds and then for entrepreneurs’
projects. When looking for funds, banks also face competition from firms which prefer to
raise credit directly from lenders. We consider the following game, in which the same
notation as in Game 1 is used.

IV.1. Specification of Game 2

At stage 1, banks and firms compete with one another for lenders’ funds. They offer
two-part contracts: d;=(R;, C;) and d/=(R/, C¥).

At stage 2, lenders observe banks’ and firms’ offers. They either deposit their funds
in a bank, or finance a firm, They also have an outside option. Formally,

0, if lender / takes his outside option,
a=¢1i,1Zi<B, if lender / deposits his funds within bank i,
Jj,(B+1)<j<(B+N), iflender/finances firmj.

At stage 3, banks compete with each other for entrepreneurs’ projects. They each
offer a price p; at which they are willing to fund projects.

At stage 4, firms observe banks’ proposals p=(pi, . . ., ps). If their projects have not
already been funded, they choose a bank to which they apply for credit or withdraw from
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the market. A strategy a,f~ of entrepreneur j at stage 4 is a function:

; 0, if j abandons his project,
aj(pr,....pe)=y. _. o . )
i, 1<i<B, ifjapplies for credit to bank i.

Rationing rules. 'We make essentially the same assumptions as in game 1
L;=min (L, C;)

L_,_{min(Lj-,c,f-), if i=C/=1,
70, ifL5<1.

As in Game 1, we ignore the possibility that a firm is financed with both direct
and indirect funds. Firms that face a supply of direct funds less than one reject lenders’
applications. They can still raise credit from banks at state 4.'” Further we have:

A_’1=min ([E,], X,‘).

Remark. 1In contrast to Game 1, the selection process of lenders here plays a role.
In Game 2 the competition for funds will be strong so that banks and firms want to offer
high interest rates. However, at these rates they cannot take an arbitrary amount of
deposits. In particular, firms may not want to buy more than the dollar they need for
their project. Then, a random selection process like that of Game 1 would reduce the
attractiveness of firms’ price offers because lenders take their high rejection probability
into account. Other, less anonymous, selection processes do not have this drawback of
penalizing small agents. Among all possible rules, we choose the following one (the same
for all banks and firms): ‘““accept with probability 1 the funds of the lenders with the
smallest indices”.

Payoffs. Banks’ and firms’ payoffs are the same as in Game 1. Lender I’s payoff is
given by

1 G;
U,=—min (Ri, max (0, T)) Yiis
m L;
or by
1
U=— i Yiis
m

depending on whether lender / applies to bank i or to firm j. y; and y; denote the
probabilities with which /’s funds are accepted by bank i and firm j respectively. These
probabilities are either zero or one, depending both on the index of the lender considered
and on the behaviour of the lenders with lower indices.

IV.2. Analysis of Game 2

The game is solved backwards: we first analyse the competition for investment projects
at stages 3 and 4 and then the competition for funds at stages 1 and 2.

17. This assumption simplifies the analysis.
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Competition for projects: the investment subgame. When banks compete for invest-
ment projects at stage 3, the amounts of deposits (L;, . .., L) that they can dispose of
are given. These amounts determine the maximum number of projects (K, ..., Kp) =
([L\], . .., [Lg]) that they can finance. The investment subgame looks like a Bertrand-
Edgeworth game where the K;’s are banks’ capacities. Banks compete in the prices p; at
which they offer to finance firms’ projects. Let N(p.) denote the market demand of credit
by firms. We have

. N-Y (=1, ifp.<7,
N(p.)={ Zj:] {.] 7= } 1 p = .
0, otherwise.

At stage 4, some firms may already be financed directly. For the other firms, the
alternative is between getting a credit from the banking sector and remaining inactive.
Notice that firms choose the banks to which they apply for credit and not only the price
at which they want to borrow their funds. This amounts to endogenizing the splitting
rules. When banks have increasing returns to scale, the splitting rules affect the sum as
well as the distribution of their payoff. Usual splitting rules like “equal splitting’” have the
drawback that the sum of banks’ payoffs is not upper-semi-continuous so that one of the
conditions of Dasgupta and Maskin (1986) theorem is violated and we cannot apply it to
show existence of equilibrium. Endogenizing the splitting rule eliminates this problem
because for any given capacity constellation there is a distribution of lenders’ funds such
that the sum of banks’ payoffs is upper semi-continuous.'®

To summarize, stages 3 and 4 look like a Bertrand-Edgeworth game with increasing
returns to scale and endogenous splitting rules. Below we provide an existence proposition
and characterize the equilibrium of the investment subgame for all possible capacity con-
stellations. We restrict our attention to the case where there are two banks in the market.

Proposition 4.1. Existence: For every possible capacity constellation (K, K5), the
investment subgame has an equilibrium in pure or mixed strategies.

Uniqueness : Whenever banks’ profits are nonnegative, the equilibrium of the investment
subgame is unique.

Proof of Proposition 4.1. Depending on K, K5, and IV, there are three cases that
must be considered. R

Case 1: The Monopoly Case. Suppose that K, K,, and N satisfy the following
condition:

(Ki+K) <N, or (Ki+K;)>N, with min (Ki, K;) =0.

Then, clearly, there will be no real competition for projects. The two banks charge the
monopoly price: p*=7Y. R

Case 2: The Competitive Case. Suppose that K, K,, and N satisfy the following
condition:

min (K, K;)> N.

Each bank can satisfy the total demand for credit, so that competition for projects is very
strong. Below, we show that banks’ equilibrium price offers must even lie below the
constant monitoring cost a.

18. See also Maskin (1986).
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Step 1. Suppose that min (X;, K;) > N holds. Then, if the investment subgame has
an equilibrium in pure strategy, the equilibrium price offer ( pY, p¥) associated with
(K, K;) must satisfy:

=pi<a.
Indeed, at stage 3, bank i maximizes the expression:
Xi(pi_ a) - b(R,'E,', X_i)l_zi

where R;, and L; are given and L, > X,.

In equilibrium, both banks must offer the same price: pf =p3 =p*. Otherwise, the
bank which offers the higher price gets no demand and its payoff is negative. Its revenue
is null while it bears a penalty equal to —b(R .L;, 0)L;, for being unable to honour its
contract with depositors. Now suppose that p* >a At least one bank finances less than
N projects. This bank should deviate and offer p* —&. Indeed for & small enough, and
X:<N, this increases its revenue: (( p*¥—¢e)— a)N >(p*—a)X; and reduces its cost:
b(R.L;, N)L <b(R.L;, X:)L; for X; < N. The “cost reduction” aspect linked to an increase
in bank sales explains why p* =a cannot be an equilibrium either.

Step 2. Suppose that min (X, K;) > N holds. Then, the investment subgame has at
least one equilibrium in pure strategies.

Indeed, from step 1, we already know that pf=p><a. Suppose that, when
min (K, K2)>N and p. =p%, all firms go to bank 1. Then bank 2 has an incentive to
undercut bank 1 until p* satisfies:

L2 [B(R:L2, 0) = b(RoL,, N)] = (a—p*)N.

At this price, bank 2’s revenue losses equal the cost reduction due to an increase in
bank 2’s sales from 0 to N. In equilibrium both banks offer this prlce

Case 3: The Oligopoly Case. Suppose that K;, K>, and N satisfy the following
condition:

min (K;, K2) <N, with (K; +K)>N.

Then, the investment subgame has an equilibrium in either pure or mixed strategies.

Indeed, suppose, w.l.o.g. that b(R,L,, Ki)L, 2b(R,L,, K;)L,. Suppose that whenever
p1=p>, firms apply to bank 1 first, so that bank 1 finances K, firms and bank 2, (N—-Kj).
Then, it is easy to see that the investment subgame fulfills the “Dasgupta and Maskin”
(sufficient) conditions® for the existence of an equilibrium. In particular, the splitting rule
specified above guarantees that the sum of banks’ transaction costs do not increase when
there are ties, so that the sum of bank payoffs is upper semi-continuous. ||

Remarks.

(1) On the existence of pure strategy equilibria in case 3:
Define p; as follows:

(N—K)(Y—a)—b(RL;, (N— K))L;= Ki(pi— a) — b(RL:, K;)L;.

19. On the Multiplicity of Equilibria in Case 2. The cost reduction associated with undercutting depends
on the way firms allocate themselves between the banks offering the same price, i.e. it depends on the spllttmg
rule. For example, “equal splitting” makes this gain smaller than that in the text and yields an equilibrium price
which is higher. (The proof is available upon request. )

20. The set of pure strategies for bank i is non-empty and compact. Its payoff is continuous except when
its action coincides with the action of another bank. It is also bounded and lower semi-continuous in its own
action. Finally, the sum of banks’ payoffs is upper semi-continuous.
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Equivalently,

(N-K)) Li(b(R.L;, (N—K))—b(R. L, K;))

p=a+(Y—a
p()Ki X

Piis so defined that when p; is above p;, bank i prefers to undercut bank j rather than to
charge the monopoly price Y. The converse holds for prices below pi, where the absence
of rationing is not sufficient to counterbalance the low price. Moreover: Di<p; when
b(R,L;, K;)L; <b(R.L;, K;)L; and the pair (;, p;) does not depend on the splitting rule.

Then, pf=p/=p*=min (p;, p;) is a natural candidate for a price equilibrium.
Whether it is an equilibrium or not depends on the parameters of the investment subgame.
Suppose that, at the beginning of the subgame, the two banks are identical: K; = K, with
L,=L,. Then, (p*, p*) is an equilibrium. On the other hand, if K,=L,>K,=L,, then
P> P, and there is no equilibrium in pure strategies.

(2) When the equilibrium is in mixed strategies, the expected profits of the bigger
bank®' are higher than those of the smaller bank.

(3) Whether the equilibrium is in pure strategies or not, it is unique in cases 1 and
3. Hence, the splitting rule only affects banks’ payoffs in case 2. However, in that case,
banks’ payoffs are necessarily negative and this cannot happen in an equilibrium of the
whole game.

Taking these results into account we can now solve the whole game. First, we show
that the game has a continuum of subgame perfect equilibria. Second, we restrict our
attention to those subgame perfect equilibria which are coalition proof. Again there exists
a unique coalition-proof equilibrium. However, in contrast to that of Game 1, it is not
competitive. Further, disintermediation may be a coalition-proof equilibrium and competi-
tive forces may increase rather than decrease total transaction costs.

Competition for funds: Solving the whole game. We now turn to stages 1 and 2 in
which banks and firms compete for lenders’ funds. Competition is in prices and everybody
realises that the outcome of stages 1 and 2 determines the outcome of the investment
subgame. The Bertrand character of stages 1 and 2 suggests that banks and firms will
overbid each other. But this is not the case here. The point is analogous to that discussed
for Game 1: banks’ and firms’ offers do not entirely determine lenders’ payoffs. Lenders
must also take banks’ and firms’ ability to pay into account, and this ability itself depends
on lenders’ behaviour.

There are three main situations in which a lender should refuse a high interest rate:
First, the bank which offers a high rate might get involved in a price war at stage 3, in
which case its receipts will not allow it to reward its depositors according to its promises;
Second, the bank with the high rate offer may be so small that its transaction costs take
up all its revenues, leaving nothing for the depositors; Third, the firm offering a high rate
may attract less than (m— 1) other lenders and switch to indirect funding.

In all these cases, our lender does better to disregard the offer and invest his funds
elsewhere. But notice the role played by lenders’ behaviour at stage 2. Other allocations
of their funds would make the same offers attractive. That is, we have a pure coordination
problem among lenders, and one should expect that it will weaken competition among
banks and firms for funds.

21. To be precise: the bank for which the b-cost b(R;L;, K;)L; is the smallest.
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Proposition 4.2 confirms this intuition. Game 2 has a continuum of equilibria that
can be ranked according to the interest rate that banks and firms grant to lenders. The
range goes from R to R, which is the highest deposit rate that a bank can ever pay to its
depositors. An equilibrium may involve the activity of several banks. Some (or even all)
firms may not raise their finance from banks.

Proposition 4.2. Define Ras Sfollows::
R=Y—-a—-b(RN, N).

(1) For every rate R in the interval [R, IA{], game 2 has a subgame perfect equilibrium
with R as the equilibrium rate.

(2) Some equilibria may involve the activity of several banks.

(3) Some equilibria may involve direct trade.

Proof of Proposition 4.2.  First, there can be no equilibrium in which the rate R lies
outside [R, R] No lender will ever accept an interest rate below its outside option R. By
definition, R is the highest interest rate that a monopoly bank can pay its depositors
without making losses. Hence, no bank will ever offer a rate above R.

The rest of the proof is very similar to that of Proposition 3.2 and Proposition 3.3
and is therefore omitted. ||

Coalition-proof equilibria. Coalition-proofness entirely solves the lenders’ coordina-
tion problem. Hence, the equilibrium is unique. However, the solution is far from being
competitive. Competition for funds leads to a price war between banks and firms which
drives the interest rate up to a rate that exceeds the competitive rate R and may even end
in disintermediation. Moreover, such high deposit rates unduly raise transaction costs so
that banks’ ability to reduce transaction costs must be questioned.

Proposition 4.3. (1) Game 2 has a unique subgame perfect coalition-proof equilibrium.
(2) There exists T=0 such that if (L— N) =T, all exchanges are intermediated by a single
bank which makes zero profits. In equilibrium, p*=Y and R*>R. If (L—N)> T there is
no active bank, all trades are direct trades between lenders and firms. R*> R as long as
(L-N)<T, where T>T.

Proof of Proposition 4.3. See the appendix. ||

Interpretation. Coalition-proofness allows lenders to coordinate on the best, highest
price offer and to prevent banks’ competition for projects by applying to a unique bank.
The resulting competition for deposits is very fierce (despite the excess supply of funds)
because by cornering the market for funds, banks can obtain a monopoly position in the
market for projects.”> Anticipating the high price of bank loans, firms try to escape banks’
market power by financing themselves directly. This exacerbates competition for funds
which may turn to firms’ advantage as Proposition 4.3 says. This is rather surprising,
because banks benefit from a cost advantage® that should enable them to offer better
rates. However, competition by firms forces banks to buy all available funds in the market.
Otherwise, some firms will finance themselves directly with the remaining funds. Financing

22. This effect does not exist in Game 1.
23. a+b(RN, N) is less than b(R, 1).
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less projects, banks become unprofitable as their revenue falls and their cost increases. To
avoid this, banks must buy all available funds in the market and build up excess capacities.
In consequence they have to cut down the rate they offer to each depositor. At some
point, firms become competitive, and disintermediation follows. It is interesting to note
that the disintermediation equilibrium is different from the equilibrium that is obtained
when banks are not present in the market. The competition between direct trade and
indirect trade raises the price for funds.

Coalition-proof equilibria and ESS. The concept of ESS has been defined for symmet-
ric games only, and the coordination game among lenders is not symmetric. However, it
is still possible to ask whether the coalition-proof equilibria are robust against deviations
by a small part of the population of lenders. With some abuse in the definition of ESS,
we can show.

Proposition 4.4. When (L— N)<T, the coalition-proof equilibrium fulfills the condi-
tion for ESS under very weak assumptions.

When (L—N)> T, a deviant strategy may reveal superior to only a very small part of
the lenders’ population.

Proof of Proposition 4.4. See the appendix. ||

In comparison to that of Game 1, Game 2’s coalition-proof equilibria are more stable.
This can be explained by the degree of interdependency that intermediation creates among
the agents of a given category. In Game 1, intermediation creates a link between firms so
that firms influence each other and the possibility of “spiteful” behaviour exists: “a firm
may forgo profit-maximization and lower its profits and even its survival chances, but if
the profits of its competitors are lowered still further, the “spiteful” firm will be the more
likely survivor” (Schaffer, 1989). By contrast, in Game 2, intermediation reduces the link
between lenders so that no “spiteful” behaviour is possible.

V. INTERMEDIATION AND WELFARE

At this point we would like to question the efficiency of intermediation that has been
underlined by several authors, such as Diamond (1984) or Brainard and Tobin (in Hester
and Tobin, 1971). From the above analysis of the two games, we know that, in general,
‘indirect trade is not Pareto superior.* The question remains whether it necessarily reduces
transaction costs. The answer depends on the game that is played. In Game 1, intermedia-
tion minimizes transaction costs as long as a single bank is active in equilibrium. First,
there is no real competition for funds so that banks’ total indebtedness is low. Second,
the size of the active bank, i.e. the number of projects it finances, is at a maximum.

In Game 2, however, things change dramatically. Transaction costs are never at a
minimum. Competition for funds drives the interest rate up beyond R. Banks’ and firms’
indebtedness increases, and this makes transaction costs go up. Intermediation may
increase rather than decrease transaction costs. This is immediate in the case where banks
are inactive in equilibrium, because in order to escape competition from banks, some firms
have to pay interest rates that exceed R. When banks are active in equilibrium, the same

24. In contradiction to the Brainard and Tobin conjecture.
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result obtains when the cost reduction due to the size of active banks is more than compen-
sated by the cost increase due to the higher deposit rate: aN+ Lb(R®L, N)> Nb(R, 1).

VI. CONCLUSION

In this paper we show that price competition among banks need not yield or converge to
the Walrasian outcome. Two reasons explain this phenomenon. First, banks’ technology
involves nonconvexities. Second, banks compete for inputs as well as for outputs—for
funds as well as for projects. Both aspects distort price competition. The nonconvexities
create coordination problems. The double-sidedness of competition introduces an asym-
metry in the markets by inducing banks to corner one market, in an attempt to achieve
a monopoly position in the other market. The cornering of one market may require that
banks offer noncompetitive prices. This effect is more robust than it looks like. It does
not depend on the sequential character of the game. In Yanelle (1989), we show that
the same results as in Game 1 and Game 2 obtain when borrowers and lenders move
simultaneously. (What matters in a simultaneous move game is which side of the market
banks ration when the demand they face is not equal to the supply.) The cornering effect
is also robust to the introduction of frictions as we show in Gottardi and Yanelle (1996).
Maybe at this point it is worth mentioning that most results of this paper are in harmony
with Stewart’s intuitions.

APPENDIX

Proof of Proposition 3.5. We adopt the notations and definitions of Crawford (1991). We denote by
E(r|s) the payoff of a player playing r when the population frequencies are given by s. A finite-population ESS
is a pure strategy, p, such that for each pure strategy g #p.

N-2 -1
E|p|—=p+——q|>E .
(p 1P TN ) (g1p)

First, suppose that the interval [p(N—1), (R+b(R, 1))[ is not empty. Suppose, w.l.g., that bank 1 offers
p1 such that X(p,)=N—1, whereas bank 2 and the other banks offer the competitive price p(N). Let p denote
the strategy that consists for a firm to apply to bank 2. We denote by g firms’ outside option, i.e. the strategy
that consists to wait until stage 3 for direct finance. Then,

N-2 1 -
Elp|—=p+——q|=0 and E =Y—-R-b(R, 1)>0.
(p N=1? N_lq) and E(q|p) (R, 1)

Hence, the competitive equilibrium is not ESS.

We denote by p’ the strategy that consists for a firm to apply to bank 1, and by ¢’ any mutant strategy.
We still use g to represent firms’ outside option. We want to show that p’ is ESS. For any possible strategy ¢',
ESS-players obtain

N-2 1 _
ElpN 2y 1 y)=v—p.
(piN—lp N—lq) P

When p'< R+b(R, 1), the latter expression exceeds what any mutant entering the population with frequency
1/N can obtain. Indeed

E(qlp)=Y—R-b(R,1)>E(q|p')forallq.

_ The third part of Proposition 3.5 directly follows from the observation that, when [p(N—1),
(R+Db(R, 1))[ is empty, there exists no ESS-price p that banks can profitably offer. ||
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Proof of Proposition 4.3. Let RF denote the highest interest rate that a firm can pay lenders
RF=7-b(R"1).

Similarly, let R? denote the highest deposit rate that a bank can pay its depositors if it leaves less than
one dollar on the market

iz"=% NY-aN—-b(RPL, N)L)

where
N, if (L=N)<1,

L= -1
(L - m—), otherwise.
m

R® results when the bank finances all projects at a price p= Y. It is the highest rate that a bank can pay
while making sure that no trade takes place directly. Notice that REis decreasing in (L— N).

Define T as the amount of excess funds such that R®=

Casel. (L—N)ZT.

Let us first analyse the situation where the quantity of excess funds is small. When (L—N)=0, =N and,
from Assumption 2(iii), R®> RF. This inequality holds as long as (L— N) is less than T. It means that when
(L—N)<T, banks can overbid firms in the competition for funds. We now show that the following constitutes
a coalition-proof equilibrium, R

At stage 1, banks offer d;=(R”, L) and firms offer /= (R, 1) where R<R' < R".

At stage 2, lenders /=1, ..., (mL) offer their funds to bank 1.* Other lenders take their outside option.
At stage 3, bank 1 chooses p=Y.
At stage 4, firms apply to bank 1.

Given stages 1 and 2, it is clear that the above actions at stages 3 and 4 constitute an equilibrium of the
investment subgame. So let us concentrate on stages 1 and 2. Suppose that banks 1 and 2 offer the same contract
di=(R, L), i=1, 2 with RF<R<R®. In that case, (mL) lenders go to bank 1 whose profits are strictly positive.
Then, bank 2 has an incentive to deviate®® by offering d,=( ((R+¢), L) with R+ &<R® At this rate bank 2
makes positive profits if it gets a quantity L of deposits. Coalition-proofness guarantees that (mL) lenders will
actually go to bank 2. A lender prefers to go to bank 2 rather than to bank 1, when (mL— 1) other lenders do
the same. When (mL) lenders go to bank 2, bank 2 is able to honour its promise to pay a higher deposit rate.
Allowing group deviations makes the competition for funds very strong. The same argument as above shows
that in equilibrium, the two banks must offer R®. Moreover, given that R?> R”, and (£— N) <1, firms cannot
raise funds directly.

Until now, we have only considered price deviations. However, in the above candidate equilibrium, I is
greater than N so that banks build excess capacities. We now show that banks cannot profitably decrease the
quantities they buy.

Suppose that banks accept less than L funds, and suppose as before that bank 1 is the only active bank.
Then at least one firm will be financed directly from lenders at a rate R’ below R®. Indeed, when R’ is above

R, firms face a residual supply of funds of at least 1. Consequently, bank 1 finances at most (N—1) firms. Its
mcreased transaction costs make it unable to pay R® to its depositors. Then bank 2 can profitably deviate by
offering a rate just above bank 1’s actual rate together with a capacity equal to L. At this rate bank 2 attracts
all lenders and make profits.

Case2. (L-N)>T. A

Next, consider the situation where (L—N)>T so that R®<R". Again Game 2 has a “single” subgame
perfect coalition-proof equilibrium. But now all banks are inactive in equilibrium. More precisely, the equilibrium
looks as follows.

At stage 1, at least one bank—say bank 1—offers (RB L). In order to specify firms’ equilibrium strategy
at stage 1, we need some more notation. Let R(R?, (L—k), (N—k)) denote the actual deposit rate that a bank

25. When indifferent, we suppose that lenders apply to the bank with the smallest index.
26. The profitability of the deviation does not depend on our assumption that bank 2 gets no funds when
it offers the same deposit rate as bank 1.
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pays its depositors when it announces R®, gets (L —k) deposits and finances (N—k) projects. Let £ denote the
smallest ke N for which the following inequality holds

R(R®,(L—k), (N-k))<R.
Then, in equilibrium, firm j chooses df =(R{ , 1) where Rf is such that

Ri= {R(RB L==1)), (N=(-1))), if1<jSE-1),
R, otherwise.

At stage 2, lenders 1, . . ., m finance firm 1; lenders (m+1), .. .,2m finance firm 2, etc. . .. Stages 3 and 4
are not reached in equilibrium.

Given the strategies of firms at stage 1, banks cannot profitably deviate. An increase in the deposit rate
(leaving the capacity limit L unchanged), does not change the actual rate offered by banks. A decrease in the
capacity limit (leaving the deposit rate unchanged) can only raise the transaction costs and is therefore useless.
So, let us show that simultaneous changes in R; and C; cannot be profitable either.

Suppose that bank i tries to finance (N—k) firms. First, the capacity limit it chooses must be equal to
['=L—(k+1)+1/m.* Then, it should be clear that bank i cannot offer a better deposit rate than before. The
maximum rate that / can pay its lenders is:

R®= w- k)(Y a)—b(REL', (N—k))

(N=k)/L' is_smaller than N/L, so that the first term is smaller than in the definition of R®. b(RL',
(N—k))>b(RL, N) for any R, since (N—k)<N and

RE__RE
(N=k)_ N

Hence, given the strategies of firms, banks cannot profitably deviate.

Next we show that, given banks’ strategies, firms cannot profitably deviate either. It is clear that firms j=
(k, ..., N) cannot profitably deviate as they already pay the minimum rate R. So, let us concentrate on the
snuatwn of firms j=(1, . . ., (§—1)). Suppose that firm j=1 offers R{ < R®. Then, all but (m— 1) lenders prefer
to go to bank 1 which pays a higher rate. Consequently, firm 1 gets no funds directly and must raise credit from
a bank at the price Y. At this price, firm 1 makes zero profit, whereas its profits are positive when it raises funds
directly from the lenders at the rate R/ = RB(< RF). Hence, this deviation is not profitable.

Next, consider the case of firm 2. Suppose that firm 2 offers R% <R(RB (L— 1), (N—1)). Then, all lenders
but the m ones who finance firm 1 prefer to go to bank 1 which pays R(RB (£-1), (N—1)). Hence, firm 2 gets
no funds directly from lenders and must pay Y to bank 1. Profits thereby vanish so that this deviation is not
profitable. The same argument applies to the remaining firms.

Finally, it is easy to see that lenders cannot profitably deviate. ||

Proof of Proposition 4.4. First, consider the case where (L—N)<T. Then, there are two possibilities:
either (L—N)z1; or (L—N)<1. In the former case, the coalition-proof equilibrium is ESS. In the latter case,
it is ESS provided that the difference (R®— R) is not too small.

Suppose that (L—N)=1. Suppose that a depositor of bank 1 deviates and takes his outside option (this
is actually the best alternative). This does not alter the choice of other dePosnors because bank 1 is still able to
finance all projects and to pay the promised deposit rate RE. Given that R? is greater than R, applying to bank
1 is evolutionary stable.

By contrast, when (L— N) <1 and a depositor of bank 1 deviates, bank 1 can finance only (N — 1) projects.
Then, its depositors obtain:

R=% ((N-1)7—a(N—-1)—b(R®L, N—-1)L)
where L:=N—1/m. If R is still bigger than R, applying to bank 1 is evolutionary stable.
Next, consider the case where (L—N)>T. In equilibrium all banks are inactive. If one of the financiers

of firm 1 deviates and takes its outside option (again the best alternative), firm 1 can no longer be financed
directly. Its other (m— 1) financiers get 0 and prefer to adopt the strategy of the deviant. However, the situation

27. Otherwise, more than k firms are able to find direct funding.
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of all other lenders remains unchanged, so that the deviation actually affects only a small part of the population
of lenders. |
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