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Is climate science still data driven? Is it worth doing climatic data mining? 
What’s new in climatic research in the “CMIP era”? I’ll use an example of 
some of my own research and recent discussion with the reviewers on 
that issue to spin things up - but hope to hear a lot of feedback from 
attendees.  
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Scientific theories only make sense as long as they refer to the *observed* 
natural world phenomena! 
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The role of observations in climatic research is especially important, as the 
climate science is *data driven*: We see something in observations and try to 
explain it, rather predicting something and then looking for signs of our prediction 
in observations. So, observations go first, theories (often based on 
parameterized models incorporating some of the basic first principles) follow. 
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With the advent of satellites and powerful computers, we have to deal with 
huge observational and model generated data sets. Climatic phenomena 
have now to be identified with advanced signal detection methods, while 
the models produce behaviors as complex as in the real world and *do not 
target a specific isolated phenomenon of interest*. 
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This set up creates a vibrant research environment full of challenges on 
both “observational” and “theoretical” side. 
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The “new era” of Coupled Model Intercomparison Project is in that the 
model generated climates are now publicly available, although it’s not 
clear what the immediate impact of that could be, given an enormously 
data intensive character of actual and virtual “observations.” Let’s see how 
Meehl et al. (2007) comment on utility of CMIP database. 
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In the Meehl et al. paper this paragraph describes an illustration of how 
models simulate the observed leading  pattern of 20th century sea-ice 
variability. They see the overall agreement between the observed and 
simulated patterns and conclude that this  “overall agreement in the basic 
pattern of variability between the models and the observations builds 
confidence that sea ice variability in a future warmer climate can be 
usefully studied.” Note the connection that is explicitly spelled out here 
between models and observations, consistent with an implied continued  
primary importance of observations in climate science. 
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If models and observations agree, further analysis of the models can be 
used to disentangle causes of complex climatic phenomena. 
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This figure from Meehl et al. (originally from Santer et al.) shows 
comparison between models and observations of the ratio of tropospheric 
to surface temperature variability in tropics. The results for different CMIP 
models are shown with colored symbols, while observational results — as 
black symbols. The magnitude of surface temperature variability is a 
variable on the horizontal axis, while the magnitude of tropospheric 
variability is on the y-axis. The model results exhibit a wide range of 
tropospheric and surface amplitudes, but are aligned along a straight line, 
thus showing that the ratio of tropospheric-to-surface variability is 
consistent between the models (black line is the ratio of 1). Upper panels 
show the variance of monthly data, while lower panels – the variance for 
the smoothed, decadal-scale data.  
 
For the monthly data the models and observations show consistent ratio 
of tropical to surface variability, with tropospheric variability being stronger. 
However, for the decadal-scale variability the models and observations 
suggest the opposite results… 
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Notice how carefully crafted the Meehl et al.’s conclusions regarding these 
results are. Neither of these conclusions suggests that something in the 
models may be wrong and needs to be improved. This implies that the 
authors tend to think that the data is bad, rather than to consider a 
possibility of a fairly sound assumption that “the different physics” operate 
on monthly and decadal time scales, as suggested by observations. To be 
fair, the rationale for their skepticism regarding the quality of decadal data 
is also clear — limited length of observational record and only a few 
realizations of decadal variability available make the data suspect.  
 
However, as I will try to further illustrate below, there may be a developing 
tendency for the scientists in the modeling community to be biased toward 
an opinion that model simulations, especially when consistent between 
different models, can somehow be used as tools to falsify observations 
rather than vice versa. To do so, consider a recent example from my own 
research. 

• 11 



Wyatt et al. (2012) following Tsonis et al. (2007) in considering a network 
of distinct climate indices to study the collective climate behavior in the 
Northern Hemisphere. They used an objective filtering technique to isolate 
the leading low-frequency signal in a linearly detrended data, and 
presented evidence for statistically significant propagation (phase shifts) 
of this “stadium wave” across the space of climate indices. Wyatt and 
Curry (2014) proposed a mechanistic explanation for this observed 
behavior. In contrast, applying the same technique to the data sets 
simulated by CMIP models (Wyatt and Peters 2012; Kravtsov et al. 2014) 
identifies in-phase, stationary signals devoid of such propagation. 
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The observed and simulated “spectra” of PDO (Pacific Decadal 
Oscillation) and NHT (Northern Hemisphere temperature) indices shown 
in this slide were computed as the variances of the running-mean filtered 
data, for different sizes of the averaging window. “0” on the horizontal axis 
corresponds to raw annual data, while the non-zero numbers correspond 
to half of the window size (e.g., “10” corresponds to the window size of 21 
yr). The observed and simulated spectra are consistent. 

• 13 



However, a tremendous, order-of-magnitude difference in variance is seen 
between the observed and simulated Atlantic Ocean SST indices (AMO – 
Atlantic Multidecadal Oscillation, and DP – “Atlantic dipole” index used as 
a proxy for the variability of the Atlantic Meridional Overturning Circulation 
[AMOC]). 

• 14 



The same is true for both atmospheric indices used, NAO (North Atlantic 
Oscillation) and ALPI (Aleutian Low Pressure Index). 
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Despite an obvious conclusion of the previous slide, the Kravtsov et al. 
(2014) paper has been in review for over three months (a long time for 
fast-track GRL journal!). Here is the closing statement by the most critical 
reviewer of the paper. 
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The reviewer’s main critique of the paper is that the hypothesized 
sequence of dynamical feedbacks leading to the stadium wave (Wyatt 
and Curry 2014) is, well, hypothetical as of yet. We are at an impasse 
here, since the climate models – the major tool that one could use to test 
this hypothesis (Meehl et al. 2007) — do not seem to reproduce the 
observations. Other results by Kravtsov et al. (2014) are suggestive of 
potential areas for the model development that can be looked at with 
regards to this problem (most notably, the apparent lack of multidecadal 
atmospheric sensitivity to what the surface climate does, more on that 
later). However, who will do this analysis and how? Given the way the 
climate models are developed and run (see the next slide), there has to 
be a two-way collaboration between climatologists and climate modelers 
that would target *specific* observed phenomena. 
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Models are a tool to analyze observations, not vice versa! So 
disagreement of models with observations does not (and cannot be used 
to) disprove observations. On the contrary, the models may need to be 
modified to bring their results in consistency with observations, then 
physical processes behind the observed features of climate can be 
meaningfully studied using these improved models. Once again, it seems 
that a useful research strategy would be to look at models as ever-
developing climate analysis tools to understand specific climate 
observations, rather than virtual (implicitly=real) climate laboratories. 
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Climate models incorporate some of the essential first-principle dynamics, 
and turned out to be an extremely useful tool for climate analysis. They 
are developed and run by dedicated scientists who deserve all the 
respect. It is psychologically more difficult to challenge the results of the 
model simulations managed by a large team of skilled professionals. Yet, 
it’s no secret that the models are prone and will undoubtedly stay prone to 
errors, due to, for example, lack of resolution and the necessity to 
parameterize subgrid-scale processes. 
 
Furthermore, in recent years the global warming debate splashed out of 
its scientific niche and became public. A person criticizing the ability of 
climate models to faithfully describe the observed decadal variability is 
somewhat automatically regarded to be, in some sense, “non-
consensus” (and the “non-consensus” people gladly talk back about 
“climate alarmists” or “warmists”). 
 
However, a priori trust into the collective effort of climate modeling 
centers (vs. individual researchers) or personal beliefs in whether 
there is a human induced global warming or not have no place in the 
scientific method approach to analyzing natural phenomena. 
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