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: Multidecadal climate variability Discussion
Introduction . . T N . . o
Differencing the observed time series (purple lines 1n Fig. 1) and our surrogate forced-signal estimates (gray lines in Fig. 1) produces the
State-of-the-art global coupled climate models used to simulate correspopding surro.gat.e.est.imates of the observed int.ernél variability. The .en.semble—mear} estirpates of the multidecadal (40—yr lov.v—pas.s The most striking result of our study is the
20t century climate use similar dynamical cores, but differ in filtered) internal variability in AMO, PMO and NMO 1n Fig. 2 are broadly similar to those 1n Steinman et al. (2015), but their uncertainty 1s demonstration that the CMIP5 simulated internal
details of the forcing and in the parameterizations of unresolved much larger than these authors have implied. In particular, this uncertainty 1s sufficiently large to render the attribution of the recent cool variability in SST and SLP is much weaker than
subg.rid-scale physical processes (Taylor et al. 2012). We down of the PMO (Fig. 2¢) and NMO (Fig. 2e) to the internal variability barely statistically significant 1f at all. observed. This difference comes from the models’
C.On81de.red 18 1ndep endent ensen.lbles Of the CMIPS 1:n0del @) Multidecadal component of ‘nternal” AMO Flg' .2: EStIma.'teS. Of. Obse.rve.q gtar\dard deviation of internal variability (NMO; <60N) 02§Tooi MSSA-filtered NMO internal variability (M=20) Flg. 3: (Ieft) Standard laCking d COherent mu1tidecadal m()de Wthh dOminatCS
s1mula}t110ns (with the total of 116 simulations) for attribution of EE""W:;“:I o ﬁ Ez;”tlgjl\?l??gl ;r;;[gnl\Tll\(/i (\)/eg?b':'“r?e/ ngr AMO e —smioes Ml deviations (S-ED) 01; the estimated internal component of the observed
the 20™ century climate change. ’ - omisotbeed [ oot 2ecor I the observed (blue : T : :
Iy g 7 !’!!'iiiﬂlll‘” estimates were obtained using the _ Ot s | G s and CMIP5 simulated 1ntemal Yar1ab111ty. Thes§ dlscrepanc.les suggest t.hat a
H||\ /. B rescaled forced signals in Fig. 1 (right). A% | (red) internal cogtrll?qtlon of multl-de.cadal 1nter1.1al. chma.te
Data sets and methOd()lOgy o These rescaled forced signals were I e N variability in NMO variability to the observed climate change 1s distorted in
o subtracted from the corresponding BEaERagasm e and NAO indices. the CMIP5 simulations; hence, our ability to attribute
We extracted, from CMIPS model simulations and observations, Qbserved timg SENIES 40-yr low-pass L L R R R o sveragng windonszo v Wl S TD were computed and predict climate change using the current generation
a set of sea-surface temperature (SST) and sea-level pressure e W | filterea qntd \;vmdowted using the 4 effect el e e [l for raw and low-pass of climate models 1s limited.
SLP) based climate indices representing regional and appropriaze tapers 10 minimize end eiects. —Otsenedsiabonvased| o “oneened 1acr [l Tiltered time series .
; .) . : . b 5 5 h : W Heavy solid colored lines (AMO: blue, Observed 1 ack Obsorved 2 ac (abscissa shows half On one hand, the model-data differences may
hemispheric climate variability over the course of the 20 | | _ _ 204 | Opserved 2 acto i Observed 3 factor , _ . . . ...

v These indices included the well-k AMO and NAO PMO: green, and NMO: red) show the S 03 N\ Proonio o) the averaging window reflect the uncertainty in modeling the indirect aerosol
.cen. ury. I'hese indices inclu e. e well-known | an S e.nsemble_ mean of the resulting |ntr|ns!c N size for the latter). effect on climate (Booth et al. 2012; Golaz et al. 2013),
indices, as well as the PMO 1nd.ex defined by St.e inman et al. L ———— signal estimates, and error bars — their Tane | The STDs of model with models possibly underestimating the multidecadal
2015 (an analogue of the AMO index for the Pacific). We also = e * 95% spread. Each panel also contains for — imulated internal :

. . . 4 oy | o o 15 2 2 s 05wz of SMuUAtedinterna component of the true forced climate response.
considered the NMO 1ndex (the Northern Hemisphere mean Bt reference the “internal” estimates based e — e —— variability were multi-

Alternatively, climate models may misrepresent some

on subtracting linear trend from the entire - - - - : .
plied by inflation factors (not shown) derived from our Monte Carlo simulations. of the dynamical feedbacks hypothesized by the authors

surface air temperature). | |
observed time series, as well as the one Heavy lines — ensemble-mean STD, error bars — the 67% spread (standard

Climate model simulations match the non-uniform

. . . based on the piecewise linear detrendin - - T - - - of this poster to be responsible for the hemispheric
warming of NMO very well, but are overly sensitive to forcing i the b kp 1900 J  uncertainty) of the STD estimates based on individual model simulations. (Right) P P . p!
- : - - SR TnTE lotEElss |oTetin: @ - The same, but with variability associated with the leading M-SSA pair removed. propagation of the AMO-type multidecadal signal
in the North Atlantic and North Pacific regions, where the : . . e . . : :
. . . Figure 3 demonstrates our first central result — that internal decadal+ time scale variability simulated by the CMIP5 models is (Wyatt et al. 2012; Kravtsov et al. 2014), in which case
models’ historical simulations have to be scaled back to match . . e . . . :
: . . . significantly weaker than the observed internal variability inferred by subtracting the rescaled CMIP5 derived forced signals from the full the model-data differences would retlect the lack of
the observed trends (Fig. 1). We estimated the forced signals 1n L. . .. . . o .. . . . : : S
SN . observed climatic time series. This is despite the observed internal variability so defined has minimum possible amplitude (since the model multidecadal internal dynamics in climate models.
the individual models via the 5-yr low-pass filtered ensemble . .. . . . . . L
. . . . based forced signals are rescaled to minimize the residual variance) and despite that the simulated internal variability was scaled up to correct for
mean (SMEM) and computed the residual time series of internal . . . . . . . qe . .
et . . . . aliasing some of the true internal variance into the estimated smoothed SMEM-based forced signal. This difference in magnitude of the Ref
variability in each simulation. We further used a linear stochastic . . i . : : : . eferences
. ‘ : observed vs. simulated internal variability can be attributed to a low-dimensional spatiotemporal mode brought out by the Multi-channel
model to produce synthetic Monte Carlo ‘CMIP5’ ensembles and . . . . . .
. . L. Singular Spectrum Analysis (M-SSA: Ghil et al. 2002) of the (normalized) internal components of the observed and simulated Booth. B. B. B.. et al.. 2012. Nature. 484. 228-237.
to compute the time-scale-dependent biases and uncertainties of .. . . : . . . . . . . . ’ T O
. o . AMO/PMO/NMO/NAO/ALPI multivariate time series (Fig. 4, top). This mode 1n observations 1s associated with the leading M-SSA pair, Ghil, M., et al., 2002. Reviews of Geophysics, 40, 1003
our forced and 1nternal variability estimates. . . . . , M., etal., 2002. physics, 40, 1003.
_ , which stands out prominently above the rest of the M-SSA spectrum. On the other hand, the M-SSA spectra of CMIPS model simulations are Golaz. T.-C.. et al.. 2013. Geonhvs. Res. Lett.. 40. 2246-2251
Flg. 1: Estimated forcec flat, and the leading observed M-SSA pair dominates the diffi between the observed and simulated spectra. Furth jecting th o g |
signals and their at, and the leading observed M- pair dominates the differences between the observed and simulated spectra. Furthermore, projecting the Kravtsov, S., 2017. Geophys. Res. Lett, 44, 5749-5757.
(a) - (b) - . model simulated climate indices onto the space-time patterns of the
AMO time series AMO time series uncertainties for the AMO M-SSA spectra of intemal variabity (M=40) , , ] Kravtsov, S., et al. 2014. Geophys. Res. Lett., 41, 6881—-6888.
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obtained via SMEM- } | S Stecoineres simulated (red) internal the spatiotemporal structures which characterize this mode. If we subtract vl KB ot al 2012 Bull Am. Motoorol Soe. 03, 485408
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lines show the observed 20-th contury *Siadium Wave® (M=A40) analysis. Black error bar plots leading pair of 9bS€W€d variability show a multidecadal Slgna.l characterized We acknowledge the World Climate Research Programme’s Working
time series. The solid and 5 | | | are associated with pre- by a propagation of the temperature or pressure anomalies across the Group on Coupled Modeling, which is responsible for CMIP, and we
fbso 1900 1e50 2000 ibso 1900 1e50 2000 dashed colored lines 4 industrial control runs. network of the five climate indices considered. This phenomenon was first thank the climate modeling groups for producing and making available
© ® I show the ensemble-mean | Bottom: Reconstructed introduced by Wyatt et al. (2012) and termed the stadium wave, and hypo- tlhzeig ?;%daeig‘i%ustf f&;gg?mh was supported by the NSE grants OCE-
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