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a b s t r a c t

Microblogging is a popular online social network (OSN), which facilitates users to obtain and share
news and information. Nevertheless, it is filled with a huge number of social bots that significantly
disrupt the normal order of OSNs. Sina Weibo, one of the most popular Chinese OSNs in the world,
is also seriously affected by social bots. With the growing development of social bots in Sina Weibo,
they are increasingly indistinguishable from normal users, which presents more huge challenges in
detecting social bots. Firstly, it is difficult to extract the features of social bots completely. Secondly,
large-scale data collection and labeling of user data are extremely hard. Thirdly, the performance
of classical classification approaches applied to social bot detection is not good enough. Therefore,
this paper proposes a novel framework for detecting social bots in Sina Weibo based on deep neural
networks and active learning (DABot). Specifically, 30 features from four categories, namely metadata-
based, interaction-based, content-based, and timing-based are extracted to distinguish between social
bots and normal users. Nine of these features are completely new features proposed in this paper.
Moreover, active learning is employed to efficiently expand the labeled data. Then, a new deep neural
network model called RGA is built to implement the detection of social bots, which makes use of a
residual network (ResNet), a bidirectional gated recurrent unit (BiGRU), and an attention mechanism.
After performance evaluation, the results show that DABot is more effective than the state-of-the-art
baselines with the accuracy of 0.9887.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

In the past decades, online social networks (OSNs) have en-
bled users to conduct massive-scale and real-time communica-
ion and have had a significant impact on public life [1]. OSNs pro-
ide convenience for users to keep in touch with family members,
riends, etc. Moreover, it is very easy for users to get the latest
ews from OSNs [2]. While being widely used, OSNs have grad-
ally emerged a new class of program-controlled users, namely
ocial bots. At first, these social bots, including bots that auto-
atically aggregate content from various sources and bots for

eplying to inquiries [3] were used to serve users. However, the
ise of malicious social bots has caused harm to OSNs and people
n the real world [4]. Malicious social bots are users with illicit
urposes controlled by programs in OSNs. As malicious social
ots continue to evolve, their behaviors including the guidance
f online public opinion, malicious commentary, defamation, and
deology infiltration, have posed huge damage to normal social
rder and even national stability.
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950-7051/© 2020 Elsevier B.V. All rights reserved.
As one of the largest Chinese microblogging services in the
world, Sina Weibo has a significant influence on the Chinese
social community. With the gradual popularity of Sina Weibo, it
has also become one of the most active OSNs of malicious social
bots. Thus, detecting and filtering social bots in Sina Weibo is of
great importance.

1.1. Social bots in OSNs

Nowadays, social bots are used for three main purposes in
OSNs. One class of social bots, known as social spammers (also
called Internet water armies in some cases) is used for obtaining
benefits through illegal use [5]. They can post a lot of adver-
tisements intensively, spread malicious URLs, and publish rumors
to mislead other users [6]. Another class of social bots is gener-
ally used to increase the popularity of target users by following
them. These social bots also repost, like, and comment on spe-
cific posts [7]. The third class of social bots can be used to
interfere with political activities and guide public opinion. For
example, during the presidential election in the U.S. in 2016,
social bots spread a large number of fake tweets on Twitter, and

the decisions of many voters were affected by such tweets [8].
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A lot of research has been done on social bot detection in
OSNs [9–16]. However, most of the existing work of social bot
detection is launched on Twitter [9–11] and Facebook [12–14],
and there are relatively few studies based on the Chinese OSNs,
such as Sina Weibo [15,16]. Because of the differences in lan-
guages, functions, and features of social bots in different OSNs,
it is difficult to directly migrate detection technologies based
on other OSNs to Sina Weibo. Therefore, the research on so-
cial bot detection in Sina Weibo needs to be undertaken more
comprehensive and in-depth.

1.2. Challenges

At present, research on social bot detection in Sina Weibo
mainly faces the following three challenges:

The first challenge is that the features of social bots in Sina
Weibo are complex, and it is difficult to extract features com-
pletely. Social bots often pretend to be normal users to avoid
being detected. It is necessary to consider the features of social
bots from multiple aspects so as to describe them more accu-
rately. Many existing studies only extract the features of social
bots from a single perspective [16,17] and cannot describe them
completely. Besides, some work just uses a small number of
features to build a detection model, although the features of social
bots from a couple of aspects are considered [15,18].

The second challenge is that it is difficult to obtain a large-
scale labeled dataset for research from Sina Weibo. Due to the
relatively rare social bot detection research on Sina Weibo, there
is a lack of large-scale reliable datasets. In the meantime, labeling
samples manually requires rich experience support, and a lot of
time cost. Most of the existing research is based on small-scale
datasets [16,18,19]. Therefore, how to build a large-scale dataset
accurately and efficiently is another great challenge in current
research on social bot detection in Sina Weibo.

The third challenge is that the classical detection approaches
do not perform quite well in detecting social bots in Sina Weibo.
Although some machine learning detection approaches have been
used by previous work [16,20], there is still a lot of work to do
to improve the performance of the detection approaches. Hence,
a high-performance social bot detection approach based on deep
neural networks needs further development.

1.3. Contribution and organization

As for the above challenges, this paper proposes a novel frame-
work, i.e. DABot, which takes advantages of Deep neural networks
and Active learning for social Bot detection in Sina Weibo. DABot
onsists of four modules: data collection and labeling module,
eature extraction module, active learning module, and detection
odule. To begin with, the data collection and labeling module

s responsible for collecting user data from Sina Weibo, and
hen manually labeling a small set of collected data. Next, the
eature extraction module is used to analyze and extract the
eatures of social bots and normal users. Furthermore, the active
earning module expands the labeled data through the active
earning approach [21]. Eventually, the RGA model, which is
ased on a Residual network (ResNet) [22], a bidirectional Gated
ecurrent unit (BiGRU) [23], and an Attention mechanism [24] is
esigned to detect social bots in the detection module. The main
ontributions of this paper are summarized as follows:

• A complete framework DABot for detecting social bots in
Sina Weibo is proposed, which mainly integrates deep neu-
ral networks and active learning, and it achieves excellent
detection performance.
2

• A total of 30 features are extracted to identify social bots
in Sina Weibo accurately, and nine of them are completely
new features. All the features can be divided into four cat-
egories: metadata-based, interaction-based, content-based,
and timing-based features.
• An active learning-based labeled data expansion approach

is proposed, and a large-scale and balanced dataset with
300,000 samples is constructed.
• A novel deep neural network called RGA is built for de-

tection, which takes advantage of the ResNet, the BiGRU,
and the attention mechanism. The evaluation results show
that it significantly outperforms the widely used detection
approaches.

The rest of this paper is organized as follows. In Section 2,
related work and achievements in the field of social bot detection
are introduced. The proposed framework DABot is elaborated
in Section 3. Furthermore, Section 4 describes the experimental
setup and evaluation results. finally, Section 5 concludes the
research and plans for future work.

2. Related work

In this section, we summarize the studies on social bot de-
tection in OSNs in recent years. The approaches in social bot
detection studies fall into three main categories: graph-based
approaches, machine learning approaches, and other approaches.
The related work of each category of detection approach is intro-
duced separately below.

2.1. Graph-based approaches

In the study of graph-based detection approaches, social bots
are often referred to as sybils (fake accounts) [25]. These social
bots are used to create multiple identities to destroy reputa-
tion systems and carry out other malicious attack activities. The
graph-based approach is mainly to establish a social network
graph for detection based on the relationships and behaviors
among users. However, social bots can evade them by creating
sufficient attack links (edges) between normal users and them-
selves. Some graph-based detection approaches are introduced as
follows.

In [26], a semi-supervised learning framework called SybilBe-
lief was proposed to detect sybil nodes. SybilBelief takes a social
network of the nodes (a small set of known benign nodes, and a
small set of known sybils) in the system as input. Then, SybilBelief
propagates the label information from the nodes of known benign
or sybil to the remaining nodes in the system. However, the
number of accepted sybil nodes increases dramatically when the
labeled benign and sybil nodes are highly imbalanced.

Over time, Yang et al. [27] proposed a scalable defense system
called VoteTrust. VoteTrust models the invitation interactions of
friends among users as a directed and signed graph. Two key
mechanisms are used to detect sybils over the graph: a voting-
based sybil detection to find sybils that users vote to reject, and
a sybil community detection to find other colluding sybils around
identified sybils. During the same period, Boshmaf et al. [13]
designed Íntegro, a scalable defense system that uses a robust
scheme of user ranking. Íntegro starts by predicting victim users
from user-level activities. Then, these predictions are integrated
into the graph as weights. finally, Íntegro ranks users based on
a modified random walk that starts from a real user. Íntegro
achieves that the ranks of most real users are higher than fake
accounts.

In [28], a structure-based approach called SybilSCAR was pro-
posed. SybilSCAR unifies randomwalk (RW)-based and loop belief
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ropagation (LBP)-based approaches, which is scalable, conver-
ent, accurate, and robust to label noises. To improve the ro-
ustness of the sybil detection, a two-layer hyper-graph model
alled SybilSAN was proposed by Zhang et al. [29], which fully
ses users’ friendships and their corresponding activities in OSNs.
arkov chain mixing time is employed to derive the number
f rounds needed to guarantee that the iterative algorithm ter-
inates. Moreover, the graph is divided into three sub-graphs,
nd a random walk is designed to propagate trust independently
or each sub-graph. finally, SybilSAN uses a unified algorithm to
ouple these three randomwalks to capture a mutual relationship
etween users and activities.

.2. Machine learning approaches

Currently, machine learning-based approaches are the most
idely used approaches in the field of social bot detection. The
achine learning approaches can be categorized into classical
achine learning approaches and deep learning approaches,
hich are introduced separately as below.

.2.1. Classical machine learning approaches
The classical machine learning approach performs social bot

etection in OSNs by training a classical machine learning classi-
ier.

Chu et al. [30] studied the automation by bots and cyborgs in
witter. To better understand the role of automation on Twitter,
hey measured and characterized the behaviors of humans, bots,
nd cyborgs on Twitter and proposed new features. Also, an
utomated classification system was designed for detecting social
ots. After that, Yang et al. [31] made an empirical analysis of the
vasion tactics utilized by Twitter spammers and further designed
everal new detection features to detect Twitter spammers. In
heir work, a large-scale dataset was constructed, and random
orest (RF), decision tree (DT), and some other classical machine
earning classifiers were applied. finally, RF achieved the best
erformance with the F1-score reaching 0.9000.
In [32], Miller et al. modified two stream clustering algorithms,

treamKM++ and DenStream, to facilitate social bots identifi-
ation in Twitter. Also, 95 one-gram features from tweet text
ere introduced alongside the user information. finally, each of
hese algorithms performed well individually, with StreamKM++
chieving a 0.0640 false positive rate and DenStream reaching
0.0280 false positive rate. Cai et al. [33] proposed an extreme

earning machine (ELM)-based approach for effectively detecting
ocial bots in Sina Weibo. They first constructed the dataset
hrough crawling user data from Sina Weibo and manually la-
eled data. Then, features were extracted from message content
nd behavior, and the ELM is applied to detect spammers.
Al-Qurishi et al. [9] proposed an integrated social media con-

ent analysis platform that leverages three levels of features,
ser-generated content, social graph connections, and user profile
ctivities to detect social bots in Twitter and YouTube. In addition,
hey proposed novel approaches in the process of data extrac-
ion and classification to contextualize the large-scale networks.
upervised machine learning classifiers such as support vector
achine (SVM), RF, etc. were applied to detect social bots, and
F got the highest accuracy with 0.9607.

.2.2. Deep learning approaches
Deep learning achieves excellent results in image classifica-

ion [34], recommender systems, document clustering [35], etc.
lso, in the past few years, deep learning approaches begin to
e more wildly used in social bot detection. Comparing with
lassical machine learning approaches, deep learning approaches
3

have better generalization performance and are more suitable for
processing big data.

In [11], a social bot detection approach based on deep learning
algorithm was proposed, i.e. DeBD, which reached an average
accuracy with 0.9760. In [10], a deep neural network based on
contextual long short-term memory (LSTM) architecture that ex-
ploits both content and metadata to detect social bots was pro-
posed. The authors also proposed a technique based on synthetic
minority oversampling to generate a large-scale labeled dataset.
The results showed that their approach had a high area under the
curve (AUC) in detecting social bots.

Recently, reinforcement learning has been used in this field.
Lingam et al. [7] designed a deep Q-network architecture by
incorporating a deep Q-learning (DQL) model using the social
attributes for detection of social bots based on updating Q-value
function. In their work, tweet-based features, user profile-based
features, and social graph-based features of users were extracted
respectively. The experimental results showed that the DQL algo-
rithm provides 5%–9% improvement of precision over the baseline
algorithms.

2.3. Other approaches

In addition to the graph-based approaches and the machine
learning approaches, there are some other approaches for detect-
ing social bots such as the detection approaches for social bot
clusters with joint attack properties. A brief introduction of some
other approaches is as follows.

In [36], Chavoshi et al. proposed a correlation approach based
on dynamic time warping (DTW) and developed a novel lag-
sensitive hashing technique for discovering social bots with highly
time-dependent activities. The paired DTW distances calculated
from the time series are clustered through the approach. After
that, based on the similarity of users, Cresci et al. [37] used digital
DNA technology in this field and achieve the efficient detection
of social bots.

Unlike the above approaches, Zhao et al. [38] proposed an ap-
proach that comprehensively considers all target users’ decisions
about finding the best actions against social bots. Each target
user can investigate the average rating of each source user. If the
average rating is lower than a threshold, the target user thinks
that the source user is more likely to be a social bot. In [39], an
interactive and visual social bot annotation system called VASSL
was designed to improve the efficiency of labeling samples, which
significantly improved the efficiency of detecting social bots.

3. The proposed framework for detecting social bots

In this section, we describe in detail the proposed framework
DABot for detecting social bots in Sina Weibo, which is shown
in Fig. 1. DABot is composed of a data collection and labeling
module, a feature extraction module, an active learning module,
and a detection module.

(1) Data collection and labeling module: This module is re-
sponsible for collecting user data from Sina Weibo and
manually labeling a small portion of user data, which pro-
vides effective data support for other modules. In this
module, a web crawler to collect data from Sina Weibo
is developed, and six discrimination metrics for manually
labeling is proposed. A small set of the collected data is
manually labeled based on the metrics.

(2) Feature extraction module: The main task of this mod-
ule is to analyze and extract the features of social bots
and normal users in Sina Weibo, so as to construct fea-
ture vectors of users. In this module, 30 features of users
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Fig. 1. The architecture of the proposed social bot detection framework DABot.
are extracted to identify social bots. These features are
divided into four categories, including metadata-based,
interactive-based, content-based, and timing-based fea-
tures. This module is the basis for the construction of
experimental datasets.

(3) Active learning module: This module is mainly responsi-
ble for building a large-scale experimental dataset using
active learning. It is composed of a query algorithm, a
machine learning classifier, and a supervisor. It can effi-
ciently expand the labeled data and facilitate the training
of subsequent detection models.

(4) Detection module: This module implements the detection
of social bots. It adopts the detection approach based on a
novel deep neural network, which makes use of the ResNet,
the BiGRU, and the attention mechanism. The detection
approach can completely utilize the feature vectors of users
to achieve much more accurate detection performance.

The details of each module of the proposed framework DABot
re described below.

.1. Data collection and manually labeling

At present, there is relatively little research on social bot
etection in Sina Weibo, resulting in a lack of reliable datasets of
4

Sina Weibo comprising social bots and normal users. Therefore,
we develop a web crawler of Sina Weibo and collect a large
amount of user data from Sina Weibo. Furthermore, we manually
label part of user data and construct a dataset with a sample size
of 20,000.

3.1.1. Data collection approach
Developer APIs for data accessing are provided by Sina Weibo,

which are great ways for researchers and developers to collect
user data from Sina Weibo at no cost. Nevertheless, there are
some strict restrictions on data collection using these APIs. To
meet the needs of the study, a high-performance multi-threaded
web crawler is developed, by which multi-tasks with multiple
proxy IP can be created to cycle through them and a series of
API requests can be built to download raw HTML data from the
web. After that, the valid data such as user profiles and posts of
users are extracted, which is stored in a database next.

3.1.2. Data collection of potential normal users and potential social
bots

In order to collect user data of Sina Weibo more efficiently, we
analyze the characteristics of the distribution and the behavior of
normal users and social bots firstly. Then, we design collection
strategies for potential users and complete user data collection.
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able 1
verview of the collection of collected user data SWRD.
Category User number Post number

Potential normal users 228,768 8,863,520
Potential social bots 183,591 6,033,711

Total 412,359 14,897,231

(1) Data collection for potential normal users: There is a
service in Sina Weibo called local service that pushes other
local active users to the current user. After further research
on the users pushed by local service, we find that most
of these users have many original posts and interact fre-
quently with others. Since these users have passed the
screening and filtering of Sina Weibo, most of these users
are normal users. Therefore, these users are regarded as
potential normal users, and we collect the user data of
them by the web crawler.

(2) Data collection for potential social bots: In general, it is
difficult to correctly identify the social bots from a large
number of users with absolute accuracy, unless the social
bot promotion companies provide real data. Therefore, in
order to obtain the most accurate social bot samples at the
beginning, we purchase 5000 social bots from five social
bot promotion companies. By observing these social bots,
we find that few normal users follow social bots, instead,
social bots usually follow each other to increase their own
influence. Consequently, most of the users in the follower
list of existing social bots are social bots. Further, these
users are considered as potential social bots and their user
data is collected.

Using the data collection approach with the collection strate-
ies for potential normal users and social bots, we collect user
ata of a total of 412,359 users eventually, which is represented
s SWRD (Sina Weibo raw data), as shown in Table 1. Note that
he collection time of the user data is from October 25, 2019 to
anuary 24, 2020.

.1.3. Manually labeling
After completing the data collection of potential social bots

nd potential normal users, we only manually label a small set of
ser data, because manually labeling is very time-consuming. Ac-
ording to the differences between normal users and social bots
n the profile information, content of posts, and dynamic behavior
haracteristics [30], we propose six metrics to distinguish them
uring manually labeling, which are as follows:

(1) The integrity of user profile: The profile of normal users
in Sina Weibo is generally complete, while the profile of
social bots is usually missing information.

(2) The rationality of the users’ social relationship: Since
social bots are widely used to increase the number of fol-
lowers for others, they usually follow more users than nor-
mal users, making their social relationships less reasonable
than normal users.

(3) Frequency of interaction with other users: Since most
of the normal users have their own circle of friends, their
posts generally have more likes, comments, and reposts,
while social bots have lower interaction frequency due to
the lack of normal users’ attention. Although social bots are
sometimes used to like, comment, and repost other users’
posts, their own posts lack influence.

(4) The originality of users’ posts: In Sina Weibo, social bots
are often used for malicious reposting in order to guide
public opinion. Therefore, as for social bots, the proportion
of the number of reposts to the total number of posts is
much larger than normal users.
5

Table 2
Overview of the SWLD− 20K dataset.
Category User number Post number

Normal users 10,000 118,199
Social bots 10,000 96,307

Total 20,000 214,506

(5) Regularity of the time of posting: In order to guide public
opinions in some hot events, such as political election,
many social bots post a lot of posts in a very short time,
while normal users do not.

(6) Quality of original post content: The posts of normal
users are usually more logical and complete in expression.
However, the posts of social bots often have more problems
such as the misuse of punctuation, unclear semantics, and
confusion of context logic.

According to these metrics, we firstly select some potential
normal users and potential social bots to manually label them.
Subsequently, we extract the features of all users in SWRD accord-
ing to the feature extraction approach described in Section 3.2.
finally, we construct a labeled dataset called SWLD − 20K (Sina
Weibo labeled dataset with 20,000 samples), which contains data
of 10,000 normal users and 10,000 social bots. The description of
the SWLD− 20K dataset is shown in Table 2. The remaining data
of potential normal users and potential social bots is formed into
an unlabeled dataset SWUD (Sina Weibo unlabeled dataset).

3.2. Feature analysis and extraction

In our work, we analyze and extract features of social bots and
normal users, which are divided into four categories: metadata-
based features, interaction-based, content-based as well as
timing-based features. A total of 30 features are extracted, of
which nine features are completely new features proposed in
this paper. Table 3 briefly summarizes the features, where *
represents that the feature has been defined in existing research
work, but we redefine it.

3.2.1. Metadata-based features
Metadata-based features are extracted from users’ profile

which includes the nickname, the number of followers, the num-
ber of following, the introduction, the location, etc. These data
can reveal the differences between normal users and social bots.
Based on these data, we propose the following six metadata-
based features.

(1) Length of nickname: The length of nickname is used as
a feature and achieved good results in [40]. Therefore, we
also adopt the length of nickname as a feature and repre-
sent it as βLN . Note that Sina Weibo has strict restrictions
on the length of the nickname, the value range of βLN is
{βLN |2 ≤ βLN ≤ 30}.

(2) Ratio of followers to following: The ratio of followers to
following is considered in [2,15]. In our work, α denotes the
number of followers of a user and ς denotes the number of
following. We represent the ratio of followers to following
as βRFF , which is given by

βRFF =
α

α + ς
. (1)

The value range of βRFF is
{
βRFF

⏐⏐0 ≤ βRFF ≤ 1
}
..

(3) Default nickname and avatar: Lots of social bots use the
default nicknames and avatars [40]. Hence, whether a user
uses the default nickname and whether a user uses the
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Table 3
Summary of all the extracted features.
Category Feature name Symbol Source

Metadata-based

Length of nickname βLN [40]
Ratio of follower to following βRFF [2,15]
Default nickname βDN [40]
Default avatar βDA [40]
Completeness of profile βCP [31]
Comprehensive level βCL Our work

Interaction-based

Mean of the number of comments of posts γMNCP [41]
Mean of the number of reposts of posts γMNRP [41]
Mean of the number of likes of posts γMNLP [41]
Diversity of sources of posts γDSP Our work
Repost ratio γRR [2,42]

Content-based

Mean of the number of mentions in posts δMNMP [2]
Variance of the number of mentions in posts δVNMP [2]*
Mean of the number of hashtags in posts δMNHP [2,30]
Variance of the number of hashtags in posts δVNHP [2,30]*
Mean of the number of URLs in posts δMNUP [2,30]
Variance of the number of URLs in posts δVNUP [2,30]*
Variance of the number of words in posts δVNWP [40]*
Mean of the number of punctuation marks in posts δMNPMP Our work
Variance of the number of punctuation marks in posts δVNPMP Our work
Mean of the number of interjections in posts δMNIP Our work
Variance of the number of interjections in posts δVNIP Our work
Mean of the score of the sentiment of posts δMSSP [40,43]
Variance of the number of pictures in posts δVNPP Our work

Timing-based

Mean of the time interval between posts ϕMTIP [15]*
Variance of the time interval between posts ϕVTIP [15]*
Shortest time interval between posts ϕSTIP Our work
Longest time interval between posts ϕLTIP Our work
Burstiness parameters of the time interval between posts ϕBPTIP [17]
Information entropy of the time interval between posts ϕIETIP [17]
default avatar are respectively represented as βDN and βDA
in our work. The value of βDN is 1 if the user uses the
default nickname, otherwise, it is 0. And the calculation of
βDA is similar to βDN .

(4) Completeness of profile: Users of Sina Weibo can fill in
or change their profile. Normal users have real friend-
making demands, so they usually fill in their profiles care-
fully. However, the profile of social bots is usually incom-
plete [31]. We use the completeness of profile as a feature,
and it is given by

βCP =

N∑
i=1

wi · pi, 0 < wi < 1, (2)

where N represents the number of fields of the profile, pi
denotes the integrity of the ith field. Specifically, if the ith
field is filled, pi is 1, otherwise, pi is 0. Considering the
different contributions of different fields to detection, we
set different weights for different fields, and wi denotes
the weight of the ith field. βCP denotes the completeness
of profile, its value range is

{
βCP

⏐⏐0 ≤ βCP ≤ 1
}
.

(5) Comprehensive Level: User level is highly correlated with
the user’s online duration and login habits. Compared with
normal users, social bots usually have a shorter online
duration and more irregular login habits in Sina Weibo, so
they tend to have low user levels. Moreover, Sina Weibo
has a function of official verification, and most verified
users are normal users. Therefore, we define the compre-
hensive level as βCL, it is calculated by

βCL =

M∑
i=1

ιi · ui, 0 < ιi < 1, (3)

where βCL is the user’s comprehensive level, ιi is the value
of the ith level, ui is the weight of the ith level, and M is
the number of levels. In this paper, we take user level and
6

whether verification as the basis for calculating the com-
prehensive level. That is, whether verified (verification is 1,
otherwise 0) and the normalized user level are weighted to
calculate a user’s comprehensive level. The value range of
βCL is

{
βCL

⏐⏐0 < βCL ≤ 1
}
.

3.2.2. Interaction-based features
The posts of users can be commented, reposted, and liked by

other users. These interactions often reflect the difference be-
tween normal users and social bots. Therefore, based on the user’s
interactive behavior, we have extracted five interaction-based
features.

(1) Mean of the number of comments, reposts, and likes:
In [41], the number of a user’s posts that are reposted is
used as a feature. It can quantify a user’s interaction with
others. Many posts of social bots are illogical, and have few
likes, comments, or reposts. Thus, we represent the mean
of the number of comments, the mean of the number of
reposts, and the mean of the number of likes on all posts
of a user as γMNCP , γMNRP , and γMNLP , respectively. They are
computed by

γMNCP =
1
K

K∑
i=1

ξi

γMNRP =
1
K

K∑
i=1

oi

γMNLP =
1
K

K∑
i=1

ιi,

(4)

where, ξi, oi, ιi are the number of comments, reposts, and
likes of the ith post of a user, K is the number of posts of
the user.

(2) Diversity of sources of posts: The posts of users usually
come with post source, such as computer, mobile, etc. Nor-
mal users’ posts usually have different sources, while social
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bots’ posts tend to have very few sources. Therefore, we
consider the diversity of sources of posts as a feature and
use the Margalef diversity index to calculate the feature,
γDSP , which is given by

γDSP=
τ − 1
ln K

, (5)

where, τ denotes the number of types of sources.
(3) Repost ratio: The repost ratio of a user is the ratio of

the total number of reposted posts to the total number
of posts [2,42]. In most cases, the posts of social bots are
copied from other users or generated using probabilistic
methods. Thus, we use the repost ratio as a feature to
distinguish between social bots and normal users. It is
represented as γRR and computed by

γRR =
ν

K
, (6)

where ν denotes the number of reposted posts. The value
range of γRR is

{
γRR

⏐⏐0 ≤ γRR ≤ 1
}
.

.2.3. Content-based features
The content of different posts of social bots is often relatively

imilar, and the writing habits are generally illogical. Hence, we
ropose the following thirteen content-based features to distin-
uish users.

(1) Mean and variance of the number of mentions in posts:
In Sina Weibo, users use ‘‘@’’ to mention other users when
posting. Fazil et al. [2] considered the number of mentions
in posts to distinguish users. Similarly, we define the mean
and variance of the number of mentions in posts as δMNMP
and δVNMP , respectively, and they can be computed by

δMNMP =
1
K

K∑
i=1

ηi

δVNMP =
1
K

K∑
i=1

(ηi − δMNMP )2,

(7)

where ηi is the number of mentions in the ith post.
(2) Mean and variance of the number of hashtags in posts:

‘‘#’’ is used by users to participate in the discussion of top-
ics while posting a post. The number of ‘‘#’’ is considered
to distinguish users in [2] and [30]. We take the mean and
variance of the ‘‘#’’ number of posts as two features (δMNHP
and δVNHP ). And they can be computed in the same way as
δMNMP and δVNMP .

(3) Mean and variance of the number of URLs in posts:
Many social bots add URLs in posts to redirect visitors to
external web pages for advertising [30], monetization, etc.
In [2], they proved that the number of URLs plays a very
important role in judging the quality of users’ posts. Thus,
the mean and variance of the number of URLs in posts
are taken as features and represented as δMNUP and δVNUP ,
which can be computed in the same way as δMNMP and
δVNMP .

(4) Variance of the number of words in posts: The word
counts of different posts of a social bot are usually simi-
lar [40]. In our work, the variance of the number of words
in posts (δVNWP ) is given by

δMNWP =
1
K

K∑
i=1

ζi

δVNWP =
1
K

K∑
(ζi − δMNWP )2,

(8)
i=1

7

where ζi means the number of words of the ith post, and
δMNWP is the mean of the number of words in posts.

(5) Mean and variance of the number of punctuation marks
in posts: The use of punctuation marks in posts reflects
a user’s writing habits. In the posts of social bots, the
frequency of punctuation marks is often unreasonable. For
this reason, the mean and variance of the number of punc-
tuation marks in posts are used as features, which are
represented by δMNPMP and δVNPMP , and they are calculated
like δMNMP and δVNMP .

(6) Mean and variance of the number of interjection in
posts: An interjection is a word or expression that occurs
as an utterance on its own and expresses a spontaneous
feeling or reaction, such as ‘‘oh’’, ‘‘ah’’, ‘‘o’’, ‘‘ha’’, etc. These
words can reflect a user’s writing style. Thus, the mean and
variance of the number of interjections in posts (δMNIP and
δVNIP ) are used in our work. To compute them, we follow
the method used in δMNMP and δVNMP .

(7) Mean of the score of the sentiment of posts: Features
of sentiment are the features extracted through sentiment
analysis of the posts [40,43]. We analyze the sentiment
polarity of posts and represent the mean of the score of
the sentiment of posts as δMSSP , which is given by

δMSSP =
1
K

K∑
i=1

ρi, (9)

where ρi is the score of the sentiment of the ith post. The
value range of ρi is

{
ρi

⏐⏐0 ≤ ρi ≤ 1
}
. and that of δMSSP is{

δMSSP
⏐⏐0 ≤ δMSSP ≤ 1

}
.

(8) Variance of the number of pictures in posts: When post-
ing, users can add pictures to make their posts richer in
content. Many social bots have almost the same number
of pictures in their posts, while the number of pictures
for each post of a normal user is usually not similar. This
distinction is of great importance for detecting social bots.
In our work, the variance of the number of pictures be-
tween each post of the user is represented as δVNPP , and
it is calculated like δVNWP .

.2.4. Timing-based features
Timing-based features are extracted from the time of users’

osts. In [30], the authors found that there is a difference between
ocial bots and normal users in the time distribution of posts.
onsequently, the series of the time intervals between each post
f a user is defined as θ = [χ1, χ2, . . . , χK−1], where K still de-
otes the number of posts of the user. Then, we use the following
ix timing-based features to distinguish users.

(1) Mean and variance of the time interval between posts:
Chen et al. [15] considered the regularity of the time of
users’ posts in their research, the variance of the post time
was taken as a feature. In our work, the mean and variance
of the time interval between posts are represented as ϕMTIP
and ϕVTIP , and they are defined by

ϕMTIP =
1

K − 1

K−1∑
i=1

χi

ϕVTIP =
1

K − 1

K−1∑
i=1

(χi − ϕMTIP )2,

(10)

where χi is the time interval of two consecutive posts.
(2) Longest and shortest time interval between posts: Many

social bots do not post for a long time after posting a large
number of posts in a short time. Therefore, the longest and
shortest time intervals between posts of the user are used
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to distinguish between social bots and normal users in our
work. We sort the series of the time interval to get a new
series, θ ′ = [χ ′1, χ

′

2, . . . , χ
′

K−1] (χ
′

i ≤ χ ′i+1, 1 ≤ i ≤ K−1).
We take the mean of the user’s shortest µ time intervals
as the shortest time interval (ϕSTIP ), and the mean of the
longest µ time intervals as the longest time interval (ϕLTIP ).
They are computed by

ϕSTIP =
1
µ

µ∑
i=1

χ ′ i

ϕLTIP =
1
µ

K−1∑
i=K−µ

χ ′ i,

(11)

After analysis, when µ = 5, this pair of features can
distinguish users well.

(3) Burstiness parameters of the time interval between posts
In [17], the author distinguished between normal users
and social bots by using the burstiness parameters of the
time intervals between posts and achieved great results.
The burstiness parameters of time interval between posts
(ϕBPTIP ) is defined by

ϕBPTIP =
ϕVTIP − ϕMTIP

ϕVTIP + ϕMTIP
+ ε, (12)

where ϕVTIP and ϕMTIP are defined before, ε denotes the
displacement factor. The displacement factor is a variable
to meet the requirement of making the value of ϕBPTIP non-
negative. There are three special values for ϕBPTIP : ε − 1, ε,
and ε+1, which can be understood as a completely regular
behavior, a completely Poisson behavior, and the most
bursty behavior, respectively [17]. Generally, the values of
burstiness parameters of social bots are close to ε − 1 and
ε + 1.

(4) Information entropy of the time interval between posts:
In [17], the Shannon entropy was applied to quantify the
regularity of the posting time interval series of users in
detecting social bots and it worked well. In our work,
the duplicate values in the posting time interval series
of a user θ are removed to obtain a new series, θ ′′ =[
χ ′′1 , χ ′′2 , . . . , χ ′′l

]
, where l ≤ K − 1. Then, we represent the

Shannon entropy of the series of the time intervals as ϕIETIP .
The calculation equation is given by

p(χ ′′i ) =
n(χ ′′i )
K − 1

ϕIETIP = −

l∑
i=1

p(χ ′′i ) · log(p(χ
′′

i )),
(13)

where p(χ ′′i ) is the frequency at which χ ′′i appears in the
series p(χ ′′i ), n(χ

′′

i ) denotes the number of times χ ′′i appears
in the series θ . The smaller the Shannon entropy of the
series of the time intervals ϕIETIP , the greater the probability
that the user is a social bot.

3.3. Active learning for expanding labeled data

When using the deep learning-based approach to detect social
bots in OSNs, a large-scale dataset is generally required to train
models to achieve good performance. However, it is difficult to
construct a large-scale dataset due to the difficulty of obtaining
effective user data in OSNs and the high cost of manually labeling
samples. Therefore, to expand the scale of the labeled dataset, we
propose an approach for labeled data expansion based on active
learning [21].
8

Fig. 2. The proposed labeled data expansion approach.

.3.1. Expansion approach of labeled data
The proposed approach for labeled data expansion is shown in

ig. 2, and the working process of the approach is the following
ive steps:

(1) Step 1: Firstly, train an initial machine learning classifier
by a small-scale labeled dataset. In the meantime, set the
threshold for stopping training iterations.

(2) Step 2: Secondly, select a batch of the most valuable un-
labeled user data according to the query strategy, and
manually label them by the supervisor.

(3) Step 3: Thirdly, add these labeled user data into the labeled
dataset, and update the parameters of the classifier using
these data.

(4) Step 4: Fourthly, if the performance of the classifier ex-
ceeds the iteration stopping threshold, output the classifier,
otherwise repeat step 2 and step 3.

(5) Step 5: Fifthly, predict the labels of the remaining unla-
beled candidate samples and calculate the probability that
they belong to the predicted labels using the classifier.

(6) Step 6: Finally, label the samples with high predicted prob-
ability, and conduct a sampling test after labeling.

.3.2. Construction of a large-scale dataset
We have a labeled small-scale dataset SWLD − 20K and an

nlabeled dataset SWUD containing potential normal users and
otential social bots. Using the proposed approach for labeled
ata expansion, we further confirm the labels of potential normal
sers and potential social bots in SWUD to construct a large-scale
ataset. The construction process is described below.
To begin with, in the setting of the classifier, Mao et al. [44]

sed DT as the classifier in the study of active learning to expand
he dataset, which can efficiently and accurately achieve large-
cale expansion of the dataset. Therefore, we also choose the
T as the classifier for our active learning approach. Besides, we
et the threshold for stopping training iterations: the accuracy
f the classifier has not improved after ten consecutive train-
ng iterations. Meanwhile, according to the uncertainty sampling
lgorithm [45], we use an entropy-based uncertainty sampling
lgorithm as the query strategy, as shown in Algorithm 1. The
uery strategy is responsible for selecting a set S consisting of m

samples with the largest entropy from the unlabeled dataset X .
he calculation of the entropy for unlabeled samples is given by

i = −

1∑
j=0

P
(
yj |xi

)
· log P

(
yj |xi

)
, (14)

here, when j takes 0 and 1, P
(
yj |xi

)
represents the probability

hat the unlabeled sample x is a normal user and a social bot,
i
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Algorithm 1 Uncertainty query strategy based on entropy
Input:

An unlabeled dataset, X = {x1, x2, · · · , xn}, n denotes the
number of samples in X;
A classifier that can ouput the classification probabilities, C;
The number of samples to select, m.

utput:
The most valuable sample set, S.

rocedure:
1: for i in n do
2: P (y1 |xi ) = C (xi) ;
3: P (y0 |xi ) = 1− P (y1 |xi ) ;

4: ei = −
1∑

j=0
P

(
yj |xi

)
· log P

(
yj |xi

)
.

5: end for
6: Sort all ei (1 ≤ i ≤ n) to obtain E, E = {e1, e2, · · · , en};
7: Select top m samples based on E to form the set S.
8: return S.

respectively. Besides, ei is the entropy value of the unlabeled
ample xi.
Specifically, when expanding labeled data, we first train the

lassifier using the dataset SWLD − 20K , and calculate the value
f P

(
yj |xi

)
for all potential normal users and potential social

ots by the classifier. Subsequently, the entropy values for all
he samples are computed and ranked. In each iteration, the 20
nlabeled samples with the largest entropy values are selected.
fter manually labeling these samples according to the proposed
abeling metrics (see details in Section 3.1.3), we add them to the
raining dataset to retrain the classifier. When the conditions of
topping the iteration are satisfied, the iteration is stopped and
e get the well-trained classifier. finally, the classifier is used
o calculates the probability that a potential normal user is a
eal normal user and the probability that a potential social bot
s a real social bot. For these unlabeled samples with a predicted
robability value greater than 0.7500, their predicted label is
aken as their true label. Then, these samples are added to the
inal dataset.

In our work, a total of 171 iterations are performed, a total of
420 users are manually labeled according to the proposed label-
ng metrics, and finally, a classifier with the accuracy of 0.9801
s obtained. Using the classifier, the remaining potential normal
sers and potential social bots in SWUD are labeled. Mixing these

newly labeled user data with user data in SWLD−20K and further
ndertaking data balance processing, the dataset SWLD − 300K
Sina Weibo labeled dataset with 300,000 samples) is built, the
nformation of which is shown in Table 4. Moreover, a sampling
est on the dataset SWLD− 300K is undertaken with a sampling
ate of 1%. To be specific, we randomly sample 1% of the data from
he SWLD− 300K dataset to test the correctness of the label. The
inal pass rate is 0.9910, which proves the effectiveness of the
abeled samples.

.4. The RGA model for detection

We design a novel deep neural network called RGA. The de-
igned RGA model is mainly composed of a ResNet block, a BiGRU
lock, an attention layer, and an inference layer (see Fig. 3). The
etails of the model architecture are described as follows.

.4.1. Model input
In the proposed framework, given a specific user, the user data

s collected in the data collection and labeling module, and then
eatures of the user are further extracted in the feature extraction
9

Table 4
Overview of the SWLD− 300K dataset.
Category User number Post number

Normal users 150,000 5,935,150
Social bots 150,000 4,833,979

Total 300,000 10,779,129

module to form a feature vector, which can be denoted by F =
{f1, f2, . . . , fl}, and l is the number of features. To better suit the
RGA model, we normalize the vector using the L2 norm, without
disrupting the linear relationship between the original data. Then
the normalized feature vector of the user can be input into the
RGA model.

3.4.2. ResNet block
The research of Ismail Fawaz et al. [46] shows that ResNet

has better performance in several deep learning models for time
series classification. In our work, a feature vector of a user can
be regarded as a time series. Therefore, ResNet is employed to
extract temporal patterns of the feature vectors initially. In the
designed RGA model, the ResNet block is mainly composed of
three residual blocks. Each residual block is a multi-layer neural
network containing convolutional 1D (Conv1D) layers, batch nor-
malization (BN) layers, and rectified linear unit (ReLU) activation
layers. Meanwhile, the input and output of each residual block
can be directly connected through a shortcut connection. There-
fore, a residual block can be defined as (taking the first residual
block as an example)

h1 = Convolution1(F)
h2 = Convolution2 (h1)
h3 = Convolution3 (h2)
h4 = h3 + F
h′ = ReLU (h4) ,

(15)

here the Convolutioni, i ∈ {1, 2, 3} denotes the combination
of a Conv1D layer, a BN layer, and a ReLU layer. h1, h2, h3, h4
epresent hidden vectors. Moreover, h′ is the output of the first
esidual block, which is transferred to the next residual block.
he output vector of the last residual block is defined as C =
c1, c2, . . . , cl}, which is as input of the BiGRU block.

.4.3. BiGRU block
BiGRU is a kind of recurrent neural network (RNN) [23]. Since

oth the past state and the future state are considered, BiGRU can
xtract temporal patterns from data and has a better stability.
herefore, it is used to further extract the temporal patterns
f feature vectors in our work. In the RGA model, the BiGRU
lock is composed of a forward GRU and a backward GRU. In
ach moment i (i ∈ {1, 2, . . . , l}), the output vector of BiGRU is
etermined by the two one-way GRUs, it can be represented by

→
hi = GRUfwd

(
ci,
−→
hi−1

)
−
hi = GRUbwd

(
ci,
←−
hi+1

)
→
hi =

−→
hi +
←−
hi ,

(16)

here
−→
hi is the hidden vector of the forward GRU in time step

, and
←−
hi is the hidden vector of the backward GRU in time step

. Moreover, the dropout technology is employed in the BiGRU
lock to suppress overfitting, so that the output of BiGRU block
n each time step can be defined as h′.
i
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Fig. 3. The model architecture of the RGA deep neural network.
/

.4.4. Attention layer
The attention mechanism is mainly to focus limited attention

esources on key information [24]. We take advantage of the
ttention mechanism for that it can efficiently extract important
atterns of sparse data to find useful information in the data that
s significantly related to the current output, thereby improving
he quality of output data. We define the importance weight of
′

i (i ∈ {1, 2, . . . , l}) as ai, the output of the attention layer can be
enoted by

=

l∑
i=0

αih′i. (17)

.4.5. Inference layer
In the inference layer, a fully connected layer with a sigmoid

ctivation function is employed to perform binary classification
nd output the classification results. The vector A, calculated as
he feature representation of the user, can be used to compute
he probability that the user is a social bot by

ˆ = Sigmoid(A). (18)

The training loss function is defined by the negative log-
ikelihood of the correct labels, which can be computed by

= −(y · log(ŷ)+ (1− y) · log(1− ŷ)), (19)

here y is the true label of the user, that is, if the user is a social
ot, the value of y is 1, otherwise, it is 0.

. Experiments and evaluation

In this section, we evaluate the performance of the proposed
ABot framework for social bot detection. To begin with, we
escribe the experiment settings in our work. Then, we evaluate
he effectiveness of the features used in our work. Moreover, we
onduct experiments to verify the superiority of the RGA model
o detect social bots. Furthermore, the influence of the scale of
he dataset on detection performance is also explored.
 /

10
Table 5
The hyperparameters during deep learning model training.
Configuration Value

Optimization function Adam
Epoch 100
Batch size 32
Learning rate 0.001

ReduceLROnPlateau monitor=‘val_acc’, factor=0.5,
patience=10, epsilon=0.0001

EarlyStopping monitor=‘val_acc’, patience=20,
mode=‘max’

ModelCheckpoint monitor=‘val_acc’, mode=‘max’,
save_best_only=True

4.1. Experiment settings

Before describing the experimental design and results, the ex-
periment settings are elaborated, including environmental setup,
baseline studies, and performance metrics. The details of the
experiment settings are as below.

4.1.1. Environmental setup
In our work, all experiments are undertaken on a workstation

with an Intel Xeon E5-2618L v3 CPU and NVIDIA GeForce RTX
2080TI GPU with 64 GB of RAM. Each experiment is repeated ten
times independently, and the average results are shown. All the
classical machine learning models are built by the Scikit-learn
library1 Meanwhile, all the deep learning models are imple-
mented using the Keras library2 with the Tensorflow backend,3
the configuration of the hyperparameters during deep learning
model training is shown in Table 5.

4.1.2. Baseline studies
To conduct performance evaluation, a series of baseline studies

are considered in our work. These state-of-the-art approach for
detecting social bots are as follows:

1 Scikit-learn: Simple and efficient tools for predictive data analysis (https:
/scikit-learn.org/).
2 Keras: The Python deep learning library (https://keras.io/).
3 Tensorflow: The end-to-end open-source machine learning platform (https:

/www.tensorflow.org/).

https://scikit-learn.org/
https://scikit-learn.org/
https://keras.io/
https://www.tensorflow.org/
https://www.tensorflow.org/
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Fig. 4. Cumulative distribution plots of the proposed new features.
• LR: Logistic regression (LR) is a simple and powerful ap-
proach to solve some linear binary classification problems.
It is widely used in the detection of social bots in Sina
Weibo [47].
• SVM: SVM is another great approach of machine learning

that has appreciable effects in detecting social bots in Sina
Weibo [16].
• ELM: ELM was applied in [19] as an approach for social bot

detection. ELM is considered to have advantages in learning
rate and generalization ability.
• RF: Due to its good classification performance, scalability,

and ease of use, RF has an excellent performance in the
detection of social bots in [20].
• MLP: Multilayer perceptron (MLP), also referred to back

propagation neural network (BPNN) in [42]. It is a feedfor-
ward neural network trained through the back propagation
algorithm of error.
• LSTM: LSTM is one of the RNN, which helps in classification

and regression problems. It is employed in detecting social
bots and performs well [48].
• ComNN: ComNN referred to combined neural network pro-

posed in [49] in our paper. ComNN includes an LR and
two artificial neural networks (ANN) to incorporate different
features and perform detection.
11
Table 6
Confusion matrix in social bot detection.
True Predicted

Social bot Normal user

Social bot True positive False negative
Normal user False positive True negative

• CNN: Convolution neural network (CNN) is one of the most
widely used artificial neural networks, it is also effective in
detecting social bots [50].

4.1.3. Performance metrics
A variety of metrics are used to evaluate the performance

of the detection approaches including accuracy, recall, precision,
and F1-score. The confusion matrix is employed to introduce
these metrics, as shown in Table 6. The true positive (TP) is the
number of social bots that are correctly detected, the false nega-
tive (FN) is the number of social bots that are incorrectly detected,
the false positive (FP) is the number of normal users that are
incorrectly detected, and the true negative (TN) is the number of
normal users that are correctly detected. Then, accuracy, recall,
precision, and F1-score can be computed by
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Fig. 5. The performance of the proposed RGA and baseline detection approaches in the feature ablation tests. (a) LR. (b) SVM. (c) ELM. (d) RF. (e) MLP. (f) LSTM. (g)
ComNN. (h) CNN. (i) RGA.
accuracy =
|TP+ TN|

|TP+ TN+ FP+ FN|
, (20)

recall =
|TP|

|TP+ FN|
, (21)

precision =
|TP|
|TP+ FP|

, (22)

F1-score =
2 · precision · recall
precision+ recall

. (23)

.2. Evaluation of the effectiveness of features

We extract four categories of features: metadata-based,
nteraction-based, content-based, and timing-based features. In
rder to evaluate the validity of the proposed features before
xpanding the dataset, we conduct experiments on the features
ith the SWLD − 20K dataset. Specifically, a statistical analysis
f the new features is made to verify the discriminative power
f these new features. Furthermore, we conduct feature ablation
ests. That is, a category of feature is removed from the feature
et each time, and then various detection approaches are used for
esting to explore the contribution of each category of feature to
etection.
12
Table 7
The description of feature sets.
Feature set Categories of features included

F Metadata, Interaction, Content, Timing
F\Metadata Interaction, Content, Timing
F\Interaction Metadata, Content, Timing
F\Content Metadata, Interaction, Timing
F\Timing Metadata, Interaction, Content

4.2.1. Discriminative power of new features
To evaluate the discriminative power of the proposed new

features, we normalize the values of new features for all users
and make cumulative distribution plots of them, as shown in
Fig. 4. As indicated in the figure, the new features proposed in
this paper significantly show great differences between social
bots and normal users. Among these new features, the features
of the comprehensive level, the diversity of sources of posts, the
mean of the number of interjections in posts, the variance of
the number of pictures in posts, and the minimum time interval
between posts are more distinguishable. For instance, in terms of
the comprehensive level, the values of nearly 90% of social bots
are less than 0.2, and that of 80% of normal users are higher than
0.2. As for the diversity of sources of posts, almost 90% of social
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Table 8
The architecture of different deep neural networks in model ablation tests.
Model #Layers #Conv1D #BiGRU Attention Normalize Activate Regularize

ResNet (R) 11 9 0 − Batch ReLU None
BiGRU (G) 2 0 1 − None Tanh Dropout
ResNet-BiGRU (RG) 11 9 1 − Batch ReLU, Tanh Dropout
ResNet-Attention (RA) 11 9 0

√
Batch ReLU, Tanh None

BiGRU-Attention (GA) 3 0 1
√

None Tanh Dropout
RGA 12 9 1

√
Batch ReLU, Tanh Dropout
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Fig. 6. Performance comparison of the different deep neural networks and
proposed RGA.

bots have values that are smaller than 0.1, and 50% of normal
users have values greater than 0.1.

4.2.2. Feature ablation tests
To evaluate the contribution of each category of feature to the

etection performance, we perform feature ablation tests based
n the full feature set and four subsets of the feature set. The
ubsets of the feature set can be represented by the set-difference
unction given as

\F ′ =
{
x|x ∈ F ∧ x /∈ F ′

}
, (24)

here F is the set with all features, F ′ is the subset of F with a
articular category of features, and x is all user data of a feature.
able 7 shows the details of feature sets we used in feature
blation tests.
In this experiment, the SWLD − 20K dataset is divided into

0% for training, 20% for validation, and 20% for testing. Moreover,
n addition to using the RGA detection approach, other baseline
pproaches are also employed to perform feature ablation study.
he results are shown in Fig. 5. The performance of each approach
ith F , F\Metadata, F\Interaction, F\Content and F\Timing are
ompared. We find that all detection approaches perform best
n the feature set F that contains all the features than on other
eature sets. This proves that each category of extracted features
n this paper has the distinguishability between social bots and
ormal users. In addition, all approaches perform worst using
he feature set of F\Content , which indicates that the distin-
uishability of content-based features is the greatest. Whereas
he performance of approaches using feature set of F\Timing is
imilar to that of F , which indicates that the distinguishability
f timing-based features is the smallest. We can also find that
lthough the recall of RGA is not all the highest compared with
he other five approaches on the same feature set, the accuracy,
he precision, and the F1-score of RGA are the highest. That

s, the RGA model has better detection performance than other

13
Table 9
Numerical results of the different deep neural networks and proposed RGA in
detecting social bots.
Model Accuracy Recall Precision F1-score

ResNet (R) 0.9881 0.9863 0.9899 0.9881
BiGRU (G) 0.9864 0.9804 0.9923 0.9863
ResNet-BiGRU (RG) 0.9885 0.9842 0.9926 0.9884
ResNet-Attention (RA) 0.9883 0.9834 0.9932 0.9883
BiGRU-Attention (GA) 0.9876 0.9844 0.9907 0.9875
RGA 0.9887 0.9840 0.9933 0.9886

detection approaches on these feature sets. It is noted that the
performance of the approaches still has much space to improve,
so the dataset needs to be expanded to improve the detection
performance.

4.3. Evaluation of the proposed detection approach

In order to evaluate the performance of the proposed RGA de-
tection approach, the detection model ablation tests are launched,
then the performance comparison with the baseline detection ap-
proaches is carried out. It is worth noting that these experiments
are based on the SWLD− 300K dataset.

.3.1. Detection model ablation tests
To verify that the deep neural network RGA proposed in this

aper has certain advantages, we perform ablation tests the pro-
osed model using SWLD − 300K dataset to provide an un-
erstanding of the impact of each layer or block of our model
nd show how significantly they affect the model performance.
pecifically, the attention layer, BiGRU block, and ResNet are
equentially removed from the model, then the performance of
he reduced model is evaluated. Furthermore, the combination
f the ResNet block and attention layer and the combination of
he BiGRU block and attention layer are sequentially removed
o verify the validity of the proposed detection model. The ar-
hitecture of the six deep neural networks in the experiment
s shown in Table 8, which includes the number of layers, the
umber of Conv1D layers, the number of BiGRU layers, the use
f the attention layer, the normalization strategy, the activation
unction, and the regularization strategy. In this experiment, the
WLD − 300K dataset is divided into 80% for training, 10% for
alidation, and 10% for testing, respectively. This is because the
cale of the dataset is very large, 10% of data in the dataset is
ufficient for the evaluation of the validation set or test set. In
ddition, more data in the training set can make deep neural
etworks more adequately trained.
Fig. 6 and Table 9 show the experimental results about the

erformance of several deep learning models, in terms of accu-
acy, recall, precision, and F1-score. We can see that the proposed
GA model has the best performance among these models on
lmost all metrics, with accuracy, recall, precision, and F1-score of
.9887, 0.9840, 0.9933, and 0.9886 respectively. Meanwhile, each
lock or layer plays a role in the effectiveness of the RGA model,
nd the ablation of any block or layer can weaken the effect of
he model. It is also obvious that the ResNet block contributes the
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Fig. 7. Performance comparison of the baseline approaches and proposed RGA. (a) Performance comparison with classical machine learning approaches. (b)
Performance comparison with deep learning approaches.
Table 10
Numerical results of the baseline approaches and proposed RGA in detecting
social bots.
Approach Accuracy Recall Precision F1-score

LR [47] 0.9727 0.9757 0.9700 0.9728
SVM [16] 0.9744 0.9795 0.9697 0.9746
ELM [19] 0.9800 0.9795 0.9804 0.9800
RF [20] 0.9820 0.9823 0.9817 0.9820
MLP [42] 0.9816 0.9777 0.9855 0.9816
LSTM [48] 0.9862 0.9826 0.9897 0.9861
ComNN [49] 0.9865 0.9831 0.9898 0.9864
CNN [50] 0.9869 0.9830 0.9907 0.9869
RGA 0.9887 0.9840 0.9933 0.9886

most to the performance of the proposed RGA model, while the
effect of the attention layer is relatively less obvious. Importantly,
the proposed RGA model has generally the best performance over
other reduced deep learning models in detecting social bots.

4.3.2. Performance comparison with the baseline approaches
To further verify the effectiveness of the proposed RGA model

or detection, we compare the performance of RGA and the base-
ine detection approaches including four classical machine learn-
ng approaches (LR, SVM, ELM, RF) and four deep learning ap-
roaches (MLP, LSTM, ComNN, CNN) on the dataset SWLD−300K ,
hich is split into 80% for training, 10% for validation, and 10% for
esting, respectively.

Fig. 7 and Table 10 show the experimental results. It can be
een that on such a large dataset, deep learning approaches have
ertain advantages in performance over classical machine learn-
ng. Among the classical machine learning approaches, RF per-
orms the best and LR performs poorly. In the meantime, CNN has
etter performance than other baseline deep learning approaches.
mportantly, RGA exhibits the best performance in terms of accu-
acy, recall, precision, and F1-score, which proves that RGA has
reat advantages over the state-of-the-art approaches in detect-
ng social bots.

.4. Influence of the scale of the dataset

In our work, the dataset SWLD − 20K is constructed by man-
ally labeling, and then the dataset SWLD− 300K is built by the
roposed active learning approach for labeled data expansion. In
rder to verify the effectiveness of the proposed data expansion
14
Fig. 8. Comparison the F1-score of the baseline approaches and proposed RGA
using the two datasets.

approach, we compare the performance of the RGA and base-
line approaches on the two datasets, and the F1-score of these
approaches on the two datasets is shown in Fig. 8.

It is obvious that the F1-score of all approaches is improved
when active learning is used to expand the scale of the dataset
from 20,000 to 300,000. It is worth noting that, on the whole,
compared with classical machine learning approaches, the F1-
score of the deep learning approaches has a greater increase. The
exception is that the performance of the SVM is greatly improved,
and the performance of the MLP is not significantly improved.
Overall, the detection performance of these detection approaches
can be improved using the proposed active learning approach for
labeled data expansion.

Importantly, the proposed RGA has a significant improvement
when the scale of the dataset becomes larger. Meanwhile, the
proposed RGA not only performs best in the dataset with 20,000
samples but also has the best performance in the dataset with
300,000 samples. It is obvious that the proposed RGA detec-
tion approach is applicable to both small-scale and large-scale
datasets.



Y. Wu, Y. Fang, S. Shang et al. Knowledge-Based Systems 211 (2021) 106525

5

i
f
a
m
t
n
t
o
a
w
d
m
a
R
p
a
a

c
d
b
c
a
d

C

I

. Conclusion

This paper has proposed a novel DABot framework for detect-
ng social bots with deep neural networks and active learning. The
ramework DABot mainly comprises four modules: data collection
nd labeling module, feature extraction module, active learning
odule, and detection module. Specifically, we extracted 30 fea-

ures including nine completely new features of four categories,
amely metadata-based, interaction-based, content-based, and
iming-based features to achieve a comprehensive description
f social bots in Sina Weibo. Moreover, this paper proposed an
pproach for expanding labeled datasets using active learning,
hich can significantly increase the efficiency of labeling user
ata and obtain a large-scale dataset at a small cost. Furthermore,
aking use of the ResNet, the BiGRU, and the attention mech-
nism, this paper designed a new deep neural network model
GA for detection. The experimental results showed that the
roposed DABot framework is efficient for detecting social bots,
nd it has the best performance compared to other used detection
pproaches.
In OSNs, the attributes and behavior patterns of social bots

ontinue to evolve to avoid detection. Therefore, making the
etection approach adaptable to the evolution of social bots will
e done in our further research work. In the meantime, there are
lusters of social bots, that is, social bots tend to follow each other
nd form network clusters. The research on social bot cluster
etection is also our future work.
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