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Comment

Harnessing the deep learning power of 
foundation models in single-cell omics
Qin Ma, Yi Jiang, Hao Cheng & Dong Xu

Foundation models hold great promise for 
analyzing single-cell omics data, yet various 
challenges remain that require further advance-
ments. In this Comment, we discuss the progress,  
limitations and best practices in applying 
foundation models to interrogate data and 
improve downstream tasks in single-cell omics.

Single-cell technologies generate vast amounts of omics data; 
‘foundation models’1 emerge as a powerful tool for in-depth analysis 
and interpretation of such big data. Foundation models typically apply 
a self-supervised pre-training strategy on many datasets with numer-
ous parameters, necessitating considerable computational resources 
and showcasing emergent inference capabilities1, which allow them 
to adapt to a wide range of downstream biological tasks. Foundation 
models excel owing to their expressivity, scalability, multimodality, 
memory capacity and generalization, which enable their effective use in 
artificial intelligence applications and promise advances in single-cell 
omics for molecular biological research.

Although single-cell omics encompass rapidly advancing technolo-
gies at the forefront of studying the detailed molecular characteristics 
of individual cells2, single-cell data present persistent challenges, such 
as data enormity, inadequate annotations and complexity of biological 
interpretation. Foundation models have several uses in single-cell omics 
data analyses3, for example: (i) improving signal-to-noise ratios of large-
scale and noisy single-cell data and reducing technical batch effects; 
(ii) most foundation models use self-supervised training strategies, which 
do not depend on manual annotations, enabling efficient utilization 
of distribution variations among cell populations and addressing the 
challenge of inadequate annotations in single-cell data; (iii) multimodal 
integration and extensive memory capacity enable foundation models 
to understand intrinsic single-cell data complexity, such as multi-omics 
data integration and cell functions2; and (iv) foundation models leverage 
large-scale data and numerous cell-state observations to embed essential 
biological insights into an initial training phase. This embedded knowl-
edge enables foundation models to be broadly adapted to new biologi-
cal inquiries without further training, known as zero-shot learning. For 
example, zero-shot learning allows models to predict new drug responses 
in different cell types using diverse omics data from initial training, with-
out specific drug response training. Alternatively, these models can be 
fine-tuned with minimal additional training that is specific to a new task4.

Best practices in developing foundation models for 
analyzing single-cell omics data
The two main methodologies of using foundation models for single-cell 
omics analysis are models pre-trained on single-cell data and natural 

language processing models. Models pre-trained on single-cell data 
involve an initial pre-training stage5, in which they learn to interpret and 
recognize patterns in massive single-cell datasets, and a subsequent 
fine-tuning stage, which helps the model further align with specific 
downstream tasks, such as cell-type annotations, gene interactions 
analyses and cell-state classifications6. Additionally, these models can 
be used for zero-shot learning.

By contrast, natural language processing models capitalize on 
the power of existing large language models (LLMs)7 and forgo the 
extensive training stages. By leveraging advanced techniques in prompt 
engineering, such as zero-shot prompting8, the exceptional capabilities 
of LLMs in question-answering and summarization are fully utilized in 
single-cell omics data analysis. Following substantial initial investments 
in pre-training carried out by some organizations, such as OpenAI, 
the natural language processing models markedly reduced the time 
and resources needed for model adaptations to new applications. The 
effectiveness of both models pre-trained on single-cell data and natural 
language processing models can be assessed with a benchmarking 
system9, in terms of the accuracy and interpretability of the model 
and its capacity for new biological discoveries (for example, discovery 
of gene expression programmes)4. Supplementary Table 1 provides a 
comprehensive overview of best-practice foundation models specifi-
cally designed for single-cell omics data analysis, including the types 
of models, pre-training tasks and downstream tasks and the biological 
insights they can provide.

Limitations of foundation models in single-cell data 
analysis and possible solutions
First, the substantial data and computational resources required for 
training foundation models restrict the accessibility and scalability 
of the models in various biological settings, such as cross-species10 
and cross-modality9 integration. Second, many foundation models 
face challenges with interpretability, as they update all parameters 
simultaneously during training, making it difficult to determine how 
inputs from single-cell omics specifically influence particular parts of 
the parameters of the model, thereby affecting the final prediction, for 
example, cell-type annotation. Third, a crucial concern is the robustness 
of these models, as their performance can vary considerably owing 
to factors such as pre-training and fine-tuning of noisy data, as well 
as parameter settings and training depth. Owing to these limitations, 
current single-cell foundation models often have limited reliability 
in zero-shot settings and they might not outperform well-designed 
methods trained on unique datasets8. This underperformance suggests 
that the training sample sizes and training time of these models may 
not reach the thresholds for obtaining status of bona fide foundation 
models, that is, of emerging intelligence in solving zero-shot problems.

Some possible solutions have been explored to address the above 
limitations. High resource demands can be addressed by developing 
more efficient training algorithms, using open-source foundation 
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integration, genetic perturbation prediction, inference of gene regula-
tion networks, drug discovery, prediction of candidate therapeutics 
and explaining pathogenic mechanisms4. Alternative strategies to fine-
tuning foundation models with additional training sets, such as zero-
shot prompting8, are being developed to enable model predictions 
on smaller, task-specific datasets unseen during training. By applying 
this approach, single-cell omics could be used to identify novel disease 
biomarkers5. Finally, well-designed interpretable models precisely 
explore biological systems and provide explanations. For instance, 
they can identify essential molecular or cellular variables that influ-
ence treatment outcomes4. Thus, interpretable foundation models 
can offer insights into disease progression or cell differentiation, and 
into their regulatory mechanisms from an explainable standpoint. 
Ultimately, these advancements promise to deepen our understanding 
of single-cell biology and connect advanced computational methods 
and biomedical applications2.
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models and leveraging cloud computing resources. Enhancing model 
interpretability is another area of focus, investing efforts to explain how 
models make decisions in the prediction process. For instance, feature 
importance analysis highlights which features most influence model 
predictions11. To further improve data interpretability and enhance 
the understanding of the rationale behind predictions, researchers 
are exploring new interpretative algorithms; for example, scGPT used 
attention-based mechanisms and in silico perturbation methods to 
identify key genes for classifying cell states4. Lastly, improving the 
robustness of models can be achieved by using diverse training data-
sets and incorporating learning strategies specifically designed to 
handle out-of-distribution data. For example, Geneformer promoted 
robustness to batch effects and individual variability through hundreds 
of experimental datasets by applying a transfer learning strategy5. 
By addressing these limitations, the potential of foundation models 
in single-cell research can be expanded to bridge the gap between 
computational power and biological application, thereby providing 
more opportunities for integration of the current extensive single-cell 
datasets and their use in single-cell biology.

Future prospects and applications of foundation models
Future development of the structure design and training of founda-
tion models, along with enhancements in interpretability and the inte-
gration of multimodal data, is poised to considerably enhance our 
analysis and understanding of complex biological systems. The use 
of cross-species and cross-patient datasets with large-scale trainable 
parameters can foster ‘emergent abilities’ in foundation models, which 
will enhance their generative and interactive capabilities and increase 
the accuracy of their predictions when using limited data, including 
in the discovery and development of novel drugs12 and identification 
of rare cell populations13. For example, rare cell populations that were 
never annotated in training data can be detected automatically by foun-
dation models owing to their different gene expression distributions4. 
In practical applications, scaling up datasets and parameters is costly 
and requires considerable hardware, which in turn necessitates more 
efficient methods for driving LLMs. Graph-based foundation models 
present a promising solution for upscaling. Graph-based models, which 
are inherently suited to the structure of single-cell omics data, excel in 
capturing cellular heterogeneity and molecular patterns14. Once the 
‘over-smoothing’ problem of graph-based models is soundly solved, 
the potential integration of graph-based models and foundation mod-
els with large-scale parameters can considerably enhance single-cell 
omics data analysis. Graph foundation models show promise in con-
structing biological knowledge graphs from sparse, highly heteroge-
neous data, enabling effective analyses of cell–cell relationships, gene 
regulatory networks and single-cell spatial relationships4.

Multimodal models are designed to process and understand mul-
tiple types of data inputs, or ‘modalities’. An example is ChatGPT-4 
(ref. 7), a large multimodal model capable of processing image and 
text inputs and producing text outputs. Single-cell omics datasets 
that combine double-staining histology images, electronic health 
records and more15 are treasures for foundation models to explore. 
By integrating these modalities, foundation models can learn from 
diverse data types simultaneously, leading to a comprehensive analysis 
of cellular taxonomies and fundamental gene regulation mechanisms2. 
Specifically, electronic health record data, which comprise clinical and 
epidemiological data and demographic profiles, among others, form 
a multimodal foundation model with potential for precise clinical 
diagnosis and advanced treatments15.

Following the training stage, adapting foundation models is key 
to transferring knowledge to specific tasks aiming to enhance perfor-
mance in molecular and cell biology applications. These applications 
include cell-type annotation, removal of batch effects, multi-omics 
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