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A Counter Model for Implicit Priming in Perceptual Word Identification 

Roger Ratcliff and Gail McKoon 
Northwestern University 

A model for the identification of briefly presented words is presented. The model accounts for data 
from naming and forced-choice experiments in which factors such as similarity of alternatives and 
stimulus presentation time are varied. The model assumes that counts are accumulated in counters 
that correspond to words and that a word is chosen as a response when the number of counts in its 
counter exceeds the maximum of the numbers of counts in other counters by a criterial value. Prior 
exposure to a word causes its counter to attract more counts than it otherwise would, and this yields 
priming effects. Ten experiments are presented, and the model provides correct predictions for the 
data. Implications of the model for research in implicit memory are considered. 

Considerable research effort in the past decade has been de- 
voted to implicit memory phenomena, and there have been many 
important empirical results. The results have come to be viewed 
from two sharply contrasting theoretical perspectives. The domi- 
nant explanation of the data is that there exist multiple indepen- 
dent memory systems: one system used for conscious recollec- 
tion, and the other systems supporting the unconscious retrieval 
of implicit information. The other view of the data is that the 
empirical phenomena of implicit memory and the processes of 
retrieval without awareness can best be understood within an 
information-processing framework that does not postulate multi- 
ple implicit memory systems (Broadbent, 1958; LaBerge & 
Samuels, 1974; Morton, 1969; Posner, 1978). From both per- 
spectives, the agenda for progress is the same: the development 
of detailed accounts of the mechanisms responsible for perfor- 
mance on implicit tasks. In this article, we offer a model of one 
implicit phenomenon, priming in the perceptual identification 
of words, and examine how the model relates to implicit mem- 
ory system views of priming (Richardson-Klavehn & Bjork, 
1988; Roediger & McDermott, 1993; Schacter, 1990, 1994; 
Schacter & qhlving, 1994; Squire, 1994) and information-pro- 
cessing and connectionist views of word identification (La- 
Berge & Samuels, 1974; McClelland & Rumelhart, 1981; Mor- 
ton, 1969; Posner, 1978; Seidenberg & McClelland, 1989). 

Perceptual identification was one of the first influential im- 
plicit procedures (Broadbent, 1967; Jacoby & Dallas, 1981; 
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Morton, 1968; Winnick & Daniel, 1970). A typical experiment 
consists of two phases: first, study of a list of words and second, 
tests of those words mixed with tests of new words that were 
not studied. A test of a word consists of displaying the word 
visually for a brief amount of time, and the task for the observer 
is to attempt to identify the word. The time for which the word 
is flashed is so brief that performance is not perfect. The identi- 
fication of a word does not require conscious retrieval of that 
word from the study list. Nevertheless, the probability of correct 
identification is increased if the word did appear in the study 
list. An increase in probability correct due to the repetition Of 
a stimulus is called priming, and it is the finding around which 
the multiple implicit memory systems approach has revolved. 

Priming in perceptual identification provides a cornerstone 
for the postulation of a visual word-form system of memory 
( Schacter, 1990, 1994), one of several proposed implicit percep- 
tual-representation systems. The perceptual-representation sys- 
tems are one of four proposed classes of independent long-term, 
memory systems: The others are procedural memory, semantic 
memory, and episodic memory. The visual word-form system 
is concerned with the perceptual identification of words, and 
it operates on a presemantic level of information. Like other 
perceptual-representation systems, it stores information in an 
implicit and not consciously accessible form (Schacter, 1990, 
1994; Schacter & Tulving, 1994). It is this form of memory 
that supports priming, and the function of priming is to improve 
the perceptual identification of words (Tulving & Schacter, 
1990). Placing "perceptual" identification in the context of a 
memory system emphasizes that "what is perceived is as much 
an expression of memory as it is of perception" (p. 302). 

The primary goal of the research described in this article was 
to develop a model that would explain performance in perceptual 
identification and include an explanation of how priming comes 
about. The aim was to explain the mechanisms of identification 
and priming in sufficient detail to allow quantitative as well as 
qualitative predictions about performance. We anticipated that 
these mechanisms would not require the kind of multiple mem- 
ory systems proposed by Schacter and Tulving (1994), and 
therefore a successful model would allow examination of how 
implicit phenomena can be understood from the standard infor- 
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marion-processing tradition (e.g., LaBerge & Samuels, 1974; 
Morton, 1970; Posner, 1978, chap. 4). 

The information-processing approach emphasizes the rime 
course of the flow of information through cognitive processes 
and the transformations the information undergoes. Posner 
(1978) justified the approach by summarizing a great deal of 
research that demonstrates the evolution of different codes of 
information at different points through processing time. Gener- 
ally, information-processing models emphasize what happens to 
a stimulus over time such that the culmination is a semantic 
representation: an "understanding" of the stimulus. For exam- 
ple, LaBerge and Samuels' (1974) model outlines the develop- 
ment over processing time of different codes in the course of 
understanding words in reading. Figure 1 shows a schematic 
version of their model; Figure 1 also has similarities to other 
models (e.g., McClelland & Rumelhart, 1981). In this frame- 
work, priming would be explained as a modification to some 
early stage of processing. The key is to develop a model of the 
mechanisms that produce performance in a task and then ac- 
count for priming as modifications of those mechanisms. 

Within the general framework described in Figure 1, there 
are several theories that attempt to describe how words are 
identified. One of the earliest was the logogen model proposed 
by Morton (1969, 1970, 1979; Murrell & Morton, 1974). In 
this model, words are represented in memory as counters or 
logogens. Incoming stimulus information for a word is accumu- 
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Figure 1. A traditional information-processing view of the stages or 
processes involved in word identification and memory. Reprinted from 
"Bias Effects in Implicit Memory Tasks," by R. Ratcliff and G. 
McKoon, 1996, Journal of Experimental Psychology: General, 125, p. 
405. Copyright 1996 by the American Psychological Association. 

lated in the counters, and identification of the stimulus occurs 
when the amount of evidence in a word's counter exceeds a 
threshold. Priming effects are explained as the temporary low- 
ering of thresholds. Morton (1970, p. 216) views priming as 
simply a by-product of the main function of the logogen system, 
which is word identification. 

More recently, connectionist models of word identification 
have been proposed by McClelland and Rumelhart ( 1981 ) and 
by Seidenberg and McClelland (1989). In McClelland and 
Rumelhart's model, incoming stimulus information sends activa- 
tion spreading from feature nodes through letter nodes to con- 
verge on word nodes, and the stimulus is identified as the word 
with the largest relative amount of activation. This model can 
be seen as a generalization of the logogen model (McClelland & 
Rumelhart, 1981, p. 388), and might handle priming in a similar 
way, through the lowering of resting activation levels on word 
nodes. In Seidenberg and McClelland's model, words are repre- 
sented in a distributed network of nodes. A stimulus causes 
activation to spread from a layer of nodes representing ortho- 
graphic information to a layer of nodes representing phonemic 
information. Through repeated learning trials on which the or- 
thographic features of words are presented to the orthographic 
layer, the model is trained to output the words' correct phonemic 
representations. For priming, there are several ways the influence 
of a single presentation might be implemented. 

The logogen and connectionist models focus on the processes 
of word identification. Jacoby (Jacoby, 1983a, 1983b; Jacoby & 
Dallas, 1981; Jacoby & Witherspoon, 1982) has been more 
directly concerned with priming and how implicit priming ef- 
fects relate to other forms of memory. Jacoby's proposal is that 
identification of a word can be facilitated by a single episode 
of prior perceptual processing of the word. The amount of facili- 
tation depends on the amount of perceptual processing in the 
prior episode and the amount of overlap in perceptual features 
between the prior episode and the test episode. 

The logogen model, the connectionist models, and Jacoby's 
(Jacoby, 1983a, 1983b; Jacoby & Dallas, 1981; Jacoby & With- 
erspoon, 1982) hypotheses have all been formulated in the con- 
text of the kind of information-processing view summarized by 
Figure 1. This tradition contrasts sharply in its goals with the 
implicit memory systems approach. By attributing implicit 
priming effects to representations constructed in multiple sepa- 
rate and independent memory systems, the memory systems 
approach emphasizes the laying down of traces in memory. By 
labeling the systems memory systems, it is implied that their 
primary function is memory. The consequence is research aimed 
at such issues as dissociations among the multiple systems and 
the locations in the brain of the systems. The theoretical con- 
straints on hypothetical mechanisms for priming are not strong 
because the systems are only loosely linked to the computations 
being performed in an experimental task. 

The alternative view we endorse, consistent with the older 
information-processing views, places the emphasis on devel- 
oping models of processing that account for performance on a 
specific implicit task (see Ratcliff & McKoon, 1996). The ef- 
fects of prior study that produce priming are modeled as residual 
effects that result from the computations involved in performing 
the task. As Morton (1970) put it, "The only part of the model 
which has memory as part of its function is the Cognitive Sys- 
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tern. The other parts of the model appear to store information 
for varying lengths of time and in varying amounts rather as a 
by-product of their main functions" (p. 216). 

Morton's logogen model, the connectionist models, and Jaco- 
by 's  (Jacoby, 1983a, 1983b; Jacoby & Dallas, 1981; Jacoby & 
Witherspoon, 1982) hypotheses all offer at least the possibility 
of explaining the processes involved in perceptual identification 
and priming in perceptual identification. They also have the 
potential to explain a second phenomenon, and that is bias: Prior 
processing has costs as well as benefits. In an earlier study 
(Ratcliff, McKoon, & Verwoerd, 1989), we changed the percep- 
tual-identification task from naming the flashed word aloud to 
forced choice; after the target word was flashed, two alternative 
words were presented and the subject was asked to choose which 
of the two was the word that had been flashed. With the forced- 
choice procedure, identification of a word is facilitated by prior 
processing of exactly the same word and it is inhibited by prior 
processing of a similar but different word. When we began to 
examine models, we found that these two effects, by themselves, 
did not sufficiently constrain theory development. There was 
not enough empirical information to allow choices among com- 
peting hypotheses. Therefore, we conducted the series of experi- 
ments described in this article to collect additional parametric 
data. 

In collecting parametric data, our main aim was model build- 
ing, including examination of what kind of mechanisms could 
provide a quantitative account of word-identification and bias 
data. A simultaneous goal, however, was to bridge the gap that 
has existed between information-processing models on the one 
hand and the phenomena of implicit memory on the other. For 
the most part, implicit memory theorists have been concerned 
with the differences between implicit memory and other forms 
of memory and not with specifying the cognitive mechanisms 
responsible for implicit effects like priming. On the other side, 
theories of word identification have not usually had priming or 
bias effects as major targets for modeling. It was our hope that 
development of a quantitative model would inform both sides 
by demonstrating the leverage given by priming effects to learn- 
ing about cognitive mechanisms and the leverage given by an 
understanding of potential mechanisms to the debate about mul- 
tiple memory systems. Our approach was similar in spirit to 
Jacoby's: to emphasize the continuity between perception and 
memory through a unitary view of processing. Our intention 
was to provide such emphasis by providing a detailed model. 

Before describing the model, we review what is already 
known about priming in word identification and then present a 
series of experiments that was designed to more fully character- 
ize priming and bias than was possible from the earlier research. 
The results of the experiments led us to develop a new model 
for word identification and priming because none of the existing 
models could accommodate all of the data. After the experi- 
ments, we describe the model, discuss how it relates to other 
models, and consider what implications it might have for the 
debate about multiple memory systems. 

Overview of  Exper iments  

Our starting point for testing potential models of priming in 
word identification was the bias effect. Ratcliff et al. ( 1989; see 

also Johnston & Hale, 1984) found this effect for both word- 
identification (naming) and forced-choice paradigms. The ex- 
periments were similar to Jacoby's (1983a, 1983b; Jacoby & 
Dallas, 1981). Words were presented for study, and then at 
test, target words were flashed briefly. In the naming paradigm, 
subjects were asked to say aloud the word that had been flashed. 
In the forced-choice paradigm, subjects were asked to choose 
which of two words matched the one that had been flashed. 
When the flashed target had previously appeared for study, the 
probability of a correct response increased in both the naming 
and forced-choice paradigms. When a word visually similar to 
the flashed target, but not the target itself, had been studied, 
then there was an increase in the probability of the similar 
(studied) word as an incorrect response; this was true in both 
naming and forced choice. For example, suppose the target died 
was flashed, followed by the forced-choice alternatives died and 
lied. If died had been studied previously, then subjects would 
tend to choose died, a correct response. But if lied had been 
studied earlier, they would tend to choose lied, an incorrect 
response. In forced choice, this cost to performance in terms of 
incorrect responses almost exactly balanced the benefit in terms 
of correct responses. Thus, prior study did not lead to an overall 
improvement in perceptual identification. 

The second critical point to be explained by a model is that 
prior study affects forced-choice performance only when the 
two alternative choices are similar to each other, not when they 
are dissimilar (Ratcliff et al., 1989; see also Masson & Mac- 
Leod, in press). If the flashed target is died and the two choices 
are died and sofa, then prior study of died does not increase the 
probability of correctly choosing died and prior study of sofa 
does not decrease the probability of correctly choosing died. 

The bias effect and the fact that it holds only for similar 
alternatives in forced choice are two basic results that a model 
must explain. However, there are a number of additional pieces 
of information that are desirable. From some perspectives, a 
bias in word identification instead of an overall improvement 
in performance is surprising (although it might be expected 
from other views, e.g., Broadbent, 1967; Morton, 1968). The 
first two experiments reported in this article were designed to 
locate the forced-choice bias more firmly in identification pro- 
cesses. It might have been thought that bias came about from 
some explicit retrieval strategy, and Experiment 1 provided evi- 
dence against this possibility (see also Light & Kennison, in 
press; McKoon & Ratcliff, in press). It might also have been 
thought that, in addition to bias, there could still be an overall 
improvement in identification performance if both forced-choice 
alternatives were studied, and Experiment 2 evaluates this possi- 
bility. These experiments also served to replicate Ratcliff et al.'s 
(1989) previous results. 

Experiments 3, 4, 5, and 6 examined the effects of two vari- 
ables on perceptual processing. One was the amount of time for 
which the target word was flashed. The question for modeling 
was whether the amount of bias decreased with flash time. A 
model for which identification is strongly dependent on informa- 
tion accruing from the stimulus would predict that it should. 
The other variable was how closely the visual features of the 
flashed target word matched the visual features of the previously 
studied word. An explanation of priming mainly in terms of 
perceptual processes would predict a reduction in priming as a 
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function of  amount of  mismatch. Finally, Experiment 7 investi- 
gated the effect of  a delay of  30 min between study and test. We 
assumed that naming and forced-choice data would be explained 
with the same processing mechanism. If  this were true, then 
delay should lead to equivalent effects in the two paradigms. 
We also assumed that a model for naming and forced choice 
should extend to other paradigms, and we tested a third task in 
Experiment 8, a task in which a single word was presented 
immediately following the flashed target word and subjects were 
asked to decide if the two words were the same. 

The sections that follow begin with an overview of the experi- 
mental materials and procedures that were common to the exper- 
iments, and then the experiments are reported individually. After 
that, discussion proceeds to presentation of  our counter model 
for priming in perceptual identification and to evaluation of  
the other current models, mentioned above, that can potentially 
explain priming. 

Gene ra l  M e t h o d  

Materials 

Triples of words were constructed. All three words of a triple had 
the same number of letters, always between 4 and 7. Two of the words 
of a triple had the same visual shape, and the third was as different in 
shape as possible, where shape refers to the outline of the letters. For 
example, d would be similar to l but dissimilar to s, and p would be 
similar to g but dissimilar to h. The two words data and date have about 
the same shape but the third word of their triple, club, has a different 
shape. The words were chosen from the Brown University corpus (Kuc- 
era & Francis, 1967). For the first three experiments, there were 80 
triples for which word frequency was not controlled. For each of these 
triples, the two similar words differed by one similarly shaped letter or 
(in 34 cases) by two or more similarly shaped letters (these were words 
of five or more letters). For the remainder of the experiments, there were 
168 triples. For 61 of these, all three words had relatively high frequen- 
cies, between 78 and 10,601; for 54 triples, the words all had lower 
frequencies of either 4 or 5; and for the remaining triples, the three 
words were of varying frequencies. The similar words differed from 
each other in only one similarly shaped letter (154 words) or two or 
three similarly shaped letters ( 14 words of six or seven letters in length). 

Equipment 

Stimulus materials were displayed on an oscilloscope with a fast 
phosphor that was programmed to present words with stimulus presenta- 
tion times ranging from 1 ms up, in increments of 1 ms. Words were 
written on the oscilloscope in letters produced by a character generator 
in the oscilloscope hardware. The oscilloscope was controlled by a PC, 
and responses were collected on the PC keyboard. 

Procedure 

In all experiments, words presented for study were displayed one at 
a time, for 1 s per word. Subjects were instructed to learn the words 
for a later (unspecified) test. Study lists were typically separated from 
test lists by a warning signal (a row of asterisks) displayed for 2.5 s. 
The sequence of events for each test item with the forced-choice proce- 
dure was as follows: A row of minus signs was presented for 400 ms 
as a warning signal; this was followed by a blank screen for 300 ms; 
then the test word was flashed; then a mask was displayed for 300 ms, 
covering where the test word had been; then two words were displayed 
side by side on the line below, and subjects had to choose which of 

them had been flashed. Subjects responded by pressing the Z key on the 
keyboard to indicate that the left-hand word was the flashed test word 
or the ?/key to indicate the right-hand word. After the response, the 
warning signal began the sequence over again for the next item. The 
mask was a row of " @ "  characters that were displayed in a larger font 
than the letters of the flashed test words so that the mask completely 
covered all the space that the letters had covered. Which of the two 
alternatives was the correct choice was decided randomly. The sequence 
of events for each test item with the naming procedure was the same 
except that two choice words were not displayed following the masked 
target word. Instead, the mask was followed by a row of question marks 
that lasted until the subject responded. Subjects were instructed to name 
aloud the word that was flashed or, if they could not name the word, to 
say "no." In all the experiments, participants were instructed that the 
flashed target words were difficult to see and that they should try hard 
to do their best. 

In some experiments (Experiments 1 and 2, forced-choice procedure), 
the first block of test items was used for calibration, to set individually 
for each participant the amount of time for which target words would 
be flashed. In the other experiments, the first block of test items was 
used for practice, with the same flash time (or times when flash time 
was a variable manipulated in the experiment) used for all subjects. 
Whether the first block was calibration or practice, the flash time for 
the first four test words was set very long, 100 ms, to orient the subject 
to the sequence of test events. The remainder of the block consisted of 
a series of 50 test trials. For the experiments in which flash times were 
calibrated for each individual subject, two flash times (typically 15 and 
30 ms) were used for the 50 trials. Accuracy for each flash time was 
printed on the PC screen at the end of the trials, and the experimenter 
used these accuracy values to choose a flash time for the subject to 
be used for the remainder of the experiment, aiming at 75% correct 
performance. 

All of the subjects took part in the experiments in order to fulfill 
a requirement of an introductory psychology course at Northwestern 
University. In all of the experiments, the assignment of triples to condi- 
tions, the choice of which of the similar words of a triple would be the 
flashed target, and the order of study and test items was random, with 
the randomizations changed after every second subject. 

E x p e r i m e n t  1 

Ratcliff et al. (1989) found that prior study biased responses 
towards the previously studied one of  the two forced-choice 
alternatives when the two alternatives were similar (died-lied), 
but not when they were dissimilar (died-sofa). One interpreta- 
tion of this result is that subjects were using some kind of  
explicit retrieval strategy by which similarity of  the alternatives 
led the subjects to rely on memory for prior presentations of 
the words whereas dissimilarity of  the alternatives led them to 
rely only on the stimulus itself. A strategy like this should be 
subject to manipulation. Making the strategy applicable to only 
a small proportion of  test items should tend to eliminate its use. 

This prediction was tested by varying the probability with 
which the forced-choice alternatives for a test item were similar 
versus dissimilar. For one group of subjects, the probability 
of similar alternatives was .8 and the probability of  dissimilar 
alternatives was .2. The probabilities were reversed for the sec- 
ond group of  subjects. If bias was a strategic retrieval effect, a 
high probability of dissimilar choices should reduce or eliminate 
bias for similar choices, and a high probability of  similar choices 
might induce bias for dissimilar choices. 

The conditions of  the experiment are shown in Table 1. One 
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of  the similar words of  a triple was the flashed target word. 
There were three possible study conditions for a target: The 
target itself was studied, a word similar or dissimilar  to it was 
studied, or none of  the words of  the target 's  triple was studied. 
For example,  if  the target was died, then died was studied, the 
similar word of  the triple, lied, was studied, the dissimilar  word 
of  the triple, sofa, was studied, or none of  these was studied. 
A bias finding would be an increased likelihood of  choosing the 
word that  had been studied. This  would be a correct  choice i f  
the flashed target was the one of  the two forced-choice alterna- 
fives that  had been studied but  an incorrect  choice i f  the other 
of  the forced-choice alternatives had been studied. 

M e ~ o d  

There were 16 subjects in the 80%-similar group and 16 subjects in 
the 80%-dissimilar group. The experiment began with the calibration 
block of test items. For the 80%-sirnilar group, all the practice pairs 
used similar alternatives, whereas for the 80%-dissimilar group, all the 
practice pairs used dissimilar alternatives. The dissimilar alternatives led 
to better performance and because the experimenter was aiming for 75%- 
correct performance for the calibration pairs, the flash times were set 
to be shorter for subjects in the dissimilar group. The flash times assigned 
to individual subjects varied from 17 ms to 38 ms in the 80%-similar 
group and from 12 ms to 30 ms in the 80%-dissimilar group. 

Following the calibration block, subjects began a sequence of four 
study-test blocks. In each block, there was a study list of 10 single 
words, followed by a test sequence of 20 test items. 

A total of 80 triples was used. For each triple, one of the two similar 
words was designated the target to be flashed in the test phase (which 
word was decided randomly). There were two test conditions: The two 
words that were presented for forced choice were either the target and 
the similar word from its triple or the target and the dissimilar word 
from its triple. There were also three study conditions. In the first study 
condition, the target had been presented in the study list. In the second 
study condition, the other of the forced-choice alternatives had been 
studied. In the third study condition, neither the target nor the forced- 
choice alternative had been in the study list. For example, for the target 

Table 1 
Probability Correct in Forced Choice, Experiment 1 

Study condition 

Target Distractor Neither 
Similarity condition studied studied studied 

Proportion of similar alternatives = .8 

Similar (died vs. lied) 
All responses .85 .66 .75 
Fastest two thirds .90 .73 .82 

Dissimilar (died vs. sofa) 
All responses .83 .88 .87 
Fastest two thirds .93 .96 .93 

Proportion of similar alternatives = .2 

Similar (died vs. lied) 
All responses .74 .51 .62 
Fastest two thirds .83 .55 .76 

Dissimilar (died vs. sofa) 
All responses .78 .77 .79 
Fastest two thirds .85 .83 .84 

died with similar forced-choice alternatives (died lied), either died, lied, 
or neither was studied. For the target died with dissimilar alternatives 
(died sofa), either died, sofa, or neither was studied. The two test 
conditions and the three study conditions were crossed to form the six 
conditions shown in Table 1. 

For one group of subjects, 80% of the items were tested with similar 
alternatives and 20% with dissimilar alternatives, and for the other group, 
80% were dissimilar and 20% similar. In each of the four study-test 
blocks, there were four test items from each of the high-probability 
conditions and one test item from each of the low-probability conditions, 
except that in the no-study baseline conditions, the number of test items 
was doubled (eight for high probability, two for low probability). 

Results and Discussion 

Table 1 shows the mean probabil i ty correct  for each condi- 
tion. In general, the results replicate those obtained by Ratcliff  
et al. (1989;  note that in the Ratcl iff  et al. experiments,  target 
words were studied as parts of  sentences, whereas here they 
were studied in lists of  single words) .  For the conditions in 
which  similar words appeared in the forced-choice test, there 
were both  costs and benefits f rom prior study: costs when the 
studied word was similar to but  different f rom the flashed target 
and benefits when it was identical. The benefits were about 
balanced by the costs; the benefits averaged 11%, and the costs 
averaged 10%, so that there was no overall improvement  in 
accuracy (d ' )  as the result  of  prior study. This replicates Ratcl i ff  
et al. 's results. For the conditions in which  dissimilar words 
appeared in the forced-choice test, there was no discernible 
effect of prior study. Most  importantly, this pattern of  results 
was not affected by  the probabil i ty manipulat ion;  bias effects 
were observed with similar forced-choice alternatives both  when 
similar choices occurred in the experiment  with h igh probabil i ty 
and when they occurred with low probability. Thus it appears 
that the existence of a bias effect with visually similar alterna- 
tives and the lack of such an effect with dissimilar  alternatives 
are not the results of  a special strategy adopted by subjects as 
a function of  the type of  alternatives. 

Analyses of  variance confirmed these conclusions (p. < .05 
throughout  this article unless otherwise specified).  With  the 
similar forced-choice alternatives, there were significant differ- 
ences across the three study conditions, F ( 2 ,  30)  = 15.04 (stan- 
dard error of  the mean [SEM] = .02) for the 80%-similar  group 
and F ( 2 ,  30)  = 4.54 for the 80%-dissimilar  group (SE~t = .06). 
With the dissimilar  forced-choice alternatives, there were no 
significant differences, F (2 ,  30)  < 1.0 for the 80%-similar  
group (SEM = .04) and F (2 ,  30) < 1.0 for the 80%-dissimilar  
group (SEM = .03).  

The data also provide another strong piece of evidence against  
the possibili ty that  subjects choose a response by strategically 
accessing explicit  memory  for the prior study episode. Such a 
strategy is likely to be difficult or t ime consuming and so would 
only be employed when an initial at tempt at identifying the 
stimulus had failed. It follows that bias should appear only for 
relatively slow responses (see Ratcl iff  & McKoon,  1995, who 
found slow explicit  retrieval in the object-decision task) .  To 
examine this possibility, the slowest third of  the responses 
(which  were responses slower than the mean  response time 
for the conditions with similar forced-choice alternatives) was 
el iminated and the data reanalyzed (see Table 1 ). The resulting 
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patterns of  data exactly paralleled the original analysis: bias 
with similar choices and no bias with dissimilar choices. This 
indicates that a slow explicit-retrieval strategy was not responsi- 
ble for the bias effect in forced choice. 

The absence of  explicit-retrieval strategies in perceptual iden- 
tification is consistent with conclusions reached by Richardson- 
Klavehn, Lee, Joubran, and Bjork (1994) ,  who showed that 
subjects '  simply being aware of  the presence of  studied words 
in the test list is not sufficient to produce contaminat ion from 
explicit retrieval. They found a double dissociation between 
performance on recognit ion and performance on perceptual 
identification, even though a posttest  questionnaire indicated that 
nearly all the subjects were aware of  the presence of studied 
words in the perceptual identification test list. The dissociation 
disappeared, however, for subjects who were explicitly in- 
structed to use their memory to help identify the words. This 
suggests that explicit retrieval is not used in the typical percep- 
tual-identification paradigm. 

E x p e r i m e n t  2 

The data f rom Experiment  1 and from Ratcliff  et al. (1989)  
show that studying a word does not yield an overall improve- 
ment in perceptual identification in forced choice. This result is 
surprising from the point of  view of  implicit  memory theories, 
in which it has been claimed that prior study does improve 
perceptual processing (Tulving & Schacter, 1990).  Experiment  
2 was designed to provide another opportunity to find an 
improvement.  

The idea was to increase the strength or amount  of the prior 
processing that was relevant to a target word by  presenting in 
the study list both the target word and the word similar to it, 
There were four study conditions: The target i tself  was studied, 
the word similar to it was studied, both words were studied, or 
neither was studied. In each case, the target and the word similar 
to it were presented for forced choice. Enhanced perceptual 
processing of the target would be expected to increase accuracy 
relative to the no-study baseline condition. 

Method  

The experiment began with the calibration test items, using the same 
scheme as in Experiment 1, with all of the forced-choice alternatives 
similar to each other. For 14 subjects, the mask that followed the flashed 
target word was the row of @s, as in all the other experiments. For 
another 14 subjects, the mask was a row of #s, with the character size 
the same as the letters of the flashed target word. Otherwise, the proce- 
dures for the tWO sets of subjects were the same. The assigned flash 
times for individual subjects varied from 20 ms to 38 ms (mean, 28 
ms) for the condition with the @ mask and from 15 to 25 ms (mean, 
19 ms) with the # mask. There were only two flash times in the @ 
group slower than the fastest flash time in the # group, and the two sets 
of times differed significantly (t = 4.72, df = 26). This means that, in 
general, mask type can have a large effect on performance. The @ mask 
was designed to cover the characters completely (the @ symbol was in 
a larger font than the letters used for target words), and the differences 
in performance between the @ group and the # group confirm that it 
was more effective than a mask made up of characters of the same size 
as the letters of the target words. For example, for lowercase letters, the 
descender (e.g., the lower part of the letters g or j )  is not masked by 
the # and thus is available for visual processing. 

Following the calibration phase, there were six study-test blocks, 
with 12 words to study and 12 test items in each block. Seventy-two 
triples were used, with one of the similar words of each triple designated 
as the target. There were four conditions: The target flashed as a test 
was presented in the study list (e.g., data studied and flashed), the word 
similar to the target was studied (date studied and data flashed), both 
the target and its similar word were studied (date and data studied, data 
flashed), or neither of the words was studied (data flashed). The two 
forced-choice alternatives were always the two similar words (data 
date). There were 18 items in each condition. In each test list, there 
were three items from each of the four conditions, and the preceding 
study list contained the words appropriate for these test items. For the 
condition in which both the target and its similar word were both studied, 
at least two other words separated them in the study list. 

Results  

Differences in accuracy due to study condit ion did not depend 
on which pattern was used to mask the flashed target word, 
F (3 ,  78)  < 1.0, and there was no significant difference between 
the two groups of  subjects F (  1, 26)  < 1.0, So the two groups 
of  subjects were combined.  Note that this means that the calibra- 
tion produced equivalent levels of  performance even though the 
flash times were considerably different for the two masks. 

The data in Table 2 show that there was no significant overall 
improvement  in accuracy as a function of prior study. The proba- 
bility of a correct choice was the same in the condition in which 
the target and its similar word were both  studied as in the 
baseline, no-study condition. Prior study of  the target alone 
increased the probabil i ty correct  and prior study of  the word 
similar to the target alone decreased the probabil i ty correct, the 
typical bias effect. The probabili ty of  a correct response was 
significantly different across the four conditions, F (3 ,  78) = 
22.24. The standard error (SE) of the probabil i ty correct was 
.016. 

E x p e r i m e n t s  3 a n d  4 

The results of  Experiments 1 and 2 confirm the bias effect 
found previously by Ratcl iff  et al. (1989) ,  as well as the lack 
of  any overall improvement  in performance.  They also locate 
the bias effect in identification processes, not in slow strategic 
processes that retrieve explicit information about prior episodes. 
However, this is an insufficient basis for model development. 
One key issue involves the interaction between stimulus infor- 
mation coming into the system and whatever it is in the system 
that  has been changed by a prior encounter  with the stimulus. 
Experiments 3 and 4 were designed to tackle this issue by 
varying the amount  of  incoming stimulus information by varying 
the amount  of  t ime for which the target word was flashed. It 

Table 2 
Probability Correct in Forced Choice, Experiment 2 

Similar-word study condition 
Target-word 

study condition Studied Not studied 

Studied .78 .86 
Not studied .67 .78 
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might  be that the smaller the quantity of  incoming information 
(i.e., the faster the flash t ime) ,  the less opportunity there would 
be for bias in the system to affect the outcome of  identification 
processes. Alternatively, it might  be that bias applied equally no 
matter how little information entered the system. 

Across Experiments 3 and 4, flash t ime was varied from 10 
ms to 45 ms. This range produced differences in performance 
f rom near chance  to near ceiling. It allowed the collection of 
parametr ic  data that show the functional  relat ionship between 
flash time and the bias effect. Any potential  model must account 
for the size of  the bias effect as a function of  stimulus duration. 

Both  experiments examined bias in forced choice with the 
three study conditions of  studyi.ng the target, s tudying another 
word of  the target 's  triple, or neither. In Experiment  3, only 
words similar to the target were used and there were four flash 
times. In Experiment  4, both  similar and dissimilar words were 
used and there were three flash times. 

Method 

The experiments began with the block of practice test items. The flash 
times were the same for all subjects. In the practice block, the first four 
flash times were 100 ms and the remainder were either 20 ms or 40 ms. 
After this practice, in Experiment 3, there were five study-test blocks, 
with 16 words studied in each block and 32 tested. In Experiment 4, 
there were seven blocks of 12 study words and 24 test words. 

In Experiment 3, 160 triples were used, and in Experiment 4, 168 
triples were used. In Experiment 3, there were 3 study conditions: For 
each triple, the word designated the target was presented in the study 
phase, the word similar to it was presented in the study phase, or neither 
was studied. In the test phase, the target was flashed for 15 ms, 25 ms, 
35 ms, or 45 ms. With study and test conditions combined, there were 
a total of 12 conditions, with 10 words tested in each condition except 
that there were twice as many words in each no-study condition. The 
two alternatives for each test item were always the target and the word 
similar to it. In Experiment 4, test conditions were added in which the 
two alternatives were the target and the word dissimilar to the target. 
There were 3 study conditions: study the target word, study another 
word of the target's triple (the similar word if the forced choice alterna- 
fives were similar or the dissimilar word if the alternatives were dissimi- 
lar), or study no word of the triple. The 3 study conditions combined 
with the 2 test conditions gave 6 conditions, which were combined with 
3 flash times ( 10 ms, 20 ms, and 40 ms) to give a total of 18 conditions 
in the experiment. Seven words were tested in each condition except 
that there were twice as many in the no-study, baseline conditions. For 
both experiments, the assignment of conditions was equal across study- 
test blocks. There were 18 subjects in Experiment 3 and 32 subjects in 
Experiment 4. 

Table 3 
Probability Correct in Forced Choice, Experiment 3 

Study condition 

Flash time Target Similar word Neither 
(ms) studied studied studied 

15 .620 .444 .544 
25 .750 .545 .660 
35 .833 .678 .756 
45 .883 .778 .831 

Table 4 
Probability Correct in Forced Choice, Experiment 4 

Study condition 

Similar alternatives . Dissimilar 
alternatives (3 

Flash time Target Similar word Neither study conditions 
(ms) studied studied studied grouped) 

10 .585 .408 .507 .551 
20 .667 .564 .635 .675 
40 .804 .686 .745 .880 

Results 

The main result  of  these experiments was that the amount  of  
bias was not affected by flash time. For Experiment  3, the two 
alternatives for forced choice were the target and the word simi- 
lar to it. The mean probabili t ies correct are shown in Table 3. 
The data show a benefit  to prior study of  a target and a cost to 
prior study of  a similar word, and they show that the cost and 
benefit  remain of  about the same magni tude as flash t ime is 
decreased toward an average probabil i ty correct  equal to chance 
( .50) .  Overall, there was no significant interaction between flash 
time and study condition, F ( 6 ,  102) < 1.00. 

For the conditions in which the two alternatives were similar, 
the data f rom Experiment  4 (Table 4)  show the same pattern as 
the data f rom Experiment  3: costs and benefits due to prior 
study that do not  dec rease  as flash time decreases. However, 
when the two alternatives were dissimilar, there were no signifi- 
cant costs or benefits due to prior study, replicating the finding 
of  Experiment  1. 

In Experiment  3, the probabili t ies of  correct  responses in- 
creased significantly with flash time, F (3 ,  51)  = 42.07, as 
would be expected, and there were significant differences due 
to study condition, F ( 2 ,  34)  = 32.45. The SE of the probabil i ty 
correct  was .033. 

In Experiment  4, the main effects for all three variables were 
significant: Probabili ty correct increased with flash time, F (2 ,  
62)  = 149.51, dissimilar  alternatives led to more correct  re- 
sponses F (  1, 31 ) = 54.54, and the probabil i ty correct differed 
with study condition, F (2 ,  62)  = 9.44. Study condition affected 
probabil i ty correct  for similar alternatives but  not for dissimilar 
alternatives, F (2 ,  62)  = 6.11; and this did not change across 
flash-time conditions, F (4 ,  124) < 1.0. There was an interaction 
such that  increased flash time affected the probabil i ty correct  
for dissimilar alternatives more than for similar alternatives, 
F (2 ,  62)  = 6.08. This effect would be expected because there 
are more dist inguishing visual features for dissimilar than simi- 
lar alternatives. The SE of the probabil i ty correct  was .023. 

E x p e r i m e n t  5 

The results of Experiments 3 and 4 indicate that the bias 
effect does not depend strongly on the quantity of information 
coming into the system from the stimulus. Experiment  5 was 
designed to ask whether it depended on the quality of the match 
between features of  the incoming information and features of  
the prior processing episode. Specifically, the flashed target word 
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Table 5 
Probability Correct in Forced Choice, Experiment 5 

Study condition 

Target Similar word Neither 
Case condition studied studied studied 

Flash lower, choice lower .734 .592 .663 
Flash upper, choice lower .810 .619 .685 
Flash lower, choice upper .774 .569 .690 
Flash upper, choice upper .803 .669 .753 

Note. All study words were in lowercase. Standard error in the first 
two columns is about .04 and in the third column about .03. Mean 
probabilities for the four rows are .658, .695, .672, and .738. 

was either in the same case (upper or lower) as the previously 
studied word or in the opposite case. 

Previous research indicates that priming in the naming para- 
digm is not particularly sensitive to the match between the target 
and the previously studied words, so long as they are presented 
in the same modality (see Clarke & Morton, 1983, for a discus- 
sion of  modality changes).  With handwritten versus typewritten 
words, which have mismatches in visual features, Clarke and 
Morton (see also Jackson & Morton, 1984) found that the prim- 
ing effect was the same whether the form matched between 
study and test or mismatched. Jacoby and Hayman (1989) used 
lowercase and uppercase words, for which there are also major 
mismatches in visual features (e.g., died vs. DIED). Under 
normal reading conditions, they found a small effect of mis- 
matching case only in one condition of  one experiment, although 
they did find larger effects with a type font that was very difficult 
to read or with subjects instructed to read the words one letter at 
a time. In general, previous research does not show the dramatic 
effects of visual mismatches that would be expected if priming 
in naming is completely based on perceptual aspects of  the 
stimuli. The aim of  Experiment 5 was to extend this generaliza- 
tion to the forced-choice paradigm. 

Method 

The experiment began with the practice test items, with the flash times 
fixed at 25 ms. After the practice, there were five study-test blocks, 
with 16 study words and 32 test words in each block. 

For the experiment, 160 triples were used. There were three study 
conditions: A target test word had been presented in the study phase, 
the word similar to it had been studied, or neither had been studied. 
All words were presented for study in lowercase. There were four test 
conditions defined by crossing the case of the flashed target (uppercase 
or lowercase), with the case of the two alternatives presented for forced 
choice (both uppercase or both lowercase). The four case conditions 
were crossed with the three study conditions to yield a total of 12 
conditions. Ten items were tested in each condition except the no-study 
conditions for which 20 were tested. Conditions were represented equally 
across study-test blocks. There were 15 subjects in the experiment. 

Results 

The mean probabilities of  correct responses for each condi- 
tion are shown in Table 5. The same bias effect due to study 
condition was found as in all the previous experiments, F (2 ,  

28) = 22.28. Although there was a small but significant main 
effect of  the four case conditions, F (3 ,  42) = 4.14, the case 
variations did not significantly alter the bias effect, F(6 ,  84) < 
1.0. It appears that performance was somewhat better when the 
flashed word was in uppercase, especially when the forced- 
choice words were also in uppercase, but individual differences 
among pairs of case conditions were not significant, Fs  < 1.0. 
The SEM probability correct was .032. 

E x p e r i m e n t  6 

A model of  priming in perceptual identification should ac- 
count for priming in the naming and the forced-choice para- 
digms simultaneously. There is considerable variability across 
participants in their accuracy in performing the tasks, and a 
model should be able to predict the relationship between perfor- 
mance on the two tasks for individual participants. Given the 
level of performance on one of  the tasks, the model should be 
able to predict the level of  performance on the other. To obtain 
the appropriate data for testing models in this way, Experiment 
6 mixed the naming and forced-choice tasks in the same 
experiment. 

Method 

For 11 subjects, the experiment began with the practice block, half 
forced choice and half naming, with flash times fixed at 35 ms (and the 
first four flash times at 100 ms). The experiment then continued with 
two study-test blocks. For the other 11 subjects, the study list of the 
first block Was presented first in the experiment, then the practice block, 
then the test part of the first block, and finally the study and test lists 
of the second block. There were no other differences in the procedure 
for the two groups of subjects, and there were no differences in their 
performance, so their data were combined in the analyses presented 
below. There was a total of the two study-test blocks, with 32 study 
words and 64 test words in each block, and the flash time for all target 
test words was 35 ms. 

In the experiment, 128 triples were used. There were three study 
conditions: The flashed target word had been presented in the study list, 
the word similar to it had been studied, or neither had been studied. 
There were two test conditions: The flashed target was followed either 
by the two similar words presented for forced choice or by a row of 
question marks that stayed on the screen until the subject responded. 
Subjects were instructed that the question marks were their cue to say 
aloud the word that had been flashed, or if they could not, to say "no." 
For each of the six conditions (three study conditions crossed with two 
test conditions), there were 16 test items except for 32 test items in 
each of the no-study conditions. The assignment of conditions was equal 
across study-test blocks. 

Results 

The data are shown in Table 6. The forced-choice responses 
showed the typical effect of  study condition, F (2 ,  40) = 12.81, 
with a benefit from prior study of the target and a cost from 
prior study of  the word similar to the target. The SEM probability 
correct was .021. 

Study condition also significantly affected the probability of 
correct naming responses, F (2 ,  40) = 14.62. Prior study of  the 
target substantially increased the probability of a correct re- 
sponse to the target, but prior study of  the similar word had 
little effect on target responses. The SEM probability correct 
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Table 6 
Probability Correct in Forced Choice and Naming 

Study condition 
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Experiment 6 Experiment 7 

Target Similar word Neither Target Similar word Neither 
Alternatives studied studied studied studied studied studied 

Forced choice .81 .67 .74 .77 .73 .76 
Naming .42 .28 .27 .36 .31 .29 

Intrusion rate a .01 .03 .01 .02 .04 .01 

Note. In Experiment 7, with a 10-ms flash time, forced-choice performance was .55, .47, and .50 in the 
study-target, study-similar-word, and study-neither conditions, respectively. 
a For the similar word in naming. 

was .022. Subjects sometimes responded, incorrectly, with the 
similar word instead of  the target, and the probabil i ty of  such 
responses was higher, F ( 2 ,  40 )  = 4.68, when the similar word 
had been studied (see Jacoby & Dallas, 1981 ). The SEM proba- 
bilities of  a response of  the similar word was .001. 

The top panel  of  Figure 2 shows the probabil i t ies of  correct  
responses for the two tasks for individual subjects. The base of  
an arrow (x for a human subject and o for a theoretical predic- 
tion, to be discussed later) is the probabil i ty correct  for the no- 
study condition, and the head of  an arrow represents the amount  
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Figure 2. Probabilities correct in forced choice (F/C)  and naming, 
plotted against each other. The top panel shows results for 25 subjects 
(the X symbols), and the bottom panel shows the same results for the 
subjects grouped into 3 groups based on naming performance (lowest 
8, middle 8, and highest scoring 9 subjects). The counter model predic- 
tions are shown by the O symbols. 

of  facilitation. The facilitation for forced choice was calculated 
as half  the difference between the probabil i ty correct  when the 
target was studied and the probabil i ty correct when the similar 
word was studied. The probabili t ies vary widely across subjects. 
Naming performance ranges f rom near zero to about 80% cor- 
rect, while forced-choice performance ranges f rom around 
chance ( 5 0 % )  to about 90% correct. For the bot tom panel, 
subjects were put i n t o t h r e e  groups as a function of  naming 
performance (low, middle, and high performance) .  These data 
were used to test the model described in the sections that follow 
presentat ion of the experiments.  

E x p e r i m e n t  7 

If  performance on naming and performance on forced choice 
are to be explained with the same processing mechanisms,  then 
it would be expected that many variables would affect them in 
parallel ways. We tested one such variable, amount  of  forgetting. 
In general, a notable characteristic of  implicit  memories  is that 
their effects on performance are not reduced as much by delay 
between study and test as the effects of  explicit memories.  Previ- 
ous work on delay and pr iming in perceptual identification has 
shown that the pr iming effect can last several days (Jacoby, 
1983a; Jacoby & Dallas, 1981; see Whit low & Dalton, 1993, 
for a summary of  delay effects) .  In Experiment  7, we used a 
delay of 30 min to compare  naming and forced choice. 

M e ~ o d  

The experiment began with a study list of 108 words. This was fol- 
lowed by an unrelated experiment on reading that took about 30 min. 
Then the practice block was presented with half naming and half forced- 
choice test items with 25 ms flash time (the first four tests were at 100 
ms flash time), and then a test list of 162 items. 

In the experiment, 162 triples were used. There were three study 
conditions: The flashed target word had been presented in the study list, 
the word similar to it had been studied, or neither had been studied. 
There were three test conditions: The target was flashed for 10 ms and 
followed by two words presented for forced choice, it was flashed for 
35 ms and followed by two words for forced choice, or the target was 
flashed for 35 ms and followed by a row of question marks that continued 
until the subject responded by saying aloud the word that had been 
flashed, or if they could not, by saying "no." In the forced-choice 
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conditions, the similar words were used for the alternative choices. For 
each of the nine conditions (three study conditions crossed with three 
test conditions), there were 18 test items except for 36 test items in 
each of the no-study conditions. The assignment of conditions was equal 
across study-test blocks. There were 25 subjects in the experiment. 

Results 

The forced-choice data showed smaller effects of  prior study 
than had been observed in previous experiments (see Table 6) .  
However, the effect of  prior study was still marginally signifi- 
cant, F (2 ,  48)  = 2.60, p = .08. A planned test showed the 
difference between prior study of  the same word and prior study 
of  a similar word significant for the 10 ms flash time conditions, 
F (  1, 48)  = 4.54. The main effect of  better performance for the 
35 ms flash time was significant, F (  1, 24)  = 58.50. The SE of 
the probabil i ty correct  was .02. 

The naming data (Table 6)  showed significant effects of prior 
study in that correct  responses of  the target word and incorrect  
responses of the similar word were both increased by prior 
study, F (2 ,  48)  = 3.40 and F (2 ,  48)  = 4.76, with SE = .020 
and .006, respectively. 

In order to address the question of  how naming and forced 
choice were affected by delay between study and test, we com- 
pared the results of  this experiment  for the 35 ms flash time to 
the results f rom Experiment  6. We added three additional sub- 
jects  to that study in order to make a total of  25 in each of the 
two experiments.  As the data in Table 6 show, the effect of  prior 
study decreased with delay, and it decreased in about the same 
proportion for forced choice (. 14 to .04) as for naming (. 14 to 
.06).  For forced-choice responses, the decrease in the effect of 
prior study across delay was significant, F (2 ,  96)  = 3.25 (SEM 
= .015).  The decrease was also marginally significant for cor- 
rect naming responses to the flashed target, F (2 ,  96)  = 2.75, p 
= .07 (SEM = .014).  There were too few observations to provide 
enough power to test the delay effect for incorrect  responses of 
the similar word. The overall amount  of  decay in naming was 
greater than is usually found after a 30-min delay (Whit low & 
Dalton; 1993),  but the level of  performance was much nearer 
floor than in other studies. The important  result, however, is that 
performance in naming and forced choice appear to decay at 
about the same rate. 

E x p e r i m e n t  8 

Just as quantitative models in other domains apply to multiple 
tasks, so should a model for perceptual identification. In mem- 
ory, for example, the global memory models have been applied 
to recognition, recall, frequency judgments ,  recency judgments ,  
and lexical decision (Gil lund & Shiffrin, 1984; Hintzman, 1986, 
1988; Lewandowsky & Murdock,  1989; Murdock,  1982, 1983; 
Ratcliff  & McKoon,  1988).  The standard paradigm for percep- 
tual identification has been naming, and forced choice was a 
recent addition. Experiment  8 was designed to add one more 
procedure, one that required a " y e s - n o "  decision. A word was 
flashed as for the other tasks. It was immediately followed by 
a single word, and subjects were asked to decide whether or not 
the single word was the same as the flashed word. As it turned 
out, this procedure provided data somewhat  different f rom the 

naming and forced-choice paradigms, and in so doing provided 
a stringent test for possible models of  perceptual identification. 

Method 

The experiment began with the practice block, and then 8 study-test 
blocks followed. The flash time was 25 ms for all words except the first 
four in the practice block. The procedure was the same as for forced 
choice except that at the point where two words would have been pre- 
sented as alternative choices, only one word was presented. If this word 
matched the one that was flashed, subjects were instructed to press the ?/ 
key of the computer keyboard; if it did not match, they were instructed 
to press the Z key. In the experimental blocks, there were 14 words in 
each study list and 20 targets in each test list. 

In the experiment, 160 triples were used. The word presented for the 
"yes -no"  decision was chosen from one of the two similar words of 
a triple. There were four study conditions: The "yes -no"  decision word 
was presented in the study list, the word similar to it was studied, the 
word dissimilar to it was studied, or none of them was studied. There 
were 3 test conditions: the "yes -no"  decision word was flashed, the 
word similar to it was flashed, or the word dissimilar to it was flashed. 
The 10 combinations of study and test conditions that were used in the 
experiment are shown in Table 7 (with the triple died, lied, sofa as an 
example). For each of the 10 conditions, there were 16 test items. The 
assignment of conditions was equal across study-test blocks. There 
were 32 subjects in the experiment (plus seven who were excluded 
because they were unable to discriminate between target items and simi- 
lar or dissimilar alternatives). 

Resul~ 

Table 7 shows the mean probabili t ies of " y e s "  responses 
across the 10 conditions. Not surprisingly, the probabili ty of 
subjects saying the test word matched the flashed target, a " y e s "  
response, was low if  the word presented for the " y e s - n o "  
decision was dissimilar to the flashed word ( the four conditions 
on the r ight ) ,  higher if  it was similar ( the middle three condi- 
t ions) ,  and highest  if  was the same as the flashed word ( the 
three conditions on the left) .  The most  interesting result, and 
one that contrasts with the forced-choice procedure, was that a 
decision was affected by prior study of  the decision word itself 
but not by prior study of a similar word. Using the examples 
in Table 7, when died was flashed, the probabil i ty of a " y e s "  
response increased from .70 in the baseline condition to .77 
when died had been studied, but there was no decrease when 
lied had been studied (there was actually a slight increase, to 
.73).  The same pattern held when the flashed word was lied (an 
increase f rom .51 to .55) and when it was sofa (an increase 
f rom .21 to .23 ). Averaging over these conditions, the probabili ty 
of  a " y e s "  response to the decision word increased if  it was 
previously studied, by about  .04, but  it did not decrease if a 
similar word was studied. This finding was independent of 
whether the " y e s "  response was correct or not. The increase in 
the probabili ty of a " y e s "  response is an increase in probabil i ty 
correct  if the decision word was actually the flashed word and 
a decrease in the probabil i ty correct if a different word was 
flashed. 

For analysis of  variance (ANOVA),  the last condition in Table 
7 was excluded in order to test a two-factor design (3 study 
conditions by 3 test condi t ions) .  The effect of  which word was 
flashed was significant, F (2 ,  62) = 125.78, as was the effect 
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Table 7 
Probability of  Positive Response in Yes-No Task; Experiment 8 

Word studied Target word flashed Similar word f lashed Dissimilar word flashed 

Neither studied 0.70 ( - -  died died) 0.51 ( - -  lied died) 0.21 ( - -  sofa died) 
Target 0.77 (died died died) 0.55 (died lied died) 0.23 (died sofa died) 
Similar 0.73 (lied died died) 0.49 (lied lied died) 0.21 (lied sofa died) 
Dissimilar 0.18 (sofa sofa died) 

Note. In each condition, the words in parentheses show the studied word, the flashed word, and the target 
yes-no decision word. - -  = neither studied. 
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of study condition, F(2, 62) = 4.28. Their interaction was not 
significant, F < 1.00, SEM = .02. 

Model  Testing 

There are four main features of priming in perceptual identi- 
fication that a model must explain. First, forced-choice perfor- 
mance is biased by prior study such that subjects tend to choose 
a word that was previously studied over a word that was not. 
However, and this is the second critical piece of data, this bias 
obtains only when the two forced-choice alternatives are visually 
similar to each other, not when they are dissimilar. Bias for 
similar but not dissimilar words was shown by Ratcliff et al. 
(1989) and also in Experiments 1 and 4. 

The third feature of priming that affects the choice of potential 
models is that varying the probability of similar versus dissimilar 
alternatives in forced choice has no significant effect on the 
amount of bias. This result (Experiment 1) means that bias 
cannot be explained as a consciously controlled strategy 
whereby subjects explicitly retrieve information about prior 
study. This conclusion is also supported by the finding that bias 
is observed when subjects respond quickly as well as when they 
respond slowly. 

Fourth, bias is relatively unconstrained by the stimulus infor- 
mation that comes into the perceptual processing system. When 
the flash time for a word is reduced to the point where perfor- 
mance is near chance, the amount of bias does not decrease, 
and in fact is at about its largest value (Experiments 3 and 4; 
Tables 3 and 4). Bias is also not strongly affected by the amount 
of match in terms of visual features between a word presented 
for study and a word flashed for test (Experiment 5). 

In the following sections, we show that the combination of 
these aspects of priming in perceptual identification cannot be 
explained by Morton's (1969) logogen model, by McClelland 
and Rumelhart's ( 1981 ) interactive action model, or by Seidenb- 
erg and McClelland's (1989) connectionist model. We then de- 
scribe a new model, the counter model, that does encompass all 
four features of priming, as well as make correct predictions 
about several other aspects of perceptual identification. 

Logogen Model  

The logogen model (Morton, 1969, 1970; Murrell & Morton, 
1974), one of the earliest models for word identification, pro- 
poses that each word in the lexicon is represented by a counter 
mechanism, a logogen. An incoming word stimulus causes infor- 
mation to be accumulated in the counters of all words that match 

the stimulus to some degree. A response is initiated when the 
amount of information accumulated in one of the logogens ex- 
ceeds that logogen's threshold value. Priming due to prior expo- 
sure to a word is viewed as a temporary lowering of the thresh- 
old of the word's logogen (or equivalently as a raising of the 
resting level of the logogen, Morton, 1969, 1970). In the most 
current version of the model (Clarke & Morton, 1983; Jack- 
son & Morton, 1984), there are three sets of logogens, one for 
visual stimuli, one for auditory stimuli, and one representing 
the output system. 

The logogen model can explain bias in naming and in forced 
choice with similar alternatives as the temporary lowering of a 
word' s threshold due to prior exposure. The features of a flashed 
target cause accumulation of evidence in the counters of all 
words that are similar to the target. If the target was previously 
studied, its lowered threshold tends to be reached sooner than 
the thresholds of similar words and so the likelihood that it is 
given as a correct response increases. If a word similar to the 
target was studied, its threshold is the one that is lowered and 
so it tends to be reached sooner than the target's, leading to an 
incorrect response. 

The logogen model could also explain how the amount of 
bias in forced choice could remain unchanged as the flash time 
for the target was decreased to the point where performance 
was at chance. It could be assumed that as less and less informa- 
tion was available from the stimulus (as flash time decreased), 
the threshold required for a response was lowered for all words 
by an equivalent amount. Lowering the thresholds would enable 
a response even under circumstances in which stimulus informa- 
tion was extremely impoverished, and it would preserve the 
advantage of previously studied words. With no stimulus infor- 
mation at all, the logogen model (in an unmodified form without 
any assumptions about variability in resting levels or thresholds) 
would predict that a previously studied word would always be 
chosen over other words. 

However, the logogen model (with the outlined assumptions) 
cannot explain why there is no bias in forced choice with dissim- 
ilar alternatives. A lowering of the threshold for a previously 
studied word should facilitate identification of that word whether 
the alternatives are similar or dissimilar. There is no mechanism 
by which the accumulation of evidence in one counter or its 
threshold can be affected by the evidence or threshold of another 
counter (unless a modification in the threshold causes a large 
change in the proportion of trials for which responses are pro- 
duced from that counter and so produces changes in the proba- 
bilities of responses from other counters). Morton (1970) has 



330 RATCLIFF AND McKOON 

directly stated that the logogen model was designed so that a 
response would be based on the absolute numbers of counts in 
independent counters and not on "a  comparison of the counts 
in different logogens" (p. 208). 

Interactive Activation Model 

The interactive activation model designed by McClelland and 
Rumelhart (1981) for word recognition is a local connectionist 
model. Information is represented in a network of three levels 
of nodes: letter feature (line segment) nodes, letter nodes, and 
word nodes, plus facilitative and inhibitory connections among 
nodes in different levels and inhibitory connections among 
nodes in the same level. The model represents feature, letter, 
and word nodes for 1,179 four-letter words (see McClelland & 
Rumelhart, 1989). A stimulus is input to the system as activation 
to the feature nodes. Activation is then propagated through the 
system until the stimulus is turned off or masked, at which 
point input activation is set to zero. With experience, a response 
mechanism learns the point in time at which the level of activa- 
tion in the output layer reaches a maximum value. At that time, 
activation values on the word or letter nodes (either of these 
can serve as the output layer and which depends on the task and 
materials) are used to make decisions about what word was 
input to the system. Decisions are made using the Luce (1959) 
choice rule, which computes the probability that a node is given 
as the response; the probability is the strength of the node di- 
vided by the sum of the strengths of all nodes. Strength of a 
node is defined as the exponential transform of a weighted 
average across time of the activation values of the node. Al- 
though the model correctly predicts a number of results in word 
identification (see McClelland & Rumelhart, 1981; Rumel- 
hart & McClelland, 1982), it has not been applied to repetition 
effects. 

One way it might be supposed that an effect of prior study 
could be added to the model would be to increment the initial 
resting activation levels of the nodes of the letters and features 
that make up a previously studied word. However, this cannot 
correctly predict bias in forced choice. Which of the two alterna- 
tive words is chosen in forced choice is determined by the Luce 
(1959) decision rule applied to the letter nodes (because in 
McClelland and Rumelhart's ( 1981 ) applications, the two alter- 
native words always differed by only one letter, so a decision 
on this letter dictated a decision on the word). The choice is 
determined by which of the two alternatives has the greater 
strength relative to the strengths of all other nodes and so, be- 
cause strength depends on the resting levels of activation, an 
advantage would be predicted for a word studied previously. 
However, an advantage would be given to the previously studied 
alternative whether the other alternative was similar to it or 
dissimilar to it, in contradiction of the data. There is no way 
for the model, under its current assumptions about how choices 
are made, to make the presence or absence of priming depend 
on the similarity of the alternatives. 

The model also cannot explain why the amount of bias in 
forced choice does not decrease as the flash time of the target 
decreases. In the model, if the letter node with the greatest 
amount of strength relative to all letter nodes cannot be used to 
identify which alternative to choose (i.e., the letter is either in 

both words or neither of them), then the choice is determined 
by guessing. Because this outcome becomes more likely as flash 
time decreases, the size of the effect of prior study should 
decrease. 

We discovered a third problem when we experimented with 
the computer program for the model (see McClelland & Rumel- 
hart, 1989) to try to produce priming effects by incrementing 
the resting activation levels of words to simulate prior study. To 
simulate a test phase, activation was input to the system, and 
target words were presented to the system for forced choice. 
We found that the number of words that were similar and how 
they were similar (e.g., "friends" versus "enemies," McClel- 
land & Rumelhart, 1981 ) to the target had a large effect on the 
results, and that the effect was different for different words. 
There were no consistent effects of modifying the resting levels 
of activation on target words or on words similar to the target 
words. For some words, there was a small bias to respond with 
the previously studied word along with a large bias to respond 
with a similar word; for other words, the pattern was exactly 
the opposite; and for some words, there was little effect of prior 
study (as well as cases in which both were facilitated or both 
inhibited). Thus, the effects on particular individual words were 
too highly variable to produce the systematic effects that are 
found in forced choice experiments. This conclusion about vari- 
ability is the same as that reached by McClelland and Rumelhart 
(1981) for neighborhood effects. 

Seidenberg and McClelland's Distributed Connectionist 
Model 

The interactive activation model has no learning mechanism 
and so the only way to simulate repetition effects is to "hard- 
wire" into the system the changes to a word's representation 
that might result from prior exposure. The Seidenberg and 
McClelland (1989) model for word recognition and naming 
was a major advance in that it has a learning mechanism as a 
central component. The model is a distributed connectionist 
network in which one layer of nodes provides an orthographic 
representation of a word, another layer provides a phonemic 
representation of a word, and a third (hidden) layer connects 
the other two. The model was designed to learn a mapping 
between the orthographic and phonemic representations of a 
word by a training process in which both representations are 
presented to the system. Activation cycles among the layers until 
the weights on connections among nodes arrive at values that 
allow the correct phonemic representation of a word to be pro- 
duced in response to the word's orthographic representation. 
The model was trained on a large set of monosyllabic words, 
including all the words in the Kucera and Francis (1967) norms, 
and it accounts for a wide range of word-identification data. 

We obtained the model (Seidenberg & McClelland, 1989) 
and attempted to simulate priming (see also Rueckl, 1990). 
Presentation of a word in a study list was treated as a learning 
trial, which resulted in slightly altered connection weights. The 
rapid presentation of a target test word was modeled by present- 
ing only a subset of the orthographic units of the word to the 
system and then allowing the system to produce output at both 
the phonological and orthographic layers. We discovered that, 
because the network of connections is so highly overlearned, 
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no small number of  additional learning trials could alter the 
behavior of  the system enough to produce changes even a frac- 
tion as large as those observed for priming in forced choice or 
naming. What would be needed is modification of  the model to 
allow relatively large but temporary changes in performance; 
however, that would require a major modification of  the model 
(but see Ratcliff, 1990). 

T h e  Coun te r  M o d e l  for  Word  Ident i f ica t ion  

The counter model was designed to explain priming in 
masked word identification along with other major phenomena 
of  masked word identification. Morton's  (1969, 1970) logogen 
model was the starting point. The mechanisms of  that model 
were modified and new mechanisms were added to explain how 
bias comes about, why it is obtained for similar but not dissimi- 
lar alternatives in forced choice, and why it occurs even when 
the flash time for a target word is so short that performance is 
near chance. We first give a verbal description of  the counter 
model and then describe how it accounts parametrically for the 
data from the experiments presented above. 

The model is a counter model, with one counter for each 
word in the system. The counters can be thought of  as decision 
counters in that their accumulation of  counts is the mechanism 
by which a decision is made about what response should be the 
output of  the system. The system moves continuously towards 
a decision: Counts are accumulated at a constant rate such that, 
for each unit of  time, one count is accumulated to one (and 
only one)  counter. This is an important assumption of  the model. 
Under the impoverished stimulus conditions of  perceptual-iden- 
tification experiments, it implies that, across time, there are 
counts that are determined by perceptual features of the stimu- 
lus, but there are also counts that are not determined by the 
stimulus because not enough stimulus information enters the 
system. The counts that correspond to perceptual features are 
accumulated by an appropriate counter. A count from a percep- 
tual feature of  the letter d, for example, might be accumulated 
by the counter for died. The counts that are not determined by 
the stimulus (null counts) can be accumulated to any counter. 
Essentially, a null count represents random noise so that the 
decision counter " t icks over"  toward a decision even when the 
stimulus provides no perceptual information. Random noise is 
needed to allow the system to respond even when there is little 
or no perceptual information from the stimulus. 

The key aspect of  the model that allows it to explain priming 
is that counters can become attractors. At the time of  test, prior 
exposure to a word causes the word 's  counter to attract a few 
counts more than it otherwise would, stealing them away from 
the counters of  other similar words. It is assumed that this 
attractive force is quite weak and that its influence extends only 
through the space of  the word 's  similar "neighbors ,"  its "co-  
hort," and not to faraway, dissimilar words. Also, just as a 
counter corresponding to a studied word can attract counts away 
from counters for similar words, so counters for the words in a 
cohort can attract counts away from similar cohorts. For visually 
presented words, it is assumed that similarity is defined in terms 
of abstract visual features. 

When a target word is flashed, the accumulation of  counts in 
the decision system begins. If the flash time is long enough, 

most of  the counts are determined by the stimulus, but i f  the 
flash time is extremely short, there may be very few counts 
determined by the stimulus. In typical perceptual-identification 
experiments, the flash durations are short relative to the time 
taken to reach a decision and consequently the counters continue 
accumulating counts after presentation of  the stimulus has termi- 
nated. Accumulation of  the counts into counters continues until 
the total number of  counts in one of  the counters exceeds the 
maximum of  the others by a criterial amount, k. This multi- 
counter model can be seen as a generalization of the random 
walk process (Laming, 1968; Link, 1975; Link & Heath, 1975; 
Ratcliff, 1978, 1988; Stone, 1960) to multiple responses, and 
it differs from the logogen model, which uses an absolute crite- 
rion and so is a member o f  the accumulator class of  models 
(Luce, 1986). The multiple counter mechanism has consider- 
able similarity to a winner-take-all connectionist decision mech- 
anism (Feldman & Ballard, 1982). 

Figure 3 illustrates the processes of  the counter model in the 
forced-choice, naming, and single-word decision tasks. In the 
forced-choice task, the flashed target word is immediately fol- 
lowed by the two alternative choices. As soon as the two alterna- 
fives are available to the system, the decision process is re- 
stricted to those two words by means of  restricting the accumu- 
lation of  counts to the counters for those two words. Every 
count is accumulated by one or the other of  these two counters. 
Some of the counts correspond to features that are a part of  
both words, for example the features that are a part of the letter 

Forced Choice 
+k died 

o J  TI ? 
-k lied l I 

died lied 

Naming 

l l I  
died lied tied dies deed 

Single Item Test 
+k yes +k 

] o 
-k 

-k no 
died 

Figure 3. An illustration of the counter model for forced-choice, nam- 
ing, and the "yes-no"  single test word tasks. For forced choice and 
naming, k is the number of counts by which one counter must exceed 
the maximum of the others for a response to be made. For the single- 
item, "yes-no"  task, k positive counts need to be accumulated for a 
positive response or k negative counts for a negative response. The 
random walks illustrate the translation from the counter description to 
the random walk description of the forced-choice and single test word 
models. 
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i in died and lied. This kind of  count is accumulated by the 
counter for the target word with probability 0.5 and by the 
counter for the other alternative with probability 0.5, if  neither 
of the words was studied previously. Some of the counts are 
null counts (random noise),  and these are also accumulated by 
one of  the two counters, each with probability 0.5, if  neither 
alternative was studied. A few counts correspond to features 
that are features only of the flashed target word and not the 
alternative word (e.g., features of  the first d in died), and these 
counts are always accumulated by the target's counter. A count 
of  the last kind is called "diagnost ic"  for the target. Diagnostic 
counts are much less likely if  the two alternatives are highly 
similar to each other (e .g ,  died lied) than if they are highly 
dissimilar (e.g., died sofa). The probability that a count is of  
this diagnostic sort is a parameter of  the model. For similar 
alternatives, the probability of  a diagnostic count is ps, which 
in applications to data was less than .  1. For dissimilar alterna- 
tives, the probability is pd, which mast be greater than ps and 
in applications was 1.9 ps. Overall, the probability that a count 
is accumulated into the target word 's  counter when the alterna- 
tives are similar and neither was studied is p = ps + 0.5 ( 1 - 
ps). When the alternatives are dissimilar, the probability is p = 
pd + 0.5 ( 1 - p d ) .  (It should be noted that ps is small, always 
smaller than .10, so that multiplication by 1.9 to produce pd 
does not result in a value of  pd greater than 1; this is also true 
for the other parameters such as pc provided later.) Accumulation 
of counts continues until the total in one of  the counters exceeds 
the total in the other by the criterial amount, k, which was set 
to 10 for the data examined later. 

Prior study of  a word causes the counter for that word to 
steal nondiagnostic counts away from the counters of  other 
words similar to it. In the forced-choice task, this means stealing 
counts away from a similar alternative that was not studied. 
Instead of the two counters for the alternative choices distribut- 
ing nondiagnostic counts evenly between them (i.e., with proba- 
bility .5), nondiagnostic counts are more likely to be taken by 
the counter for the previously studied word. In applying the 
model to data, the value .50 was increased to .51 for the pre- 
viously studied alternative when the two alternatives were simi- 
lar (the size of  this increase could vary as a function of the 
similarity of  the two alternatives, but this was not done in the 
implementations presented here). This theft of  nondiagnostic 
counts yields bias: an increased probability of  a correct response 
if the flashed target was previously studied and a decreased 
probability of  a correct response if the similar alternative was 
studied. Because attraction of nondiagnostic counts by the pre- 
viously studied word extends only through the word's  similar 
neighbors, bias occurs only for similar alternatives and not dis- 
similar ones. Because attraction applies to all nondiagnostic 
counts including null counts (random noise),  bias occurs even 
when the flash duration is so short that overall performance 
approaches chance. Null counts allow the system to make a 
response (as subjects in experiments must) even when flash time 
is so short that little stimulus information is available. 

In the naming task, there are no forced-choice alternatives to 
restrict the decision process. Null counts are randomly accumu- 
lated to counters, but the probability that one of  them is accumu- 
lated to the target word 's  counter instead of  any one of  the other 
counters in the system is extremely small. Of  those counts that 

are not null, some of them correspond to features that distinguish 
the target from words similar to it (e.g., the features of the c in 
cage distinguish cage from rage, page, and wage), and these 
"target diagnostic" counts are taken by the target's counter. 
The probability that a count is of  this target diagnostic sort is 
the same as for the forced-choice task, ps. Other counts, "cohort  
diagnostic" counts, correspond to features that distinguish the 
target and words similar to it from all the other words in the 
lexicon (e.g., the features of  a, g, and e distinguish cage and 
the words similar to it from other words like whom). There are 
many more of  these counts than there are target diagnostic 
counts, so the probability that a count is cohort diagnostic, pc, 
is greater than the probability that a count is target diagnostic. 
In applications to data, pc = 4.0 ps. All words similar to the 
target, that is all words in the target's cohort (including the 
target), have an equal chance of  accumulating a cohort diagnos- 
tic count, i f  none of them was studied previously. The probabil- 
ity of  a word taking the count, where n is the number of  words 
in the cohort, is (pc - ps)/n (the target diagnostic counts are 
also cohort diagnostic, so their probability is subtracted from 
pc). Therefore, the probability that a count is accumulated to 
the target's counter is the probability that the count is target 
diagnostic plus the probability that it is cohort diagnostic and 
accumulated by the target, p = ps + (pc - ps)/n, as shown in 
Table 8. 

In forced choice, all counts are accumulated to one of two 
counters, and sufficient counts are accumulated such that the 
total count in one exceeds the other by the criterial amount (see 
Feller, 1968). However, in naming, counts are divided up among 
all the words of  the system. When the evidence from the stimulus 
is weak, it may be that even after thousands of  counts, the total 
in no one of  the counters exceeds the maximum of the others 
by the criterial amount. The stopping rule that was adopted for 
naming was based on the absolute number of counts that had 
been accumulated. The idea was that, if  very few counts had 
been accumulated in any one counter, then it should be clear 
that no response was forthcoming and processing should termi- 
nate (by the subjects saying " n o "  in the experiments).  In simu- 
lations of the model, the rule was: When 30 counts have entered 
the system, terminate if  the number of counts in the counter 
with the maximum number of  counts is less than k; when 100 
counts have come in, terminate if  the number of  counts in the 
counter with the maximum number of  counts is less than 4k; 
when 300 counts have come in, terminate if  the number of 
counts in the counter with the maximum number of  counts is 

The assumption that counts are accumulated at a constant rate over 
the course of decision making is a strong assumption. It may be that, 
with brief masked stimulus presentation, perceptual information is avail- 
able only briefly. The counter model can be modified so that early counts 
are based mainly on stimulus information and later counts more likely 
to be null ones. We tried such a modification by setting a number of 
counts m, before which ps was a constant value (e.g,, . l)  and after 
which the probability ps was set to zero. This modification produced 
quantitatively similar results to the original model. A more realistic 
model would add parameters to capture a rapid rise in stimulus informa- 
tion (ps) followed by a constant rate of information followed by a 
gradual decay (e.g., activation values in the interactive activation model, 
McClelland & Rumelhart, 1981 ). 
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Table 8 
E x p r e s s i o n s  f o r  N a m i n g  Probab i l i t y  

Probability that a feature 
Flashed Value is accumulated in the counter 

Study word word of pc of the flashed word 

Neither studied died 4.0 ps ps  + (pc - ps)ln 
died died 4.8 ps ps  + 0.1 (pc - ps) 

+ 0.9 (pc - ps)/n 
lied died 4.8 ps ps  + 0.9 (pc - ps)/n 
Neither studied lied 4.0 ps (pc - ps)ln 
died lied 4.8 ps 0.9 (pc - ps)ln 

Note. pc  = cohort diagnostic count probability; ps = target diagnostic 
probability; n = number of words in the cohort. 

less than 10k. For the applications to data provided later, k was 
3. In a more complete version of the model, the stopping rule 
would be more continuous to allow the possibility of stopping 
without a response at more than just three positions in the course 
of count accumulation. 

In naming, as in forced choice, prior study leads to theft. The 
cohort of words similar to a studied word steals counts that 
would have gone to other words in the system, and the studied 
word itself steals counts that would have gone to other words 
in the cohort. The probability, pc,  that a count is taken by one 
of the words in the studied word' s cohort (instead of some word 
outside the cohort) increases in applications to data from 4 . 0 p s  

to 4 .8ps .  In addition, the words in the cohort do not have an 
equal chance at the count, as they would without prior study; 
instead the previously studied word takes the count with a higher 
probability than the other words. In applications, the probability 
was.  10 that the count would be accumulated by the previously 
studied word and .90 split among all the words in the cohort 
(including the target). Table 8 shows the total probabilities of 
a count being accumulated by previously studied targets and by 
previously studied other words in the cohort. For a flashed target 
word that was previously studied, for example, the probability 
that a count is accumulated in the word's counter increases as 
a result of prior study by 0.1 ( p c  - p s ) ,  which yields bias toward 
that word. 

The third task to be modeled is the " y e s - n o "  decision task, 
the task in which the flashed stimulus is followed by a single 
word for which the subject must decide whether or not it was 
the same as the flashed word. In forced choice, the flashed word 
is followed by two alternative choices, and the accumulation of 
counts is restricted to their two counters. In the " y e s - n o "  task, 
the accumulation of counts is restricted to the counter for the 
single word that is presented for a decision. For the forced- 
choice and naming tasks, evidence is either for a word or for 
some other word. When the decision process is restricted to 
only a single word, then the evidence is either for the word or 
against it. In the situation where the flashed word and the word 
presented for decision are the same, then counts determined by 
features from the flashed word are accumulated into the decision 
word's counter. If the flashed and decision words are not the 
same, then features from the flashed word are evidence against 
the decision word and counts from these features cause the 
word's counter to lose counts. Null counts are taken as positive 

or negative evidence randomly, if the decision word was not 
previously studied. 

The probability that a count increments the counter for the 
decision word is q, and the probability that a count decrements 
the counter is p = ( 1 - q). For mathematical tractability, q is 
the total probability, combining the probability of a null count 
(random noise) incrementing the counter with the probability 
that a count comes from the flashed word and matches the 
decision word. A decision is reached either when the total num- 
ber of counts in the decision word's counter increases to k 
greater than the starting point (a "yes"  response) or decreases 
to k less than the starting point (a " n o "  response; see Figure 
3). The single counter is a single random walk process (Feller, 
1968), and the probability of a "yes"  response is 

Pr(yes) -- [ (q /p )Ek  _ ( q / p ) k ] / [ ( q / p ) E k _  1]). 

In the naming and forced-choice tasks, prior study leads to a 
counter taking a small proportion of null counts (random noise) 
and nondiagnostic counts as positive evidence for itself. Prior 
study has the same effect in the " y e s - n o "  task. However, in 
forced choice and naming, the null counts are stolen away from 
other counters. In the " y e s - n o "  task, the decision word's 
counter already accumulates all the counts (either positively or 
negatively). So all that changes is an increase in the probability 
that it takes null counts as positive evidence. 

In psychological terms, the priming effects that have been so 
important to the development of the implicit memory enterprise 
are conceptualized quite differently by this model than by previ- 
ous interpretations. Priming and bias are the tendency of a 
counter to attract counts as a result of prior study. Prior study 
of a word causes that word to accumulate more information 
favoring itself than otherwise would be the case. In the forced- 
choice and naming tasks, this occurs at the expense of other 
similar words. The conceptualization of the effects of prior 
study offered by the counter model is not one of the processes 
by which a new representation about a word is formed but rather 
one of alteration of standard information processes. Bias is a 
small alteration in the standard mechanisms of word identifica- 
tion. The main ways the model differs from Morton's (1969, 
1970) logogen model are the assumption that prior study makes 
a counter attract counts from neighboring counters with slightly 
greater probability than it otherwise would and the assumption 
that the response criterion is relative to counts in other counters 
as opposed to an absolute criterion. 

The counter model could be described using a different meta- 
phor than the theft of counts, for example, a "greased path- 
ways" metaphor. Study of a word would lead to small alter- 
ations in the processing of subsequent perceptual information 
so that there was a tendency to follow the same pathways as 
for prior processing. We prefer the theft metaphor because it 
conveys the notion of the counter for a previously studied word 
capturing nondiagnostic counts from similar neighbors and be- 
cause it is a new metaphor with its meaning unclouded by past 
usage. 

Applicat ions o f  the Counter  Model  to Data 

For priming in the forced-choice task, the main phenomena 
to model are the bias effect due to prior study, the fact that the 
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effect appears for similar but not dissimilar alternatives, and 
the fact that it is not decreased in size as overall performance 
approaches chance. For naming, the phenomenon to model is 
the increase in response probability due to prior study. For the 
" y e s - n o "  task, the phenomenon is that the probability of  a 
" y e s "  response to the decision word is increased by prior study 
of that word but not decreased by prior study of  a similar word. 

Figure 4 shows the probability of  a correct response as a 
function of  flash time for the conditions of Experiment 3 (see 
Table 3) in which the forced-choice alternatives were similar to 
each other. Prior study of  a word increases the probability that 
a nondiagnostic count is accumulated by that word 's  counter 
from .50 to .51 (this increase is one parameter of  the model, 
the parameter that gives bias from prior study). Decreasing flash 
time decreases the probability ps that a count is diagnostic of 
the target (i.e., the probability that a count is null increases). 
To produce the model predictions across flash times, ps was 
varied over a range from .0 to .083, with a decrease of .0167 
in ps equivalent to a decrease of  9 ms in flash time. As can be 
seen in the figure, the model predictions provide good fits to 
the data. With only the one parameter ps varying, the model 
captures the effect of  bias across the four flash durations and, 
in particular, the slight increase in the amount of  bias as the 
flash duration decreases. 

Figure 5 (data) and Figure 6 (model predictions) show how 
well the model fits data for an experiment with both similar and 
dissimilar forced-choice alternatives (Experiment 4; Table 4).  
With dissimilar alternatives, there were no differences across 
study condition (see Table 4),  so the probabilities were col- 
lapsed into one line in the figure. With similar alternatives, as 
with Experiment 3 (Figure 4) ,  prior study of a word increased 
the probability that a nondiagnostic count would be accumulated 
by that word 's  counter from .50 to .51 (yielding bias from prior 

0.8 

0 
L) 

.~=~'0.6 
J~ 
0~ 

.Q  

2 
Q. 

0.4 

Dissimilar Test Itemsl 
Study Target I -- 
Study Neither I / "  
Study Similar Word I 

1'0 . . . .  20 30 40 50 

Flash Time (ms) 

Figure 5. Experimental data from Experiment 5. The experimental 
conditions, with similar forced-choice alternatives, are (a) the octagon 
is baseline (no study), (b) the triangle is the condition in which the 
target was studied earlier, and (c) the diamond is the condition in which 
a word similar to the target was studied. The square combines all the 
conditions in which the forced-choice alternatives were dissimilar. 

study), and ps varied across flash times (a decrease of  .0167 
in ps was equivalent to a decrease of  7 ms in flash time). 
Performance on dissimilar alternatives depends on pd, the proba- 
bility of  a diagnostic count when the alternatives are dissimilar. 
The probability pd must be greater than ps, and it was set to 
1.9ps. The figures show good fits of  the model to the data, with 
bias increasing as flash time decreased and also with accuracy 
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Figure 4. Experimental data and model predictions for probability cor- 
rect in forced choice as a function of flash time in Experiment 4. The 
predictions are the solid lines, and the dotted lines are the experimental 
data. Square symbols are the baseline conditions, triangles are conditions 
in which the target was studied, and diamonds are conditions in which 
a word similar to the target was studied. 
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Figure 6. Predictions of the counter model for the data from Experi- 
ment 5. The conditions, with similar forced-choice alternatives, are (a) 
the octagon is baseline (no study), (b) the triangle is the condition in 
which the target was studied earlier, and (c) the diamond is the condition 
in which a word similar to the target was studied. The square combines 
all the conditions in which the forced-choice alternatives were dissimilar. 
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decreasing at a greater rate with flash time for dissimilar than 
similar alternatives. 

In Experiments 6 and 7, the forced-choice task with similar 
alternatives was mixed with the naming task, so that the same 
subjects performed both tasks. In addition, flash duration was 
varied for the forced-choice task. Only one parameter in the 
model, ps ,  can vary to accommodate the data from all of these 
conditions. It must account for all the data simultaneously and 
it must account for individual differences in performance. 

Table 9 shows a range of values o f p s  from .017 to .083. A 
value .042 produces a good fit to the averages across subjects 
of the naming data from Experiment 6 (the data shown in Table 
6; note also that a slightly smaller value of ps  would capture 
the data from Experiment 7 where there was a 30-min delay 
between study and test). The absolute values of the probabilities 
generated with ps  = .042, and their values relative to each other 
are about the same as in the data. Prior study of the target 
increases the probability of the target being given as a correct 
response, and prior study of a word similar to the target in- 
creases the probability of that word being given as an incorrect 
response. This probability of the studied word being given as 
an incorrect response is so low because most of the evidence 
being accumulated is evidence for the word that was actually 
flashed, and the attraction toward the word that was studied is 
very small. 

With the ps  value of .042, the model captures the average 
performance across subjects for naming. In reality, ps  should 
vary across subjects (i.e., subjects vary in how well they can 
"see"  the target word). However, for a given subject, the same 
value of ps  must apply to both naming and forced choice (as 
long as the flash time is the same for the two tasks). A subject 
who cannot see the target word very well for forced choice 
cannot see it very well for naming either. Figure 2, top panel, 
shows the probabilities of correct responses for naming and 
forced choice for individual subjects. The xs mark the no-study 
conditions for the individual subjects, and the heads of the 
arrows mark the priming from prior study. The circles mark the 
predictions of the model for the no-study conditions, and the 
heads of those arrows mark the predictions for priming. With 
only ps  varying as probability correct increases, the model pro- 
vides a good account of the data. The data from the subjects 
show about the same trends as the theoretical predictions; the 

arrows point up when naming performance is near zero (indicat- 
ing a large bias in forced choice) and point to the right when 
forced-choice performance is near ceiling (indicating a large 
effect in naming). The bottom panel collapses the data from 
the individual subjects into thirds (based on naming perfor- 
mance) and shows a remarkably accurate prediction of the the- 
ory: The theoretical predictions and data lie almost on top of 
each other. The intuition captured by the negatively accelerated 
function in the model is that getting only a few features of the 
stimulus might be enough to allow an accurate forced-choice 
decision on some trials while producing a large bias effect, but 
obtaining a only a few features of a word does not provide 
enough information to name it. In the model, this is because 
there are not enough counts to exceed the stopping criterion. 
When ps  increases, extra features help naming and forced choice 
more equally. 

It is noteworthy that the sizes of the bias effects in the model 
are similar for the naming and forced-choice tasks. In forced 
choice, the probability that a nondiagnostic count is accumulated 
by a word's counter is increased by .01 if the word was pre- 
viously studied. In naming, the equivalent increase in probability 
is . l (pc  - p s ) ,  which for ps  = .05 was .015. This is in the 
same range as the value .01 for forced choice. In both cases, 
these changes in probability may seem quite small, but they 
work through an iterative and additive process with the result 
that over the number of counts required to reach the response 
criterion, their effects cumulate to produce effects of the size 
of those observed in the data. 

In the "yes -no"  task, the accumulation of counts is restricted 
to the single counter for the word presented for decision. The 
probability of a "yes" response is determined by the parameter 
q, the probability that a count increments the counter. Without 
prior study of the decision word, q depends on how the decision 
word matches the flashed word: If the two words are the same, 
the counts determined by the flashed word increment the 
counter; if the two words are different but similar, then the 
counts determined by the flashed word frequently but not always 
increment the counter; and if the two words are dissimilar, the 
counts determined by the flashed word rarely increment the 
counter. For the data from Experiment 8 (Table 7), the q values 
for these three different conditions were .53, .50, and .45, with 
k set to 7, producing probabilities of "yes" responses of .70, 

Table 9 
Predicted Probabili ty o f  Naming Responses  

Target responses 

Study Study 
Parameter ps target similar word 

.017 .05 .02 

.033 .27 .15 

.042 .43 .24 

.050 .58 .35 

.067 .82 .57 

.075 .88 .68 

.083 .93 .75 

Similar word responses 

Study Study Study Study 
neither target similar word neither 

.02 0 0 0 

.15 0 .02 0 

.24 0 .03 0 

.36 0 .05 .01 

.58 .01 .07 .01 

.67 .01 .08 .01 

.77 0 .09 .01 

Note. ps = target diagnostic count probability. 
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.50, and .20 in the three conditions of decision and test words 
matching, similar, and dissimilar, respectively. Prior study of the 
decision word increases q because null counts (random noise) 
are more likely taken as positive evidence. The increase in q 
was .01, the same amount of bias as for the forced choice and 
naming tasks. With this increase in q, the predicted probabilities 
of "yes" responses were .75, .57, and .24, in close agreement 
with the data. 

The differences in q reflect the differences in the probability 
that a count is diagnostic for the decision word; q increases as 
the similarity of the flashed target and the decision word in- 
creases. The increase in q from the target being similar to the 
decision word to the target being the same as the decision word 
was .03, and the increase from the target being dissimilar to it 
being the same as the flashed word was .08. These increases 
were much the same as in the forced-choice task. The flash time 
for the "yes -no"  task in Experiment 8 was 25 ms. To predict 
the data for this flash time for forced choice (Experiment 3, 
Figure 4), ps, the probability that a count is diagnostic between 
the flashed target and a similar word was .033, and pd, the 
probability that a count is diagnostic between the target and a 
dissimilar word was .063. The similarity in the parameter values 
across tasks is strong support for the counter model. 

Overall, the counter model fits the data very well. With only 
one parameter varying, the model accounts for performance on 
naming and forced choice across flash times at the level of the 
individual subject. About the same values of the parameters 
predict performance in all three tasks, naming, forced-choice, 
and the "yes -no"  decision task. The next step was to extend 
the model to two variables that have figured prominently in the 
word-identification literature, the frequency of a word and the 
number of similar neighbors the word has in the lexicon. 

The Counter  Model and Word Frequency 

In the counter model, bias effects in perceptual identification 
come about because prior study of a word causes its counter 
and the counters of similar words to attract counts a little more 
strongly than they otherwise would. In all other respects, a word 
is processed by the same representations and mechanisms as 
if it had not been previously studied. The counter model was 
developed from the logogen model, and thus it should apply to 
the same word-identification effects as that model. 

One of the primary effects driving research on word identifi- 
cation historically has been the effect of word frequency (e.g., 
Broadbent, 1967; Morton, 1968): High-frequency words are 
easier to identify than low-frequency words. The logogen model 
was specifically designed to deal with word frequency by as- 
suming that the criterion for a response was lowered for high- 
frequency words relative to low-frequency words (Morton, 
1969, 1970, 1979). Broadbent (1967) and Morton (1968) pro- 
vided evidence supporting this assumption. For example, Broad- 
bent used auditory presentation of high- and low-frequency 
words in noise and found that a high-frequency word was often 
produced by mistake in response to a similar low-frequency 
target, whereas a low-frequency word was rarely produced in 
response to a similar high-frequency target (see the discussion 
in Morton, 1970, p. 208). McClelland and Rumelhart's (1981) 
interactive activation model explains the word-frequency effect 

in much the same way as the logogen model; differences in 
frequency are represented by differences in the resting level of 
activation of word nodes. 

The counter model also offers the same account as Morton's 
(1970). Word-frequency effects are modeled as variations in 
the resting levels of the counters in the system. For the applica- 
tions of the model to the bias effects that were described above, 
the resting levels of all counters were assumed to be zero. The 
qualitative patterns of bias effects are not altered when the rest- 
ing levels are set to reflect word frequency. 

An important problem with the logogen model is the assump- 
tion that word-frequency effects and repetition (priming) effects 
are mediated by the same mechanism. Word frequency is a 
function of the resting level of the logogen, whereas repetition 
effects are modeled by reducing the response criterion for the 
logogen. Because a single presentation of a word lowers the 
criterion and because the empirical effect lasts over 24 hr, Ja- 

• coby and Witherspoon (1982) argued that the model must pre- 
dict that the thresholds of all logogens should be permanently 
lowered and consequently frequency advantages for high-fre- 
quency words should disappear. In the counter model, repetition 
effects are decoupled from word-frequency effects such that 
study does not affect the components of the model that deal 
with word frequency. 

With the assumption that resting levels are set to reflect rela- 
tive word frequencies, the counter model predicts that overall 
accuracy in forced choice is not a function of word frequency 
when the two forced-choice alternatives have equivalent frequen- 
cies. In Experiments 3, 4, 6, and 7, responses were coded into 
two frequency conditions: a condition in which the flashed target 
and the other word presented as an alternative were both high- 
frequency words and a condition in which they were both low- 
frequency words. In the first condition, the higher resting level 
due to high frequency is the same for the two counters, and 
neither should get an advantage over the other because of fre- 
quency. Similarly, in the second condition, the resting levels of 
the two words are about the same, so again neither should get 
an advantage over the other. Averaging over all the other condi- 
tions in the four experiments (study condition, flash duration, 
similar versus dissimilar alternatives), the probability correct 
when the flashed target was a high-frequency word was .701 
and the probability correct for a low-frequency word was .696. 
Just as the model predicts, overall accuracy was about the same 
for the high- and low-frequency targets. 

The logogen model incorrectly predicts that a forced choice 
between high-frequency words is less accurate than a forced 
choice between low-frequency words. This is because the resting 
levels of high-frequency words are nearer their absolute re- 
sponse criterion, and only a few counts misplaced in the counter 
of a high-frequency word can cause that counter to exceed its 
threshold in error. For example, consider the counters for two 
high-frequency words: one of them, Counter 1, the correct re- 
sponse, and both counters one count below their thresholds. If 
the probability of getting a count in Counter 1 is .7 and the 
probability of getting a count in Counter 2 is .3, then Counter 
2 exceeds its threshold in error with probability .3. In contrast, 
consider two counters for low frequency words, both 20 counts 
from their thresholds. With the probability of getting a count in 
Counter 1, the correct response, equal to .7 and the probability 
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of  getting a count in Counter 2 equal to .3, an error could be 
made only after 20 counts in Counter 2; the probability of  this 
is near zero. Thus the probability of  an error is higher for high- 
frequency pairs than for low-frequency pairs. The reason the 
counter model makes a correct prediction and the logogen model 
does not is the difference in their decision rules: The counter 
model uses a relative response criterion (one has to beat the 
other by some fixed amount),  whereas the logogen uses an 
absolute response criterion. 

Both the counter and the logogen models predict that when 
the forced-choice alternatives are a high- and a low-frequency 
word, there should be a bias to select the high-frequency word 
because its resting level is higher than for the low-frequency 
word. For the no-study conditions from Experiments 3, 4, 6, and 
7, when the high-frequency word was flashed, the probability of  
correctly choosing it over the low-frequency alternative was 
.727, whereas when the low-frequency word was flashed, the 
probability of  correctly choosing it over the high-frequency al- 
ternative was .613. This is the bias predicted by the model (and 
by Broadbent, 1967, and Morton, 1968). 

FOr naming, the counter model predicts that high-frequency 
words have an advantage over low-frequency words. In naming, 
if  no counter exceeds the maximum of the others by the criterial 
amount k before the absolute number of  counts exceeds one of  
the three stopping criteria, then processing terminates without 
identification of  the target. If  the target is a high-frequency word 
and therefore has a higher resting level of  counts, then it is less 
likely that the absolute number of counts exceeds the stopping 
value before the target is identified. Averaging over all the other 
conditions in the two experiments with naming (Experiments 6 
and 7),  the probability of  a correct response was .350 for high- 
frequency words and .288 for low-frequency words. Priming is 
also predicted to be somewhat larger for low-frequency words 
than for high-frequency words. Data relevant to this prediction 
are presented with Experiments 9 and 10 below. 

(1990).  In his experiment, prior study of  a word similar to the 
target increased the probability that the target would be named 
correctly (and the increase was large, 1 0 - 1 5 % ) .  Experiments 
6 and 7 did not show this effect; only prior study of  the target 
itself increased the probability with which it would be named. 
A possibly important difference in Rueckl 's  experiment was 
that the probability of  correct responses in the no-study baseline 
condition was .5 to .6, whereas it was only .2 to .3 in Experi- 
ments 6 and 7. Increasing the flash time to 65 ms was expected 
to increase the base level of  performance, perhaps leading to a 
replication of  Rueckl 's  results. 

Method 

The experiments began with the practice block, and then there were 
two study-test blocks, each with 32 words to study and 64 test items. 
The flash time was 30 ms for all targets in Experiment 9 and 65 ms in 
Experiment 10. In Experiment 9, 28 subjects were tested, but 8 were 
eliminated because they failed to identify any target. In Experiment 10, 
there were 16 subjects. 

In the experiment, 128 triples were used. Each word was coded both 
by its frequency (Kucera & Francis, 1967) and its number of neighbors. 
There were three study conditions: The flashed target word had been 
presented in the study list, the word similar to it had been studied, or 
neither had been studied. All test items required naming responses. 
Triples were assigned randomly to the study conditions, and therefore 
levels of word frequency and number of neighbors were assigned to the 
study conditions randomly. The naming procedure was the same as in 
the earlier experiments. There were 64 test items in the no-study condi- 
tion and 32 in the other conditions. 

In Rueckl's experiment, subjects were required to generate a response. 
They could reasonably be expected do this even with very little informa- 
tion from the stimulus because each word was exactly four letters long. 
Word lengths varied in our materials such that a response could not be 
required in Experiment 10, but subjects were encouraged to guess a 
response if they were not sure (but not to guess when they had no 
information at all from the flashed item). 

The  Coun te r  M o d e l  and N e i g h b o r h o o d s :  

E x p e r i m e n t s  9 and 10 

The success of  the counter model in explaining bias effects 
depends on the assumption that counts for visually similar words 
are distributed across their counters. If  there are more words 
in a neighborhood (see Andrews, 1992; Coltheart, Davelaar, 
Jonasson, & Besner, 1977; and Goldinger, Luce, & Pisoni, 1989, 
for a discussion of  neighborhood effects),  then there are more 
counters to share the counts, and therefore the less likely it is 
that a count is accumulated to any one counter. Thus, the model 
predicts that the probability of  successfully naming a word is 
inversely related to the number of  words in its neighborhood. 

We tested this prediction in Experiment 9, using the naming 
procedure from Experiment 6. For each of the words of  the 
triples used in the preceding experiments, we approximated its 
number of  visually similar neighbors by finding the number of  
other words that differed from it by one letter in the Kucera 
and Francis (1967) word norms. 

Experiment 10 was the same as Experiment 9 except that the 
flash time was increased from 30 ms to 65 ms. This manipula- 
tion was motivated by a discrepancy between the results of  
Experiments 6 and 7 and the results of  an experiment by Rueckl 

Results and Discussion 

The data, shown in Tables 10 and 11, are similar for the two 
experiments. As in Experiments 6 and 7, prior study of  the target 
increased the probability of  a correct response, and prior study 
of  a similar word increased the probability with which that word 
was given as an incorrect response. The probability of  a correct 
response to the target was greater for high-frequency words than 
for low-frequency words. Most importantly, the prediction that 
the probability of  a correct response to the target would decrease 
as its number of  neighbors increased was confirmed. 

Table 10 
Response Probabilities in Naming Averaged Over Word 
Frequency and Number of Neighbors, Experiments 9 and 10 

Flash time Study Study Study 
(ms) Response target similar word neither 

30 Target word .43 .26 .22 
30 Similar word .01 .08 .01 
65 Target word .89 .71 .73 
65 Similar word .00 .06 .02 
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Table 11 
Response Probabilities in Naming Averaged Over Study 
Conditions, Experiments 9 and 10 

Number of neighbors 
Flash time Response Frequency of 

(ms) (word) target word 1-4 5-8 9 and over 

30 Target Low .34 .21 .16 
30 Target High .37 .33 .30 
30 Similar Low .06 .02 .02 
30 Similar High .04 .01 .01 
65 Target Low .75 .65 .61 
65 Target High .89 .84 .77 
65 Similar Low .03 .05 .05 
65 Similar High .01 .02 .00 

ANOVA for correct responses to the targets showed the main 
effects of study condition, frequency, and number of neighbors 
significant, F(2, 38) = 26.40, F(1, 19) = 11.87, and F(2, 38) 
= 10.20, respectively, for Experiment 9 and F(2, 30) = 6.39, 
F( 1, 15 ) = 3.59, and F(2, 30) = 10.51, respectively, for Experi- 
ment 10. There were no significant interactions among the three 
variables, all Fs < 1.90. 

As predicted by the counter model, the increase in the proba- 
bility of correct responses to the target due to prior study was 
larger for low-frequency words than high-frequency words. To 
gain sufficient data, Experiments 6 and 9 were combined (the 
amount of priming in Experiment 7 was too small to test for 
interactions of word frequency and priming). For low-frequency 
words, the baseline, no study, probability was .20, increasing 
to .40 with prior study. For high-frequency words, the baseline 
was .30, increasing to .43 with prior study. For Experiment 10, 
the corresponding probabilities for low-frequency words were 
.63 and .86, and for high-frequency words, .85 and .89. 

Experiment 10 failed to replicate Rueckl's (1990) result: 
The probability of correctly reporting a target word was not 
significantly increased over baseline when a word similar to the 
target had been studied; in fact it decreased slightly. Apparently, 
simply increasing the baseline level of correct responses does 
not bring about the effect he found. Inspection of the results of 
Experiments 6, 7, and 9 and those in Ratcliff et al. (1989) also 
showed no evidence of the effect. It might be that the differences 
in results are due to differences in display equipment. Our appa- 
ratus used a fast oscilloscope with 1 ms time resolution and a 
fast phosphor. The Apple II system used by Rueckl had a slow- 
display phosphor, and it also used an interlaced display (adjacent 
lines were displayed on successive sweeps of the tube beam). 
Also, the mask characters in his experiment were the same size 
as the stimulus characters, and this might allow portions of the 
stimuli to be viewed after the mask was displayed (see the 
effects of different masks in Experiment 2 above)~ The most 
likely possibility may be that Rueckl's effect was brought about 
by his requirement that subjects produce a response. This re- 
quirement would lead subjects to guess, and they might base 
their guesses on words they had studied. This would lead to an 
increased probability of giving words similar to the target as 
responses as well as an increased probability of giving the target 
as a response. Guessing based on explicit memory for studied 
words would likely be a slower process than the usual processes 

of naming. An analysis of Experiments 6, 7, 9, and 10 in which 
the slowest responses were eliminated showed no change in the 
pattern of results indicating that no slow, special strategy was 
being used. A similar analysis for Rueckl's data might show 
the locus of the differences between his results and ours. 

Despite the lack of a clear understanding of the reason for 
the difference in the results of our experiments and Rueckl's 
(1990), the difference is not significant for the counter model. 
Whether or not the probability of a correct response to a target 
is increased when a similar item is studied is not a strong test 
of the counter model. The model can accommodate a moderate 
range of differences in response probability on the target word 
as a function of study of the similar word by varying the amount 
of attraction of counts into the cohort. But the model does make 
the strong prediction that there are intrusion errors, as found in 
all our experiments; intrusion probabilities were not reported in 
Rueckl. In contrast, an increase in response probability for a 
target word as a function of study of a similar word is predicted 
by Rueckl's theoretical analysis and so our data provides prob- 
lems for that analysis. 

The Counter Model and Encoding-Specific 
Features of Stimuli 

In the counter model, the features that determine which count- 
ers accumulate counts are abstract entities, but it is assumed 
that they are tied to the perceptual features of a stimulus. Exactly 
how they are tied to perceptual features is beyond the scope of 
the model. It might be possible to investigate amount of similar- 
ity as a predictor of amount of bias, using methods like those 
developed by Tversky (1977) to produce representations of sim- 
ilarity among words and thus a theoretical framework for under- 
standing similarity effects. However, the counter model was de- 
veloped to explain the decision mechanisms for naming, forced- 
choice, and the "yes -no"  task, not the ways visual features 
translate information into counts. 

Nevertheless, some aspects of representation can be fit into 
the framework of the counter model. One example is modality 
information. Switching modality between study and test (audi- 
tory study to visual test) reduces the amount of priming to zero 
or to a small and usually barely significant value (Clarke & 
Morton, 1983; Jacoby & Dallas, 1981; Winnick & Daniel, 
1970). This and related results led Morton (1979) to propose 
a revised logogen model in which there are two sets of input 
logogens, each set specific to one modality, visual or auditory. 
The connectionist models also separate visual and auditory pro- 
cesses, although the two sets of processes interact with each 
other (e.g., Seidenberg & McClelland, 1989). The counter 
model can adopt the same kind of solution and assume that 
there are separate sets of counters, one for auditory information 
and one for visual information. Neighborhoods (similarity co- 
horts) would be assumed to depend on similarity defined with 
respect to modality (e.g., Goldinger et al., 1989; Ratcliff, All- 
britton, & McKoon, 1997). Some transfer between the two sets 
of counters might occur, perhaps by rehearsal or by imaging a 
word or by internal mechanisms that link together the decision 
units from different modalities. 

Within the visual modality, study to test changes in the physi- 
cal form of the stimulus have small or nonexistent effects on 
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performance (e.g., Rajaram & Roediger, 1993). For example, 
Winnick and Daniel (1970; see also Clarke & Morton, 1983) 
found equivalent amounts of priming from study of handwritten 
words versus typed words to tests of typed words, and Jacoby 
and Hayman (1989) found little effect of case change on prim- 
ing (except for high-frequency words tested in lower case). In 
terms of the counter model, the fact that changes in visual form 
have no effect or only a very small effect suggests that the 
decision counters work with relatively abstract visual informa- 
tion. Jacoby and Hayman did obtain larger effects with unusual 
fonts (see also, Graf & Ryan, 1990), but these might involve 
special, slow decoding processes that would be additional to 
the mechanisms of the counter model. Certainly, the effects of 
physical form are not strong and pervasive like the effects of 
repetition. 

The Counter  Model: Summary 

The counter model is designed to explain the identification of 
words under the suboptimal conditions of the typical perceptual 
identification experiment in which flash times are too fast to 
allow perfect performance. The mechanisms of the model ac- 
count for the effects of several salient variables. Prior exposure 
to a word facilitates its identification because, in the decision 
process, evidence is more likely to be taken as favorable to that 
word than it otherwise would be. However, in forced choice 
and naming, this results in evidence being taken away from 
competitors, and they are put at a disadvantage. The decision 
counters accumulate evidence at a constant rate, whether it is 
"good" evidence from the perceptual stimulus or null counts 
(random noise), so responses can be generated even when the 
overall level of performance is near chance. 

The main reason that other existing models cannot explain 
priming effects is their assumption that prior exposure to a word 
changes some property of the representation of the word itself. 
For example, the resting level of activation for the word might 
be changed or, in a connectionist model, weights on connections 
involving the word might be changed. When a property of the 
word itself changes, then processing of the word should always 
show facilitation relative to processing of other words. The fact 
that facilitation is observed only relative to other similar words 
but not relative to other dissimilar words shows that prior expo- 
sure cannot simply change a property of a word independently 
of all other words. 

This same argument applies to models that might be devel- 
oped to attempt to explain priming by assuming that prior study 
leads to a new representation of the stimulus. If a new represen- 
tation produces a facilitation in processing, it should do so when 
the forced-choice alternatives are dissimilar as well as similar. 
Also, when the amount of perceptual information is reduced to 
near zero by use of a short flash time, there will be no perceptual 
features to contact the new representation and so there should 
be no bias, contrary to the data. 

Any model that attempts to explain priming with a lateral 
inhibition mechanism also faces problems. Presentation of a 
previously studied item leads to facilitation of the tested item 
(on-center) and inhibition of near neighbors (off-surround) rel- 
ative to baseline. This leads to facilitation of the previously 
studied item over all other items in forced choice, even those 

that are dissimilar, thus predicting a d '  effect for dissimilar test 
pairs in forced choice. 

Whether other models could be changed to include a decision 
process like that of the counter model is an open question. As 
pointed out earlier, the counter model is most compatible with 
the logogen model, replacing that model's decision process 
with a more interactive decision process that accumulates fea- 
tures competitively. It might be possible to add something like 
the counter model's decision process on to the end of the 
interactive activation model, but such a radical change would 
require completely new tests of that model against all the phe- 
nomena it now explains. It is more difficult to see how the 
Seidenberg and McClelland (1989) model could be modified 
to be like the counter model, because representations of words 
are distributed across a whole network of nodes. This does not 
mean that connectionist models could not be developed to 
account for these phenomena. In fact, one message from this 
article is that models designed to deal with word identification 
should include repetition priming as a target phenomenon for 
modeling. 

It is a good bet that the developers of any successful model 
will have to place most of the consequences of prior study on 
mechanisms that have their major effect on retrieval and deci- 
sion processes. The counter model's theft mechanism applies at 
retrieval, and this provides the ability to produce different effects 
depending on the kind of task or on the alternatives in forced 
choice. 

As with any model, it is important to understand the scope 
of the counter model and the range of phenomena it is designed 
to explain. It is concerned with retrieval aspects of information 
processing and how to relate the naming, forced-choice, and 
" y e s - n o "  tasks with bias effects in a traditional information- 
processing framework. However, the model is mute about visual 
variables such as the type of mask, and about letter-level con- 
straints, nonword decisions, and so on, variables that are pri, 
mary, for example, for the McClelland and Rumelhart (1981) 
model. 

The counter model is consistent in its goals with a proposal 
made by Jacoby (Jacoby, 1983a, 1983b; Jacoby & Dallas, 1981 ) 
about how prior episodes affect perceptual and memory pro- 
cesses. He has suggested that presentation of an item leads to 
the creation of a representation of the item in memory. This 
representation is assumed to have multiple aspects, some related 
to meaning, some related to perceptual features, some related 
to associations, and so on. Performance on the item in a subse- 
quent task depends on the degree to which the task taps different 
aspects of the memory representation. His proposal is in agree- 
ment with the standard information-processing framework of 
the counter model, that is, that memory is not made up of a 
number of independent systems. However, his specific proposal 
that prior episodes create new representations is at odds with 
the counter model's assumption that prior episodes change only 
the ability of counters to attract counts as positive evidence for 
themselves. 

Implications of the Counter  Model for Implicit Memory 
and Memory Systems 

The hypothesis that there exist a number of different memory 
systems (see Schacter, 1994; Schacter & Tulving, 1994) was 
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put forward to explain priming effects and how priming is inde- 
pendent of explicit memory. For priming in perceptual identifi- 
cation, the relevant system is the visual word-form system. Be- 
cause of the focus of implicit memory theorists on the separation 
of systems responsible for priming from the episodic system 
responsible for conscious retrieval, there has been little develop- 
ment directed towards the mechanisms of word identification 
themselves or on how the mechanisms support priming. How- 
ever, it is reasonable to ask what these mechanisms might be, 
especially in light of the success of the counter model. 

One possibility is that the word-form system could incorpo- 
rate the mechanisms of some other model, such as the interactive 
activation model (McClelland & Rumelhart, 1981). Exactly 
how this could be done is problematic at the outset because the 
two lines of research have proceeded completely independently; 
work on the interactive activation model has not been concerned 
with priming effects and implicit memory theories have not 
been concerned with specific processing models. Moreover, the 
success of the interactive activation model has come without the 
need for postulating separate memory systems. And, even if 
there could be some agreement about how a model like the 
interactive activation model could become an implicit memory 
system, priming effects would still not be explained, for the 
reasons mentioned above. That is, without substantial changes, 
the interactive activation model cannot account for the fact that 
bias applies to similar forced choice alternatives but not dissimi- 
lar ones. 

Another possibility is suggested by the claim of implicit mem- 
ory theorists that prior processing of a stimulus improves its 
perceptual identification. More specifically, Schacter (1990) has 
hypothesized that "visual processing of a word creates a repre- 
sentation of its particular visual features in the word form sys- 
tem" (p. 552). This hypothesis is contradicted by the data, in 
two main ways. It predicts an overall improvement in perfor- 
mance in forced choice rather than the bias effect that is actually 
observed. The problem is that the newly created representation 
for a word should help processing of the word but not hurt 
processing of its neighbors in forced choice. Schacter's proposal 
also predicts an improvement in performance independent of 
whether the other alternative in forced choice is similar or dis- 
similar. The problem here is that the newly created representa- 
tion should help processing independently of what the alternative 
choice is. 

A third, perhaps most obvious, possibility is that the word- 
form system incorporate the counter model. In doing so, it would 
incorporate a working model for perceptual identification, in- 
cluding priming effects. But, aside from attaching a new label 
to the counter model, nothing would be gained. Whatever pro- 
posals the implicit theory might make about perceptual identifi- 
cation would simply collapse into proposals about the mecha- 
nisms of the counter model: where they might be located in the 
brain (e.g., late stages of visual information processing for vi- 
sual word identification), how they might be damaged, and why 
they might sometimes dissociate from other brain mechanisms. 
Furthermore, simply to label a processing system as the location 
of a memory system is at odds with the emphases of the memory 
systems approach. It is also at odds with the claims of discovery 
of new and functionally distinct memory systems. 

Dissociations and Stochastic Independence 

Research on implicit memory has directed attention towards 
dissociations between performance on implicit tasks and perfor- 
mance on tasks that require the conscious retrieval of episodic 
information. It has been shown that such dissociations do not 
force the postulation of separate and independent processing 
systems (e.g., Hintzman, 1990; Jacoby & Dallas, 1981; Ja- 
coby & Witherspoon, 1982; Nosofsky, 1988; Ostergaard & Jer- 
nigan, 1993). It has also been argued that dissociations are to 
be expected from the perspective of standard and single memory 
information-processing views (Hintzman, 1990; Hintzman & 
Hartry, 1990; McKoon & Ratcliff, 1995; Ratcliff & McKoon, 
1995; see also Schacter & Cooper, 1995). The counter model 
is an instantiation of part of such an information-processing 
system. 

It is easy to see why, in the counter model, performance on 
perceptual identification is likely to dissociate from performance 
on an episodic task like recognition. In terms of the framework 
displayed in Figure 1, information relevant to recognition is 
found at a different level of the system than information relevant 
to identification. From this perspective, there is no apparent 
reason for a variable that affects the amount of bias in perceptual 
identification, a variable such as the visual similarity of two 
forced-choice alternatives, to affect recognition. Likewise, there 
is no reason for a variable that affects recognition, like semantic 
versus rhyming rehearsal, to affect perceptual decision counters. 
In general, variables might affect one of the tasks or both tasks, 
in the same or different ways; the only means of predicting 
variables' affects is through the mechanisms of specific models 
for the different levels of the system. 

The counter model, in the context of a standard information- 
processing framework, is also compatible with findings of sto- 
chastic independence between performance on episodic tasks 
and amount of priming in perceptual identification. Like func- 
tional dissociations, stochastic independence has been taken as 
providing a major source of evidence for multiple memory sys- 
tems. However, it too has been shown to provide only weak 
support because of lack of empirical power (Ostergaard, 1992) 
and because of averaging artifacts (Hintzman, 1990; Hintz- 
man & Hartry, 1990). For the counter model, the reasoning by 
which findings of stochastic independence are explained is the 
same as for functional independence: The aspects of a word that 
distinguish it perceptually from other words are likely to be 
independent from aspects of the word that make it easy to con- 
sciously retrieve. 

Generality Across Tasks 

In research on implicit memory, experimental tasks like per- 
ceptual identification and word-fragment completion are often 
grouped according to their similarity in showing priming effects 
(see Roediger & McDermott, 1993, for a review). The question 
this grouping raises is what are the implications of the counter 
model for priming effects in other tasks? The answer is that 
there are no direct implications; the model does not apply to 
stem completion or fragment completion or any task other than 
perceptual identification. 

What the model does show is that it is possible to understand 
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priming effects in detailed quantitative way by understanding 
underlying mechanisms. The counter model explains priming 
in perceptual identification by explaining the mechanisms of 
perceptual identification. To understand priming in fragment 
completion or stem completion, for example, it is necessary 
to develop models for performance in those tasks. Only with 
reasonably adequate models can tasks be more properly grouped 
according to the mechanisms they invoke, rather than superficial 
resemblances. The need for regrouping is evident from within 
the implicit memory framework: Witherspoon and Moscovitch 
(1989) found stochastic independence between perceptual iden- 
tification and word fragment completion, and Perruchet and Ba- 
veux (1989) found, for several tasks, that the degree of correla- 
tion in performance did not properly divide the tasks into im- 
plicit versus explicit. Thus, the need for specific models as a 
means of generalizing across tasks is apparent even if the models 
are to be incorporated into implicit memory systems. 

The Counter Model and Making Decisions 

The counters in the counter model are devices for producing 
decisions about words when perceptual information is limited. 
A natural question is whether other functions or tasks such as 
reading and retrieving information from memory require these 
counters to identify words as one stage in processing prior to 
the information being used in later processes. The answer is a 
firm "possibly." It could be that each word needs to be identi- 
fied such that a discrete code can be passed on to the next stage 
of processing. The counter mechanism would provide exactly 
the mechanism for this. However, it is also possible that in a 
task such as reading, continuously available information is 
needed. Then, decision counters would only be needed when a 
response is required that is based On the information computed 
at the relevant point in the information-processing sequence 
flow. For example, for word identification, the relevant point is 
the point specified by the counter model, whereas for retrieval 
from memory, a later point in processing would be relevant. 
However, the same general class of decision mechanism can be 
used at different points in the flow of information. The random 
walk or diffusion model class of mechanisms has been used 
both for the counter model presented here and for models of 
recognition memory and lexical decision (Ratcliff, 1978, 1981, 
1985, 1987, 1988; Ratcliff & van Zandt, 1996). 

The counter model applies to three word-identification tasks: 
naming, forced choice, and single word "yes -no"  decision. 
For these tasks, the decision process uses multiple counters or 
two counters Or one counter, respectively. This points to the 
flexibility that must be present in decision making in these tasks 
and in human information-processing in general. The system 
must be capable of applying a decision mechanism at the level 
that discriminative information is required. In addition, the kind 
of decision process is determined by the demands of the task 
(e.g., single test item or select among many alternatives). The 
counter-diffusion model is a good candidate for this general 
retrieval mechanism because it fits a range of data from a range 
of experimental paradigms, and because it can deal with binary 
decisions and naming tasks (using multiple counters). 

Conclusions 

The counter model provides a straightforward account of the 
mechanisms that produce responses in perceptual identification. 
It correctly predicts a range of data across a number of variables, 
and its success contrasts with the apparent inability of other 
models to accommodate the data. However, in the traditional 
terms of cognitive psychology, the counter model is not easy to 
understand. How is memory represented in the model? Not in 
the traditional way of information being stored and available 
for use in subsequent tasks. Rather, memory is that a word 
comes to attract more than its fair share of the perceptual evi- 
dence entering the system from a stimulus. Should the operations 
that are affected by this kind of memory be described as encod- 
ing operations or retrieval operations? In the counter model, this 
binary distinction, the kind of distinction that has grounded 
so much of cognitive psychology (cf. Newell, 1973), loses its 
precision. Identification of a word is certainly an encoding oper- 
ation, but the identification depends on an attraction of counts 
to counters that is influenced by prior experience. We believe, 
as Hintzman (1990) has pointed out, that these kinds of labels 
and distinctions become irrelevant once a model has been 
spelled out; then "the explanatory burden is carried by the 
nature of the proposed mechanisms and their interactions, not 
by what they are called" (p. 121). 

Priming in an implicit task has been interpreted as demonstra- 
ting the need to postulate multiple memory systems. The counter 
model, and the fact that it provides a reasonable account of 
priming in perceptual identification, show that, in at least one 
instance, multiple memory systems are not required. At one 
level, the memory systems view has been a very comfortable 
vie,0/for a broad range of constituents in cognitive neuroscience. 
The assumption of functionally distinct systems seems compati- 
ble in easily obvious ways with research on patients with head 
injuries, patients with amnesia, and brain-imaging techniques. 
But at another level, it is not immediately obvious why there 
should be a brain system like the word-form system which, in 
evolutionary terms, could not have developed to deal with the 
reading of words. These kinds of issues have led proponents of 
the memory systems view to an agenda of making lists of empiri- 
cal phenomena to separate different brain systems (e.g., 
Schacter & Tulving, 1994, p. 16). 

In contrast, by spelling out the mechanisms of perceptual 
identification, the counter model illustrates a different agenda. 
It is a more complicated agenda because it necessitates a focus 
on the mechanisms that compute information, the processes that 
produce responses, and the representations that hold informa- 
tion. It is an agenda by which theory must be totally open to 
new possibilities; for example, what look like memories might 
be simply alterations to processing (Kolers & Roediger, 1984). 
Different alterations to processing might be carried out by the 
same mechanism operating in different circumstances. One loca- 
tion in the brain might carry out a variety of different computa- 
tions, and one kind of process might be the result of operations 
across a number of locations. However, if specific quantitative 
models can be developed, not just for perceptual identification 
but also for other implicit tasks, then they can be combined with 
neuropsychological efforts and it may be possible for theories 
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to advance beyond qualitative descriptions of  empirical  
phenomena.  

The difference in emphasis  of  the two approaches is made 
evident by an examinat ion of  recent research (see Ratcliff  & 
McKoon,  1996).  The implicit  memory systems approach has 
not resulted in detailed explanations of  processing for the exper- 
imental tasks used in implicit  memory research. For example, 
there are no recent models to explain how the tasks of s tem 
completion,  f ragment  completion,  or perceptual identification 
are performed and how a memory system might  contribute to 
performance. The memory systems approach has provided a 
wealth of  experimental  data, and now it is t ime to begin  trying 
to understand the mechanisms and processes underlying the em- 
pirical phenomena.  The counter model is detailed and specific 
enough that it can be tested both qualitatively and quantitatively. 
New data should be generated to support it or falsify it, and 
competing models should be developed and competitively tested 
against it. It is our hope that any model that replaces the counter 
model will provide an explicit mechanist ic  account of  the phe- 
nomena documented in this article and lead to greater empirical  
coverage and better explanations of  existing data. 
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