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2.13.1 Introduction

To make a decision about whether something is remembered, one must make some kind of comparison between the thing in ques-
tion and information stored in memory and then make a decision based on the outcome of that comparison process. Most models
of recognition memory are concerned primarily with how information is stored in memory, how the relevant information is
extracted from the stored representations, and how these storage and retrieval processes may vary across tasks or stimuli. While
these areas of focus are obviously necessary and important, what is often neglected is an account of how the information from
memory is used to make a decision about whether a particular thing is remembered or not. We argue that this step of the process
is not trivial and omitting it (or using overly simplified models of decision making) can change the conclusions drawn from
the data. Additionally, most of the research on memory focuses primarily on the accuracy of memory decisions and ignores the
associated response times (RTs). In this chapter, we describe one widely used model of decision making that can account for
both accuracy and RTs, Ratcliff’s (1978; Ratcliff and McKoon, 2008) diffusion model, and extensions to multichoice decision
making and provide several examples of how the application of this modeling approach has led to different conclusions about
underlying processes and representations. When a version of the diffusion model is applied to confidence judgment tasks, the
results imply that different patterns of response proportions occur because of individual’s decision-making preferences, not because
more than one memory source or process is used in the decision. When the diffusionmodel is applied to data from older adults, the
results imply that older adults make memory decisions more slowly than younger adults because they are more cautious about
makingmistakes, not because they havememory deficits. When the diffusionmodel is used along with multivariate pattern analysis
to analyze electroencephalogram (EEG) data, the model allows us to determine which components reflect evidence used by the
decision-making process and which do not. When decision-making models such as the diffusion model are used in conjunction
with models of memory processes, the additional constraint provided by the decision-making model can help distinguish between
competing theories of visual working memory and the strength-based mirror effect. Each of these applications will be discussed in
more detail in the following sections.

2.13.2 Diffusion Model

The diffusion model is a model that was designed to account for both response proportions and response time distributions from
simple, two-choice tasks in which decisions are made relatively quickly (Ratcliff, 1978; Ratcliff and McKoon, 2008). In the model,
evidence in favor of a particular response is accumulated over time from a starting point toward one of two decision boundaries, as
shown in Fig. 1. The starting point is denoted z and the boundaries are denoted 0 and a such that the distance between the two
boundaries is determined by the parameter a. The rate of evidence accumulation is called the drift rate (n) and is determined
by the quality of the information extracted from the stimulus. There is noise in the accumulation of evidence within each trial,
represented by the standard deviation (s). RT predictions are obtained by combining the decision time (the time taken for the
accumulating evidence to reach one of the boundaries) with a uniformly distributed nondecision component. The nondecision
component, which encompasses both encoding, the transformation of the stimulus representation to a decision-related represen-
tation, and response output processes, is assumed to be uniformly distributed withmean Ter and range st. One of the strongest pieces
of support for the diffusion model is that it produces the relatively invariant right-skewed shape of RT distributions that is observed
in a wide range of experimental data and that the model is incapable of fitting a range of other shapes that are not observed in
experimental data (Ratcliff, 2002).

The values of drift rate and starting point (or, equivalently, the starting points of the decision boundaries) vary from trial to trial.
The across-trial variability in drift rate is assumed to be normally distributed with a standard deviation of h. The variability in the
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starting point is assumed to be uniformly distributed with a range of sz. These distributional assumptions are not critical and the use
of alternative distributions does not significantly change the estimates of the diffusion model’s other parameters (Ratcliff, 2013).
The inclusion of these parameters, however, is necessary for the model to be able to produce different patterns of correct and error
RTs (Ratcliff and McKoon, 2008). Jones and Dzhafarov (2014) argued that if the forms of the across-trial variability distributions
were unconstrained, the model could exactly match any data, but Smith et al. (2014) showed that this argument depends on elim-
inating within-trial noise in the decision process and so does not apply to the diffusion model.

The diffusion model can produce changes in accuracy and RTs in several ways. Smaller drift rates, representing a lower quality of
evidence, will produce slower and less accurate responses. Conversely, larger drift rates will produce faster and more accurate
responses. Larger distances between the boundaries (i.e., larger values of a) will produce slower and more accurate responses,
and smaller distances will produce faster and less accurate responses. Differences in the nondecision component will affect response
times but not accuracy.

By fitting both accuracy values and RT distributions, the diffusion model is able to distinguish between changes in the quality of
information feeding into the decision process (i.e., the drift rate) and individual differences in how subjects come to a decision
based on that information (i.e., different speed/accuracy preferences). In the diffusion model, changes in drift rate or changes in
boundary separation affect both accuracy and reaction times, but do so in different and distinguishable ways. A decrease in drift
rate will produce a decrease in accuracy and an increase in mean reaction time. A decrease in boundary separation will produce
a decrease in accuracy and a decrease in mean reaction time (a speed/accuracy trade-off). Moreover, the parameters affect the shape
of the reaction time distribution in different ways. Changes in drift rate primarily affect the spread of the RT distribution (i.e., the
distribution is stretched out or compressed such that there is little change in the leading edge of the distribution andmore change in
the tails) while changes in boundary separation both shift and spread the RT distribution (i.e., the distribution is stretched out or
compressed, but also shifted such that there is change in both the leading edge and tails of the distribution). The various patterns of
experimental data that are observed in perceptual and cognitive tasks along with how the diffusion model accounts for them are
presented in Ratcliff et al. (2015).

This ability to distinguish between changes in evidence and changes in decision-related processes allows one to compare
performance across groups while controlling for individual differences in speed/accuracy preferences (i.e., controlling for the fact
that individuals may have more or less conservative decision thresholds). The diffusion model allows one to investigate the
processing differences giving rise to the observed differences in behavior and determine whether these differences are the result
of differences in decision-making preferences (such as decision thresholds) or differences in the ability to extract the information
necessary to make a decision. This ability to use the model to discriminate between sources of differences in processing is especially
useful when analyzing data from different age groups, as will be discussed later.

The diffusion model has been used to detect changes in task performance that may produce inconsistent behavioral results. In
the model, a small change in drift rate can produce small changes in both mean reaction times and accuracy rates that may or may
not be significant. Thus examining just the behavioral data in these situations may yield inconclusive results where significant results
are obtained only some of the time and for only some of the dependent measures. Because the model is able to disentangle the
effects of different components of processing (e.g., response biases, speed/accuracy settings, quality of evidence, etc.), more direct
comparisons of these components across subjects can yield significant differences even when behavioral measures (such as RT and
accuracy) do not (e.g., White et al., 2009, 2010). White et al. (2010) examined memory for emotional words in dysphoric
(i.e., moderately high levels of depressive symptoms) and nondysphoric college students and found that the nondysphoric students
had drift rates biased in favor of the positive emotion words while the dysphoric students did not. Most importantly, this bias was
not apparent from analyses of raw accuracy or RTs, only from the drift rate analyses.

The diffusion model can also be useful in situations where one dependent variable has reached ceiling or floor because it is
still possible to observe and model changes in performance based on the changes in the other dependent variable. For accuracy,
performance reaches ceiling at some point such that changes in accuracy are not observed for changes in difficulty. However, there
may still be changes in reaction times for these difficulty levels (e.g., subjects may have the same accuracy but faster responses
for easier stimuli) such that estimates of drift rate can still reflect changes in difficulty even after accuracy has reached ceiling

Figure 1 Diffusion model. Evidence accumulation begins at starting point z and continues until one of the boundaries (a or 0) is reached.
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(Ratcliff, 2014). This means that the model is able to pick up on differences both across conditions and between subjects even
in situations where performance on a task is close to ceiling such that it would be difficult to assess individual differences using
only behavioral data.

2.13.3 Signal Detection Theory

Most of the work investigating recognition memory has utilized some form of signal detection theory (SDT) to describe how
memory signals are translated into decisions (Atkinson and Juola, 1973; Banks, 1970; Bernbach, 1967; Bower, 1967; Donaldson
and Murdock, 1968; Egan, 1958; Grasha, 1970; Kintsch, 1967; Kintsch and Carlson, 1967; Lockhart and Murdock, 1970; Norman
and Rumelhart, 1970; Norman and Wickelgren, 1969; Ratcliff et al., 1994, 1992; Wickelgren and Norman, 1966; Yonelinas, 1994).
In the signal detection framework, it is assumed that each tested item (or pair of items, as in associative recognition) has some value
of memory strength that is normally distributed for each category of tested items (for example, “studied” or “not studied” words).
The old/new decision can then bemodeled by placing a single criterion on a dimension representing the memory strength of the test
items. If the memory strength value for a test item is above the criterion, then an “old” response is made; otherwise, if the memory
strength value is below the criterion, then a “new” response is made. Bias toward one of the response choices can be modeled by
changes in the placement of the decision criterion, and multiple response options (such as confidence judgments) can be modeled
by including additional decision criteria. These decision criteria can then be used to create receiver operating characteristic (ROC)
functions, which are plots of the hit rate against the false alarm rate. These hit and false alarm rates are frequently converted to
z-scores, resulting in a function called a z-ROC, and the shape of these functions has been used to infer the presence of multiple
sources of memory information or memory processes (DeCarlo, 2002, 2003; Hilford et al., 2002; Kelley and Wixted, 2001; Rotello
et al., 2004; Yonelinas, 1994; Yonelinas and Parks, 2007).

There are a number of problems with this SDT approach to memory modeling and understanding the cognitive processes under-
lying decision processes based on memory. First, the SDT approach ignores the reaction time associated with each response.
Although there is a well-known relationship between the speed and accuracy with which people make decisions and consistent
changes in RT distributions across response types and as a function of experimental manipulations (Atkinson and Juola, 1973;
Juola et al., 1971; Ratcliff and Murdock, 1976; Wickelgren, 1977), most memory researchers only collect and analyze accuracy
data. To provide a complete account of the decision process, it is important to consider both reaction time distributions and accu-
racy. A model like the diffusion model can account for both accuracy and RTs, produces RT distribution effects that are consistent
with the empirical data (Ratcliff, 1978), and is able to account for speed-accuracy trade-offs by adjusting the boundary separation
parameter. This enables the model to make comparisons across individuals who may have different speed–accuracy preferences as
will be discussed in the section on aging presented later. Second, the SDT approach often ignores differences between individuals.
Signal detection analyses are frequently conducted on data that have been averaged across subjects, so any differences between
subjects are ignored or relegated to an appendix. There can be substantial differences in how subjects make responses such that
it is not appropriate to only analyze averaged data (Malmberg and Xu, 2006; Ratcliff et al., 1994; Voskuilen and Ratcliff, 2016).
Third, the SDT approach assumes that the only source of variability in the decision process is the variability in memory strength
between items. This assumption leads to inappropriate conclusions about the z-ROC functions (Ratcliff and Starns, 2009, 2013;
Starns et al., 2012a). Fourth, elaborations of SDT often include additional memory processes or additional sources of information
to accommodate nonlinear z-ROC functions (DeCarlo, 2002, 2003; Hilford et al., 2002; Kelley and Wixted, 2001; Rotello et al.,
2004; Yonelinas, 1994; Yonelinas and Parks, 2007). With the inclusion of reaction time data and individual differences, these addi-
tional processes are not always necessary to produce nonlinear z-ROC functions (Ratcliff and Starns, 2013; Voskuilen and Ratcliff,
2016) as will be discussed in the following section on confidence judgments.

All of these problems with SDT can be addressed by using models of the decision-making process such as the diffusion model
and variations of it. These models are not memory models in the same way that SDT is not a memory model. A complete description
of processing would involve a memory model producing the distributions of memory evidence that feed into the decision-making
process (whether SDT or a diffusion model or some alternative decision-making model). However, the diffusion model and vari-
ations of it have been able to provide alternative explanations for important behavioral results in the memory literature because
empirical effects that have been explained by memory processing have been shown to be explained more naturally by decision
processes.

2.13.4 Confidence Judgments and Memory

Ratcliff and Starns (2009, 2013) developed a model that can be seen as a generalization of the diffusion model (RTCON2) that can
explain the RTs of confidence judgments as well as the probabilities with which responses in the different confidence categories
are made. This model has been applied to item recognition (Ratcliff and Starns, 2009, 2013) and associative recognition tasks
(Voskuilen and Ratcliff, 2016) and provides an alternative account for some of the commonly observed z-ROC functions from these
tasks. The explanation for the shapes of these functions is based on how subjects set their decision boundaries and is constrained by
reaction time data. As such, the shape of the z-ROC function reflects individual differences in how subjects use confidence response
scales as opposed to the type of information entering into the decision process from memory.
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In the RTCON2 model, the decision process consists of racing diffusion processes (one for each confidence category, i.e., each
different motor decision – key to be pressed). Evidence on a single trial (i.e., the memory strength for a particular item) is distributed
across the evidence strength dimension. These itemdistributions have a standard deviation of 1 and theirmean location varies from trial
to trial (as in SDT). The bottom portion of Fig. 2 illustrates how the distribution of evidence for a single item ismapped to the decision
process. As in SDT,multiple confidence criteria are used to divide the strength dimension intomultiple response regions corresponding
to different levels of confidence. Each response region has its own accumulator and decision boundary, as shown in the top portion of
Fig. 2, and the diffusion processes race until one of them reaches its decision boundary and the corresponding response is made. The
drift rate for each diffusion process is determined by the area of the evidence distribution in each response region and the accumulators
are updated according to a constant summed evidence algorithm (see Ratcliff and Starns, 2013 for more detail).

In SDT, confidence is determined solely based on a discrete value of memory evidence and the position of the confidence criteria.
In RTCON2, confidence responses are affected by the relative heights of the decision boundaries as well as the evidence strength and
confidence criteria. For example, a high-confidence response region may have a higher decision boundary such that more evidence
must be accumulated for that response to be selected. The height of the decision boundary would cause that particular response to
be selected less often and with a longer reaction time than if that response region had a lower decision boundary, even for items that
have a high mean value of evidence. Thus in RTCON2, confidence is not merely a function of accuracy but is also affected by indi-
vidual differences in how subjects set response thresholds.

Standard SDT with normal distributions of evidence is unable to account for the nonlinear z-ROC functions observed in some
associative recognition experiments (Glanzer et al., 2004; Hilford et al., 2002; Kelley and Wixted, 2001; Qin et al., 2001; Slotnick
and Dodson, 2005; Slotnick et al., 2000; Wixted, 2007; Yonelinas, 1997, 1999). This has prompted theorists to add extra memory
processes (Yonelinas, 1994; Yonelinas and Parks, 2007) or extra sources of information (DeCarlo, 2002, 2003; Hilford et al., 2002;
Kelley and Wixted, 2001) to standard SDT to account for these findings. These models are all focused on fitting ROC functions and
do not account for RTs. However, RTCON2 can account for nonlinear z-ROC functions through changes in the height of the deci-
sion boundaries as opposed to changes in the memory process while also fitting RT distributions.

Three sets of simulated data are plotted in Fig. 3 (these are typical of observed patterns of data). For these simulations, the
evidence feeding into the decision was held constant (i.e., all of the simulations use the same drift rate parameters and confidence
criteria) while the decision boundaries were varied. For the first data set the boundaries were flat, for the second they were inverted
U-shaped, and for the third they were U-shaped (as shown in the third row of Fig. 3). These changes in decision boundaries affect
both RTs and response proportions. Confidence categories with relatively smaller decision thresholds yield faster RTs such that the
RT quantiles exhibit the same pattern across confidence categories as the decision boundaries (as shown in the first row of Fig. 3).
Confidence categories with relatively smaller decision thresholds also yield a larger proportion of responses. In the bottom row
of Fig. 3, note that when the low-confidence categories (numbers 3 and 4) had relatively lower thresholds (as in the third column)
there were a larger proportion of responses in those categories than when those categories had equal or higher thresholds (as in the
first and second columns). However, the drift rate still plays a larger role in response proportions than boundary height (i.e., these
simulations were generated with relatively strong drift rates and so the largest proportions of responses are for high-confidence
correct responses). When the cumulative hit and false alarm rates for each confidence criteria are standardized and plotted against
each other (as in the second row), we see that these z-ROC functions also exhibit the same pattern as the decision boundaries. That

Figure 2 RTCON2 model. The distribution of evidence for an item on a given trial drives six accumulators (one for each confidence category). The
proportion of the distribution between the confidence criteria on the memory strength dimension drives the drift rate for each confidence category.
When one of the accumulators reaches its decision boundary, the corresponding response is made.
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is, the inverted U-shaped boundaries produced inverted U-shaped z-ROC functions and so on. This example demonstrates
the ability of RTCON2 to produce nonlinear z-ROC functions with a single source of information by changing aspects of the
decision-making process rather than changing the information upon which the decision is based. It also demonstrates the
importance of modeling the decision process as well as the representation of information in memory. Each of these patterns of
RT distributions and response proportions was produced using identical evidence distributions. Without a model of the
decision-making process, the differences in these patterns of data would be incorrectly interpreted as differences in memory rather
than differences in decision-making processes.

RTCON2 has been fit to item recognition data (Ratcliff and Starns, 2013) and associative recognition data (Voskuilen and
Ratcliff, 2016) and was able to fit a wide variety of z-ROC shapes from these tasks with a single source of information frommemory.

Figure 3 Simulations from RTCON2. Each column shows one set of simulated data. The first row shows the 0.1, 0.3, 0.5, 0.7, and 0.9 RT
(response time) quantiles for each confidence category for one of the conditions (the strong old condition). The second row shows the z-ROC
functions, the third row shows the values of the decision boundaries used to generate the data, and the fourth row shows the response proportions
for each confidence category for each of the three conditions. For all three sets of simulated data, the following parameter values were used: nonde-
cision time was 350 ms; range in nondecision time was 100 ms; within-trial noise was 0.1; scale on drift was 0.04; range in decision boundaries was
1; confidence criteria were 0.0, 0.5, 1.0, 1.5, and 2.0; mean drift rates were �0.5, 1.5, and 2.5 (for new, weak old, and strong old conditions,
respectively); and the mean drift rates were normally distributed across trials with a standard deviation of 0.5 (for all conditions). Decision boundary
values are shown in the figure.
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The model’s explanation for these different shapes is based primarily on individual differences (i.e., how people set their decision
boundaries) rather than additional memory processes or sources of information. In their experiment 3, Voskuilen and Ratcliff
(2016) fit RTCON2 to data from 34 subjects from an associative recognition task with confidence judgments. Out of these 34
subjects, exactly half of them had z-ROC functions that were significantly different from linear and the other half had z-ROC func-
tions that were not significantly different from linear. That is, there was considerable variety in the data patterns across subjects.
Select fits from this experiment are shown in Fig. 4 (these subjects were chosen to illustrate the range of patterns the model can
fit). The first two rows in Fig. 4 plot the RT quantiles for each confidence response with the six response keys plotted on the
x-axis (the “sure rearranged” category is labeled 1 and the “sure intact” category is labeled 6) and the RT quantiles plotted vertically
with each line representing a reaction time quantile. The numbers plotted represent the empirical data and the lines represent
predictions from themodel. Response categories with fewer than 5 responses are omitted, and only the median quantiles are plotted
for categories with between 5 and 10 responses. The third and fourth rows in each figure plot the empirical and predicted z-ROC and
ROC curves for each subject. The fifth row plots the decision boundaries for each confidence response and the sixth row plots the
response proportions (both empirical data and model predictions) for each confidence response and condition.

The model predictions match the data quite closely for these subjects. As shown in the sixth row, the model is able to reproduce
the response proportions from subjects who spread their responses fairly evenly across the confidence categories (subjects 7 and 18)
as well as those who used some confidence responses much more often than others (subjects 3 and 13). As shown in the third and
fourth rows, the model-predicted ROC curves match the data closely, even for subjects whose performance is near ceiling (subject
13) or floor (subject 12). The model is able to produce both linear z-ROC functions (subjects 7 and 18) and nonlinear z-ROC
functions (subject 13). However, while RTCON2 was able to account for most of the response patterns and reaction times in these
experiments, the model was not always able to produce the U-shaped z-ROC functions observed for some of the subjects in this
experiment. As described previously, RTCON2 is able to produce nonlinear z-ROC functions by changing the relative height of
the decision boundaries such that there is a correspondence in the model predictions between the shape of the RT quantiles and
the shape of the z-ROC function. Unsurprisingly then, the model had trouble producing U-shaped z-ROC functions when the
shapes of the RT quantiles were not consistent with the shapes of the z-ROC functions.

RTCON2 also had difficulty producing some of the patterns of response proportions associated with U-shaped z-ROC functions.
In the model, evidence is represented as a normal distribution (with an SD of 1) on some memory strength dimension and the
position of this distribution varies across trials (according to another normal distribution with mean m and SD s). This representa-
tion of evidence constrains the possible patterns of response proportions that the model can produce. For example, to produce
chance performance for some confidence level, the evidence distributions for “intact” and “rearranged” items must have similar
area in that response region. However, such a restriction affects the area of the evidence distributions in all of the other response
regions since they are all determined by the location of the normal distribution of evidence. Thus the model has difficulty
producing, for example, extreme changes in performance for neighboring response options. This representation of evidence has
previously provided a good fit to data (Ratcliff and Starns, 2013). However, as discussed in Ratcliff and Starns (2013), the
distribution of memory strength across trials does not need to be a normal distribution and could instead take the form of
some distribution predicted by a memory model or a mixture model where the mean of the distribution of memory strength
for associative information may depend on other factors (such as item information). Such changes might enable the model to
fit more of the U-shaped z-ROC functions. This type of combined modeling approach would allow researchers to take advantage
of the ability of RTCON2 to distinguish between the information feeding into a confidence response and individual differences in
how the confidence response scale is used.

Much of the research attempting to distinguish betweenmodels of memory has been focused on slight differences in the shape of
the z-ROC functions and has ignored RT data. The variation in the shapes of the z-ROC has been used to make claims about the
number of processes involved in a memory decision, the nature of the evidence involved in the decision, and specific characteristics
of the decision process. RTCON2 was designed to account for both RT distributions and response proportions from confidence
judgment tasks while making simple assumptions about the representation of evidence in memory. Without assuming more
than a single dimension of memory strength, RTCON2 was able to produce a variety of ROC and z-ROC shapes (Ratcliff and Starns,
2013; Voskuilen and Ratcliff, 2016). In our three experiments, some of our subjects had slightly U-shaped z-ROC functions, but
other subjects had linear z-ROC functions or inverted U-shaped z-ROC functions. So far, none of the existing memory models
can handle the full observed pattern of RTs and response proportions across confidence levels and none of them, to our knowledge,
would account for the diversity of z-ROC shapes observed in these experiments. Thus the specific ROC and z-ROC shapes cannot be
used solely to infer the nature of evidence frommemory but are also indicative of differences in how different subjects choose to set
decision boundaries when using confidence response scales.

The diffusion model has also been used to validate an assumption made by signal detection models concerning the variability of
memory strengths for old and new items. In recognitionmemory, the slope of the z-ROC function is generally less than 1. In a signal
detection framework, this would occur when the distribution for old items is more variable than the distribution for new items. In
contrast, according to Yonelinas’ dual-process model (1994, 1997), recognition decisions are made based on two independent deci-
sion processesda continuous familiarity process and an all-or-nothing recollection process. Familiarity is thought to follow a signal
detection process where the distributions for old and new items have equal variability, so z-ROC slopes less than 1 occur only when
some proportion of the responses are based on recollection. To test these accounts, Starns and Ratcliff (2014) fit a large number of
recognition memory data sets with two versions of the diffusion model: one where the variability parameters for evidence for old
and new items were constrained to be equal, and one where the two variability parameters were allowed to differ. The model with
unequal variability parameters provided the best fit and the estimates for old item variability were larger than the estimates for new
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Figure 4 Select model fits from Voskuilen and Ratcliff (2016). The first two rows plot the RT (response time) quantiles for each confidence
response with the six response keys plotted on the x-axis (the “sure rearranged” category is labeled 1 and the “sure intact” category is labeled 6) and
the RT quantiles plotted vertically with each line representing a reaction time quantile. The numbers plotted represent the empirical data and the lines
represent predicted data from the model. In conditions where subjects made between 5 and 10 responses the median RT is plotted as an “M” and
the other quantiles are not included. Conditions where subjects made fewer than five responses are omitted from the figure. In conditions where the
model predicted between 5 and 10 responses only the median RT is plotted and the other quantiles are not included. Conditions where the model
predicted fewer than five responses are omitted from the figure. The third and fourth rows in each figure plot the empirical and predicted z-ROC and
ROC curves for each subject. The solid lines depict the empirical data and the dashed lines depict the model predictions. The fifth row plots the
decision boundaries for each confidence response and the sixth row plots the response proportions (both empirical data and model predictions) for
each confidence response and condition. The solid lines depict the empirical data, the dashed lines depict the model predictions, the black lines depict
responses for “intact” pairs, and the gray lines depict responses for “rearranged” pairs.

Diffusion Models of Memory and Decision Making 233

Learning and Memory: A Comprehensive Reference, Second Edition, 2017, 227–241

Author's personal copy



item variability. Starns et al. (2012a) collected recognition memory data with a probability manipulation (i.e., there were different
proportions of “old” items in the test lists) and had subjects emphasize either speed or accuracy across sessions. For both the speed
and accuracy sessions, the slopes of the z-ROC functions were less than 1, but the RTs in the speed condition were fast enough
(mean RT ¼ 526) that recollection should not have been contributing to the decision process (see McElree et al., 1999). These
results are thus inconsistent with the idea that the recollection process is responsible for z-ROC slopes that are less than 1. As in
Starns and Ratcliff, a diffusion model with unequal variability parameters fit better than one with equal variability parameters
and was able to produce z-ROC slopes less than 1. Both of these studies provide support for the unequal variance assumption
of SDT and do so without relying on accuracy-only measures.

2.13.5 Aging and Memory

The diffusion model allows us to determine which components of processing are the sources of differences in RTs. In item recog-
nition, as in other cognitive tasks, older adults consistently make decisions more slowly (Salthouse, 1996; Verhaeghen and
Salthouse, 1997) but not necessarily less accurately than younger adults (Balota et al., 2000; Bowles and Poon, 1982; Craik,
2008; Craik and Jennings, 1992; Erber, 1974; Naveh-Benjamin, 2000; Old and Naveh-Benjamin, 2008; Rabinowitz, 1984;
Schonfield and Robertson, 1966). This slowdown has often been interpreted as a generalized processing deficit in the central
nervous system (e.g., Cerella, 1985; Salthouse, 1996; Deary, 2000). However, using the diffusion model to analyze data from these
types of tasks allows us to investigate the processing differences giving rise to these types of observed differences in behavior and
determine whether these differences are the result of differences in decision-making preferences (such as decision thresholds) or
differences in the ability to extract the information necessary to make a decision.

In item recognition experiments, subjects study lists of items (items may be words, pictures, etc.) and then, during a later test,
must distinguish between items that were on the previous study list (“old” items) and items that were not on the previous study list
(“new” items). Other studies investigating aging and item recognition have found only small effects of age on accuracy in this task
(e.g., Balota et al., 2000; Bowles and Poon, 1982; Craik, 1994; Craik and Jennings, 1992; Erber, 1974; Gordon and Clark, 1974;
Kausler, 1994; Naveh-Benjamin, 2000; Neath, 1998, Chap. 16; Old and Naveh-Benjamin, 2008; Rabinowitz, 1984; Schonfield
and Robertson, 1966). Ratcliff et al. (2004, 2010) compared older and younger adults’ performance on an item recognition
task. Consistent with previous research, they found that older adults responded more slowly and were slightly less accurate than
younger adults. When their data were fit with the diffusion model, the drift rates for the older adults were not significantly different
from the drift rates for the younger adults. Given that drift rate represents the quality of evidence upon which the decision is made,
this indicates that the information retrieved from memory by the older adults is not significantly worse than that retrieved by the
younger adults. Older adults did, however, have significantly longer nondecision times and significantly higher decision thresholds
than younger adults. These differences explain the older adults’ slower RTs. In summary, according to the diffusion model analysis,
older adults take more time to extract the relevant information from memory and physically make a response (i.e., have a longer
nondecision time component) and set more conservative decision thresholds, but the quality of the information they retrieve from
memory is comparable to that of younger adults.

In an associative recognition memory experiment, participants study pairs of items and are then asked to distinguish between
pairs of items that were previously studied together (“intact”) or studied separately (“rearranged”). In contrast to item recognition,
performance in associative recognition tasks becomes significantly worse as individuals age (Bastin and Van der Linden, 2005;
Buchler and Reder, 2007; Craik and Broadbent, 1983; Craik and McDowd, 1987; Healy et al., 2005; Naveh-Benjamin, 2000;
Naveh-Benjamin et al., 2004a, 2004b, 2003; Ratcliff and McKoon, 2015; Ratcliff et al., 2011). Based on these findings, it is generally
concluded that aging minimally impacts item information but greatly impacts associative information. However, similar to the
situation with item recognition, these studies only measured accuracy. Ratcliff et al. (2011) had three groups of subjects (college
age, 60- to 70-year-olds, and 75- to 90-year-olds) who performed both item and associative recognition tasks and recorded both
RTs and accuracy. Consistent with previous behavioral findings, accuracy decreased with age, a small amount for the item recogni-
tion task and a large amount for the associative recognition task, and RTs increased with age for both of the tasks. The data were fit
with the diffusion model and, consistent with previous modeling results, older adults had longer nondecision times and higher
decision thresholds than younger adults. For the item recognition task, there were small but significant differences in drift rates
across age groups. For the associative recognition task, there were larger significant differences in drift rates. Use of the diffusion
model in these studies allows us to determine which slowdowns in RTs reflect a decrease in the quality of information frommemory
and which slowdowns are the result of differences in decision-making preferences.

This study also collected IQ information and found that IQ scores were positively correlated with drift rates, but not other model
parameters (such as boundary separation or nondecision times). Fig. 5 plots mean parameter values from both the item and asso-
ciative recognition tasks for each age and IQ group. In the first row, we see that drift rate varies both with age and IQ. Older adults
and adults with lower IQ have smaller values of drift rate. However, we also see an interaction between age and IQ in the associative
recognition task such that IQ has a larger effect on drift rate for younger adults and smaller effect for older adults. For the young
adults, there are large differences in the drift rates for the different IQ levels. For the very old adults, there are only small differences
in the drift rates for the different IQ levels. This demonstrates that the effect of aging on the quality of information extracted from
memory (i.e., the drift rate) is a leveling off with age as opposed to a fixed amount of decline or a “use it or lose it” pattern of decline
(although note that this is a cross-sectional design, not longitudinal). That is, for the oldest adults there was essentially no effect of
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IQ on drift rates in the associative task, as opposed to an effect of similar size as for younger adults (a fixed decline) or a larger effect
(a “use it or lose it” pattern of decline, with low IQ adults showing greater decline with age than higher IQ adults). In contrast, for
item recognition, IQ has a similar effect on drift rate across all three age groups. In the second and third rows, we see that boundary
separation and the nondecision component vary with age but are unaffected by IQ. This pattern of results helps validate the model.
When freely estimated, components of processing that we would not expect to be related to IQ are not, and components that we
would expect to be related are appropriately correlated with IQ.

By applying the diffusion model, RT and accuracy results can be explained with a single cohesive framework. The model allows
us to describe behavioral effects in terms of the processes underlying the decision, which in turn allows us to make more direct
comparisons across subjects who may have different speed–accuracy preferences.

2.13.6 Electroencephalogram and Memory

The diffusion model can help distinguish between neural components that are related to the evidence feeding into the decision
process and components that are stimulus-related but do not affect the decision. In a perceptual task, Philiastides et al. (2006)
found two EEG components that tracked category information about the stimulus. However, when the components were used
to sort the data into halves based on the value of each component and the diffusion model was fit to each half, drift rates differed

Figure 5 Parameter values from Ratcliff et al., 2011 for each age group (young, old, and very old) and IQ group from both the item and associative
recognition tasks. The dotted lines plot the averages across the three age groups.
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across halves for only the latter component (Ratcliff et al., 2009). This type of analysis helps determine whether information tracked
by neural components is being used in the decision-making process.

In the memory literature, there is debate over whether recognition decisions are based on a single continuous memory dimen-
sion or a continuous dimension plus a discrete-state process. According to the single-process account, recognition decisions are
made based on a single continuous measure of memory strength (although this measure may have more than one source of
information; Cohen et al., 2008; Dennis and Humphreys, 2001; Dunn, 2004; Gillund and Shiffrin, 1984; Hintzman, 1984; Shiffrin
and Steyvers, 1997; Starns and Ratcliff, 2008; Wixted, 2007). According to Yonelinas’ dual-process account, recognition decisions
are made based on two independent decision processesda continuous familiarity process and an all-or-nothing recollection
process (Yonelinas, 1994, 1997). Proponents of this dual-process account of recognition memory have argued that a frontocentral
event-related potential (ERP) component around 400 ms tracks the familiarity process and a parietal ERP component around
600 ms tracks the recollection process (Eichenbaum et al., 2007; Rugg and Yonelinas, 2003).

Ratcliff et al. (2016) used the diffusion model to determine which EEG components track evidence that is used by the decision
process in an item recognition task. In this study, single-trial analysis of EEG signals recorded during the test portions of two item
recognition experiments were used to find a component that distinguished between “old” and “new” items. This was done using
a multivariate pattern analysis that weights the signals from the array of electrodes to produce a single value that represents how
“old” or “new” the EEG signal was for that time window (for more details on this analysis, see Philiastides et al., 2006; Ratcliff
et al., 2009). It is important to note that this analysis is based on the EEG data and stimulus category (i.e., “old” or “new”) but
not on behavioral data. These values were then used to sort the data from each condition into two halvesdan “older” half and
a “newer” halfdand the diffusion model was fit to the data, allowing drift rates to vary across the halves. If the drift rates differ
across the halves of the data, this indicates that the EEG signal represents evidence that is used in the decision process. If the drift
rates do not differ across the halves of the data, this indicates that the EEG signal does not represent information that is used in the
decision process.

Ratcliff et al. (2016) found that the EEG signal distinguished between “old” and “new” items most strongly around 600 ms
after stimulus presentation in both experiments. The regressor values from each trial can be used to generate an ROC curve (as
shown in Fig. 6A and B) and the area under this curve (Az) serves as a measure of the “old”/“new” discriminability. Fig. 6C plots
the time course of this discriminability measure for each of the two experiments along with a 95% confidence limit (calculated via
random permutation). The regressor values from 600 ms were used to sort the data from each condition into “older” and “newer”
halves and the diffusion model was fit to the sorted data. Across the two halves, only the drift rate parameters were significantly
different and the difference was consistent with the regressor values (e.g., “old” stimuli with “older” regressor values had larger
drift rates than “old” stimuli with “newer” regressor values). For comparison, when the data were sorted using the regressor values
from an earlier time point (375 ms after stimulus presentation) and fit with the diffusion model, there were no significant differ-
ences in drift rates across the two halves. Fig. 6C plots the drift rates from the “older” and “newer” halves of the data against each
other for each experiment. In the first column, when the data were sorted according to the regressor value at 600 ms after stimulus
presentation, the drift rates for the “older” half of the data are larger than the drift rates for the “newer” half of the data. In the
second column, when the data were sorted according to the regressor value at 375 ms, the drift rates for the two halves were
approximately equal. Although the regressor value at 375 ms significantly discriminated between old and new items (based on
the random permutation test) for only one of the experiments, there was a significant difference between the regressor values
for old and new items at this time point for both experiments and ERPs at that time point show separation between old and
new items. However, when fitting data based on the signal at that time point, there is no difference in drift rates between the
two halves. This indicates that the signal at that time point, while it may covary with the stimulus categories, does not represent
the information that is used by the decision-making process.

In addition to these split-half analyses, Ratcliff et al. (2016) used the regressor value for each test word as a coefficient for drift
rate where drift rate was defined as: v ¼ v0 þ R*v1, where v0 was a constant that was different for each condition of the experiment
(e.g., words studied once or words studied twice) and R*v1 was the contribution of the regressor value (R). Using this expression for
v, the diffusion model was fit to the choice and RT for each test word using the maximum likelihood method. The best-fitting value
of the v1 coefficient at 600 ms after a test word was displayed was different from zero; that is, the fit was improved by assuming that
drift rate was a function of the regressor compared with the model that assumed a constant drift rate. In other words, the EEG signals
indexed information that was used in the decision process.

In prior studies, an observed frontal signal around 400 ms has been interpreted as a familiarity component while a latter parietal
signal around 600 ms has been interpreted as a recollection component (Eichenbaum et al., 2007; Rugg and Yonelinas, 2003).
According to Yonelinas’ dual-process account of recognition, both of these components are used in recognition decisions. In these
analyses by Ratcliff et al., however, while there are neural signals that differ for old and new items at both of these time points, only
the signal at the latter time point appears to be related to the information used in the decision-making process.

2.13.7 Working Memory

Donkin et al. (2013) used decision-making models and RT distributions to distinguish between competing theories of visual
working memory. In their experiments, a small number of colored squares were presented briefly and then masked, and then
a single test square was presented in the same location as one of the earlier squares and subjects had to judge whether the
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Figure 6 Panel (A) plots the regressor values for old and new test items, which were used to generate the area under the ROC curve (Az). Panel
(B) plots the Az value for each time point for each of the two experiments (solid line) along with the upper 95% confidence limit (dashed line). The
regressor values significantly discriminate old and new items when the solid line is above the dashed line. Panel (C) plots the drift rates for each of
the individual subjects and conditions for each of the two experiments from data sorted according to the regressor value at 600 ms (first column)
and from data sorted according to the regressor value at 375 ms (second column). The points in each plot are labeled according to the conditions in
each experiment: 1, one time presented; 3, three times presented; H, high-frequency words; L, low-frequency words; N, new.
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test square was of the same color or a different color than the square previously presented in that location. According to a discrete
slots account, visual working memory contains some number of slots, which are used to store information about items. Most
importantly, these slots are assumed to be all-or-none. That is, if a particular item was stored in one of the available slots,
then performance for that item should be perfect (i.e., all of the information about it was retained); if a particular item was
not stored in one of the available slots, then performance for that item should be at chance (i.e., none of the information about
it was retained). In contrast, according to a continuous resource account of visual working memory, resources can be allotted
continuously over items. That is, if there are only a small number of items to be remembered, then more information about
each item can be retained, but if a larger number of items must be remembered, then less information about each item can
be retained. There is an ongoing debate in the working memory literature between these two accounts, but much of the research
examining working memory has focused on accuracy and ignored the RTs associated with these tasks (Alvarez and Cavanagh,
2004; Awh et al., 2007; Barton et al., 2009; Bays et al., 2009, 2011; Bays and Husain, 2008; Cowan, 2001; Cowan and Rouder,
2009; Luck and Vogel, 1997; Pashler, 1988; Rouder et al., 2008; van den Berg et al., 2012; Vogel et al., 2001; Wilken and Ma,
2004; Zhang and Luck, 2008).

Donkin et al. (2013) formalized these two accounts of working memory and used a linear ballistic accumulator (LBA) model
(Brown and Heathcote, 2008) to produce accuracy and RT predictions. LBA is a simpler model of decision making and RTs, but its
predictions generally match those of the diffusion model and similar parameters across the two models tend to show the same
patterns of results (Donkin et al., 2011). When formalized in this way, the two accounts of working memory made similar predic-
tions about accuracy but qualitatively different predictions about RT distributions. The data from their experiments were more
consistent with the discrete slots account of working memory, and that model provided a better fit for the majority of their subjects.
Using a model of decision making allowed the researchers to generate predictions about RT distributions from the models as well as
predictions about accuracy, which in turn made the two accounts of working memory distinguishable.

2.13.8 Strength-Based Mirror Effect

Criss (2010) used the diffusion model to distinguish between two competing explanations for the strength-based mirror effect. The
strength-based mirror effect is the finding that hit rates increase and false-alarm rates decrease as studied items are strengthened
(e.g., as encoding time increases; Ratcliff et al., 1990; Stretch and Wixted, 1998). There are two popular explanations for this effect.
According to the criterion shift account, subjects adopt a more conservative decision criterion when their accuracy is high. According
to the differentiation account (which is based on the global matching models; see Shiffrin et al., 1990; Shiffrin and Steyvers, 1997),
better encoding conditions will produce more accurate memories such that old and new items will have more dissimilar
representations in memory. In signal detection terms, the criterion shift account involves a change in the decision criterion and
the differentiation account involves changes in the distributions of memory strength for old and new items.

Criss (2010) collected accuracy and RT data from a recognition memory experiment and fit the data with the diffusion model.
She found changes in mean drift rates consistent with a differentiation account (i.e., there was a larger difference between the drift
rates for targets and lures for the strong encoding condition than for the weak condition). However, she also found changes in the
drift criterion that could be consistent with the criterion shift account.

Additional work by Starns et al. (2010) and Starns et al. (2012b) demonstrated that subjects do adjust decision processes based
on the strength of the items in the test list in support of the criterion shift account. According to the differentiation account, the
strength-based mirror effect arises because of changes to the memory representations that occur during encoding. Starns et al.
(2010, 2012b) held encoding conditions constant, but varied the strength of the items during retrieval (e.g., tested only strong
or only weak items from the study period) and found reduced false-alarm rates for stronger test lists but not for stronger study lists.
That is, they observed a strength-based mirror effect that was based purely on the strength of the test lists, which is inconsistent with
the differentiation claim that the effect occurs because of processes that occur during encoding.

2.13.9 Conclusions

We have described several examples in which application of a model of the decision-making process provided a different account of
the data relative to standard methods. In all of these studies, the addition of a formal model of the decision-making process that
makes predictions about RT distributions either helped distinguish between theories that were difficult or impossible to distinguish
solely from accuracy data, or provided additional support for ideas that were previously based only on accuracy data.

The diffusion model is a model of decision making, not of memory. However, to the extent that memory is studied by asking
subjects to make decisions based on information from memory, modeling the decision process makes it possible to distinguish
effects of memory from effects of decision making. Attempting to draw conclusions about underlying processes without a model
of the decision-making process can lead to incorrect conclusions. Without a model of decision making that allows for individual
differences in how people set decision thresholds, differences in RTs may be interpreted as a cognitive deficit rather than cautious
behavior. Without a model of confidence judgments and RTs, certain patterns of responses may be interpreted as memory effects
rather than differences in decision making. Without a model of how evidence is used to make a decision, patterns of neural activity
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may incorrectly appear to contain information relevant to a decision. In short, mapping somememory representation into behavior
in a memory task requires some kind of decision-making process.

The diffusion model provides one possible account of the process linking underlying cognitive representations and processes to
observable choice behavior.

See also: 2.12 Signal Detection Theories of Recognition Memory.
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