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ABSTRACT OF THE DISSERTATION

Investigation of Spin-Based Phenomena in Candidate Spintronic Materials by Molecular
Beam Epitaxy

by

Adrian Grant Swartz

Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, March 2013

Dr. Roland Kawakami, Chairperson

Spin-based electronics, or spintronics, seeks to utilize the electron degree of freedom in

order to perform logic, computation, or information storage. Proximity based interactions

between nearby systems (i.e. films, adsorbates, molecules) and candidate spintronic mate-

rials (i.e. GaAs, graphene) could lead to the realization of novel phenomena. Such effects,

which rely on atomic orbital overlap, require highly controlled surfaces and interfaces which

can be achieved using molecular beam epitaxy (MBE). Here, this dissertation examines the

feasibility of integrating high quality single crystal ferromagnetic insulators with oxide inter-

faces, the semiconductor GaAs, and graphene. Graphene, a single atomic layer of sp2 bonded

carbon with conducting ⇡ orbitals that extend out of the plane, is highly surface sensitive and

can be considered an ideal material for investigating novel spin-based proximity related be-
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havior. In particular, the interactions of functional oxides or adsorbates with graphene could

lead to induced exchange splitting, magnetism, and spin-orbit coupling.

High quality crystalline deposition of the ferromagnetic insulator EuO is investigated

with the primary focus of realizing high quality abrupt interfaces between the functional

oxide and the spintronic material of choice. In this dissertation, stoichiometric EuO films are

investigated on a wide variety of substrates including the spintronic relevant materials GaAs,

2-D planes of TiO2, and sp2 bonded carbon. The integration of EuO on these materials is a

key advance towards experimental observation of the exchange proximity effect.

The atomic scale control over deposition provided by MBE allows for the investigation

of submonolayer adsorbates (adatoms) and their interactions with graphene. In order to un-

derstand the effect of the adsorbates on spin-based properties and phenomena, we have per-

formed systematic in-situ deposition of adatoms onto graphene non-local spin valves. Atomic

hydrogen induces magnetic moments in graphene that couple via exchange to the injected

spin current. This coupling results in an exchange field which causes the spins to precess

rapidly with an effectively enhanced electron g-factor. These results demonstrate the power

of molecular beam epitaxy in realizing novel graphene properties and functionality through

careful control over the key interfaces and proximity materials.
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Chapter 1

Spintronics

1.1 Introduction

Spin-based electronics, or spintronics, seeks to utilize the electron degree of freedom in

order to perform logic operations or information storage. Over the years, many significant

advances have been made in the field towards realizing commercial applications that can

work either in place of or in conjunction with standard Si based electronics. In particular,

the discovery of giant magnetoresistance (GMR) (Nobel Prize in Physics 2007) [1, 2] and

tunneling magnetoresistance [3, 4, 5, 6] has revolutionized magnetic sensing technology and

increased hard drive storage many orders of magnitude [7]. In practice, much of the current

spintronics field is founded upon taking advantage of the built in spin polarized nature of

ferromagnetic materials. In recent years there has been a push in trying to realize control

over spins and spin dynamics in systems such as NV diamond centers [8, 9, 10] and quantum

1
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Figure 1.1: DOS for Ferromagnetic and Non-magnetic Materials. a) Spin-dependent density
of states (DOS) for a ferromagnetic material. b) Spin-dependent density of states for a non-
magnetic materials. Number of spin up and spin down the below the fermi level and at the
fermi level are equal for a non-magnetic material.

dots [11, 12, 13] to try to realize logic operation by coupling the spin degree of freedom with

optical control [14]. There are several excellent reviews on the current status of spintronics

[15, 16, 17, 18, 19, 20, 21, 22, 14, 23, 24, 25].

A simple model for a ferromagnetic material is displayed in Fig. 1.1 and compared

with a non-magnetic material. In the Stoner-Wohlfarth picture [26], a ferromagnet can be

understood in terms of the spin-dependent density of states (DOS), for which there is a spin

imbalance when the number of up spins (N") exceeds the number of down spins (N#). In

this model, spontaneous magnetism arises from a spin imbalance in the net spin-dependent

DOS (N" � N#) and the properties for spin injection are determined by the difference in the

density of states at the Fermi level (N"(EF )�N#(EF )), where EF denotes the Fermi level in

the material. This model works satisfactorily for understanding d-orbital based ferromagnets

such as Co and Fe. In Rare earth based ferromagnetic materials, the magnetic moment lies in

2
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FIG. 2. Magnetoresistance of a [(Fe 30 A)/(Cr 9 A)]40 su-
perlattice of 4.2 K. The current is along [110] and the field is

in the layer plane along the current direction (curve a), in the
layer plane perpendicular to the current (curve b), or perpen-
dicular to the layer plane (curve c). The resistivity at zero

field is 54 pA cm. There is a small diA'erence between the

curves in increasing and decreasing field (hysteresis) that we

have not represented in the figure. The superlattice is covered

by a 100-A Ag protection layer. This means that the magne-

toresistance of the superlattice alone should be slightly higher.

of Grunberg et al. and by the spin-polarized low-energy

electron-diffraction experiments of Carbone and Alvara-

do. ' The AF coupling between the Fe layers has been

ascribed to indirect exchange interactions through the Cr
layers, but a theoretical model of these interactions is

still lacking. '

The magnetoresistance of the Fe/Cr superlattices has

been studied by a classical ac technique on small rec-

tangular samples. Examples of magnetoresistance curves

at 4.2 K are shown in Figs. 2 and 3. The resistance de-

creases during the magnetization process and becomes

practically constant when the magnetization is saturated.

The curves a and b in Fig. 2 are obtained for applied
fields in the plane of layers in the longitudinal and trans-

verse directions, respectively. The field Hp is the field

needed to overcome the AF couplings and to saturate the

magnetization (compare with Fig. I). In contrast, fields

applied perpendicularly to the layers (curve c) have to

overcome not only the AF coupling but also the magnetic

anisotropy, so that the magnetoresistance is saturated at

a field higher than Hs.
The most remarkable result exhibited in Figs. 2 and 3

is the huge value of the magnetoresistance. For tc„=9
A and T-4.2 K, see Fig. 2, there is almost a factor of 2
between the resistivities at zero field and in the saturated

state, respectively (in absolute value, the resistivity

change is about 23 p 0 cm). By comparison of the re-

sults for three different samples in Fig. 3, it can be seen

iiR/R (H =0)

(Fe 30 A/ Cr 18 A }3Q

0 7

(Fe 30 A/ Cr 12 A)qq

o.e—

(Fe 30 A/Cr 9A),o

I

- /+0
I

-30
I

-20
I

-10

0.5-

I

10

Hs

20 30 / 0

Magnetic field ( k G)

FIG. 3 Magnetoresistance of three Fe/Cr superlattices at 4.2 K. The current and the applied field are along the same [110]axis
in the plane of the layers.

2473

FM FMNM FM FMNMa) b)

RP RP

RAP RAP

RP RAP

RAP RP

Figure 1.2: Giant Magnetoresistance (GMR). Left column: Adapted from [1]. GMR ef-
fect in Fe/Cr superlattices. Right column: Cartoon schematic of GMR effect. a) Parallel
configuration for two metallic ferromagnetic thin film layers with a non-magnetic metallic
interlayer. Current path for resistance measurement is perpendicular to the plane (CPP). b)
Antiparallel (AP) configuration of the GMR device generating a high resistance state.

the highly localized 4f shell. Rare earth magnetism and exchange will be discussed further

in Chapter 3.

Fig. 1.2 (left column) displays the magnetoresistance effect in molecular beam epi-

taxy (MBE) grown Fe(001)/Cr(001) superlattices grown on GaAs(001). MBE is a materials

growth technique that allows for high purity thin film materials with control at the atomic

scale and is discussed in more detail in Chapter 2. The resistance is measured by driving a

current perpendicular to the plane (CPP) of the superlattice. Focusing on the 9 Å thick Cr su-

perlattice, the resistance is maximum at zero field and decreases as a magnetic field is applied.

This behavior can be understood in terms of RKKY coupling [26] between the ferromagnetic

layers. Itinerant electrons within the non-magnetic layer can couple the magnetizations of

the adjacent ferromagnetic layers through exchange coupling, Hex = �J( ~M1 · ~M2). The

coupling favors parallel or antiparallel configurations depending on the sign of the exchange

3



coupling term, J . According to RKKY theory [26], J depends strongly on the thickness

(d) of the of the non-magnetic layer and can oscillate between positive and negative values

depending on d, following the equation J / cos 2kFd. A cartoon schematic explaining the

GMR effect in such exchange coupled FM/NM/FM superlattices is displayed in Fig. 1.2

(right column). Consider two channel (spin up or spin down) transport through this struc-

ture. A spin channel which is parallel (P) to the magnetization of a ferromagnetic layer will

experience less scattering than a spin channel that is antiparallel (AP) to the magnetization.

This can be modeled in a simple high (low) resistor circuit for AP (P) configuration. When

the magnetizations, M1 and M2 are in an AP configuration there is an overall increase in the

resistance compared to a P configuration for M1 and M2. Accordingly, the Fe/Cr superlattice

with 9 Å of Cr has antiferromagnetically coupled Fe layers at zero applied field and therefore

demonstrates a maximum in the resistance of the structure.

A related phenomena, known as tunneling magnetoresistance (TMR), occurs in similar

structures for which the nonmagnetic metallic interlayer is replaced with an insulating mate-

rial such as Al2O3 or MgO. For these heterostructures, transport is strongly dependent upon

the spin-dependent tunneling probability between the two ferromagnetic layers [3]. This is

schematically depicted in Fig. 1.3. The insertion of single crystal MgO(001) tunnel bar-

riers into TMR devices proved to be a revolutionary advance in the field of magnetic head

sensors. This is due to the special �1 spin filtering associated with Co/MgO, Fe/MgO, and

CoFeB/MgO interfaces which can yield large TMR values above 400% [6, 5, 27]. Such large

changes in the resistivity combined with advances in nanofabrication processes has made
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Figure 1.3: Tunneling Magnetoresistance (TMR). a) Spin-dependent DOS for two adjacent
ferromagnetic materials separated by an insulating layer in the parallel configuration. Tunnel-
ing probability is determined by spin-dependent DOS at the Fermi level. b) Spin-dependent
DOS for two adjacent ferromagnetic materials separated by an insulating layer in antiparallel
configuration. Tunneling probability is minimal due to the lack of available states to tunnel
into at the Fermi level. Note: This is a simplified picture assuming 100% spin polarization
at the Fermi level. Standard ferromagnetic materials (Co, Fe) have much lower polarization
at the Fermi level when compared to half metallic materials such as EuO1�x, LSMO, and
Fe3O4.

TMR devices extremely important for the hard drive industry and have since replaced GMR

as the industry mainstay.

As discussed above, spintronic devices are extremely important for for data storage in

industrial applications. However, spintronics for information processing is still being inves-

tigated from a fundamental point of view. The standard premise for a functional spin-based

transistor consists of spin injection into a non-magnetic channel, transport along the chan-
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We propose an electron wave analog of the electro-optic light modulator. The current 

modulation in the proposed structure arises from spin precession due to the spin-orbit coupling 

in narrow-gap semiconductors, while magnetized contacts are used to preferentially inject and 

detect specific spin orientations. This structure may exhibit significant current modulation 

despite multiple modes, elevated temperatures, or a large applied bias. 

Recent experiments have shown that quantum interfer-

ence effects playa significant role in electron transport in 

nanostructures at low temperatures. 1 These effects are anal-

ogous to those wen known in microwave or optical networks 

and quantum device concepts based on microwave analogies 

have been studied.2
,3 A number of microwave and optical 

devices like the magic tee or the electro-optic light modula-

tor rely on the two allowed polarizations of electromagnetk 

waves. An obvious question to ask is whether analogous de-

vices are conceivable based on the two possible spin polariza-

tions of electron waves. The purpose of this letter is to ex-

plore this possibility theoretically. 

The current modulation in the proposed structure arises 

from spin precession due to the spin-orbit coupling in nar-

row-gap semiconductors, while magnetized contacts are 

used to preferentially inject and detect specific spin orienta-

tions. The basic effect can be understood by analogy with the 

electro-optic light modulator shown in Fig. 1 (a). A polariz-

er at the input polarizes the light at45° to they axis (in they-z 

plane) which can be represented as a linear combination of z-

and y-polarized light. 

C) = + (1) 

(45' pol.) (z pol.) (y pol.) 

As this light passes through the electro-optic material, the 

two polarizations suffer different phase shifts klL and k2L 

because the electro-optic effect makes the dielectric constant 

fEZ2 slightly different from Cyy • The light emerging from the 

electro-optic material is represented as (::::: ) . The analyzer 

at the output lets the component along ( : ) to pass through. 

The output power Po is given by 

I (
eik'L) 12 ? (k1 -

Po cr.: (1 1) eik,L '= 4 cos- 2 - . (2) 

The light output is modulated with a gate voltage that COB.-

troIs the differential phase shift t::..e = (k1 - k 2 )L. 

The analogous device based on electron waves is shown 

in Fig. 1 (b). The polarizer and analyzer can be implemented 

using contacts made of a ferromagnetic material like iron.4 

At the Fermi level in such materials the density of states fcr 

electrons with one spin greatly exceeds that for the other, so 

that the contact preferentially injects and detects electrons 

with a particular spin. Spin current polarization up to 

50% has been experimentally demonstrated utilizing Per-

malloy contacts.4
,5 Although further work in this area is 

needed, implementation of the spin polarizer and analyze:r 

seems feasible. A contact magnetized in the x direction pref-

erentially launches and detects electrons spin polarized 

along positive x which i.s represented as a linear combination 

of positive z-polarized and negative z-polarized electrons. 

(1) 
\1 + (3) 

(I x po!.) (I Z j.ol.) (-- z pol.) 

Finally we need the analog of an electro-optic material 

which will introduce a differential phase shift between + z 

polarized and - z polarized electrons that can be controlled 

with a gate voltage. Narrow-gap semi.conductors like 

InGaAs provide just what we need, as we will describe be-

low. 

It has been established both theoreticaHy6,7 and experi-

mentally8,9 that in 2DEGs in narrow-gap semiconductors 

there is an energy splitting between up-spin and down-spin 

electrons even when there is no magnetic field. The domi-

nant mechanism for this "zero-field spin splitting" is be-

lieved to be the Rashba term in the effective mass Hamilto-

nian: 

(4) 

y 
y 

Electro-optic material 

z 
z 

Polarizer 

(a) 
Analyzer 

In AlAs 

in GaAs 

(b) 

FIG. I. (a) Electro-optic modulator; (b) proposed electron wave analog of 

the electro-optic modulator. 

665 Appl. Phys. Lett. 56 (7), 12 February 1990 0003-6951/90/070665-03$02.00 @ 1990 American Institute of Physics 665 

Figure 1.4: The Datta-Das SpinFET. Adapted from [28].

nel, spin manipulation in transit, and spin detection. Such a device was first proposed by

Datta and Das in 1990 [28] and is shown in Fig. 1.4. In this novel device, the proposed spin

transport channel is the two dimensional electron gas (2DEG) that forms at InAlAs/InGaAs

interfaces. One Fe contact provides a source for spin injection, while the other acts as an ana-

lyzer for spin detection in analogy to an electro-optic modulator. Due to inversion symmetry

breaking, there exists Rashba type spin-orbit (SO) coupling at this interface. The Datta-Das

spin field effect device (SpinFET or SFET) is based on the idea that spins in transit can be

modulated through an applied gate voltage which can tune the Rashba SO coupling. Much

of the work contained in this dissertation is aimed at trying to realize materials systems and

routes for control over spin transport beyond the simple Datta-Das Rashba model.

First, spin injection from a ferromagnet into a non-magnetic material must be discussed.

Fig. 1.5 shows the junction between a ferromagnetic metal and a non-magnetic metal. Spin-

dependent properties within the FM and NM magnetic layers are best described by the spin-

dependent chemical potentials (µFM,",#, µNM,",#) and average chemical potential (µFM =

1
2(µFM," + µFM,#)). Under an applied bias, the problem can be discussed in terms of Ohm’s

6
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When magnetic field B is applied perpendicular to the
axis of spin orientation (transverse magnetic field), it
will induce spin precession with the Larmor frequency
!L!"BgB/# , where "B is the Bohr magneton and g is
the electron g factor.31 The spin precession, together
with the random character of carrier generation or dif-
fusion, leads to the spin dephasing (see Sec. III.A.1).
Consider spins excited by circularly polarized light (or
by any means of spin injection) at a steady rate. In a
steady state a balance between nonequilibrium spin gen-
eration and spin relaxation is maintained, resulting in a
net magnetization. If a transverse magnetic field is ap-
plied, the decrease of the steady-state magnetization can
have two sources: (a) spins which were excited at ran-
dom time and (b) random diffusion of spins towards a
detection region. Consequently, spins precess along the
applied field acquiring random phases relative to those
which were excited or have arrived at different times. As
a result, the projection of the electron spin along the
exciting beam will decrease with the increase of trans-
verse magnetic field, leading to depolarization of the lu-
minescence. This is also known as the Hanle effect
(Hanle, 1924), in analogy to the depolarization of the
resonance fluorescence of gases. The Hanle effect was
first measured in semiconductors by Parsons (1969). The
steady-state spin polarization of the precessing electron
spin can be calculated by solving the Bloch-Torrey equa-
tions (Bloch, 1946; Torrey, 1956), Eqs. (52)–(54) describ-
ing the spin dynamics of diffusing carriers.

In p-doped semiconductors the Hanle curve shows a
Lorentzian decrease of the polarization (Parsons, 1969),
Pn(B)!Pn(B!0)/(1"!LTs)2, where Pn(B!0) is the
polarization at B!0 from Eq. (12) and Ts

#1 is the effec-
tive spin lifetime given by 1/Ts!1/$"1/$s ; see footnote
29. Measurements of the Hanle curve in GaAlAs were
used by Garbuzov et al. (1971) to separately determine
both $ and $s at various temperatures. The theory of the
Hanle effect in n-doped semiconductors was developed
by D’yakonov and Perel’ (1976), who showed the non-
Lorentzian decay of the luminescence for the regimes of
both low ($J /$s$1) and high ($J /$s%1) intensity of the
exciting light. At high fields Pn(B)%1/B1/2, consistent
with the experiments of Vekua et al. (1976) in
Ga0.8Al0.2As, showing a Hanle curve different from the
usual Pn(B)%1/B2 Lorentzian behavior (D’yakonov
and Perel’, 1984a). Recent findings on the Hanle effect
in nonuniformly doped GaAs and reanalysis of some
earlier studies are given by Dzhioev et al. (2003).

C. Theories of spin injection

Reviews on spin injection have covered materials
ranging from semiconductors to high-temperature super-
conductors and have addressed the implications for de-
vice operation as well as for fundamental studies in

solid-state systems.32 In addition to degenerate conduc-
tors, examined in these works, we also give results for
nondegenerate semiconductors in which the violation of
local charge neutrality, electric fields, and carrier band
bending require solving the Poisson equation. The nota-
tion introduced here emphasizes the importance of dif-
ferent (and inequivalent) spin polarizations arising in
spin injection.

1. F/N junction

A theory of spin injection across a ferromagnet/
normal metal (F/N) interface was first offered by
Aronov (1976b). Early work also included spin injection
into a semiconductor (Sm; Aronov and Pikus, 1976;
Masterov and Makovskii, 1979) and a superconductor
(S; Aronov 1976a). Spin injection in F/N junctions was
subsequently studied in detail by Johnson and Silsbee
(1987, 1988a),33 van Son et al. (1987), Valet and Fert
(1993), Hershfield and Zhao (1997), and others. Here we
follow the approach of Rashba (2000, 2002b) and con-
sider a steady-state34 flow of electrons along the x direc-
tion in a three-dimensional (3D) geometry consisting of
a metallic ferromagnet (region x&0) and a paramag-
netic metal or a degenerate semiconductor (region x
'0).

The two regions, F and N, form a contact at x!0, as
depicted in Fig. 7. The relative magnitudes of three char-

31In our convention the g factor of free electrons is positive,
g0!2.0023 (Kittel, 1996).

32See, for example, Osofsky (2000); Goldman et al. (1999,
2001); Johnson (2001, 2002a); Maekawa et al. (2001); Jedema,
Nijboer, et al. (2002); Schmidt and Molenkamp (2002); Tang
et al. (2002); and Wei (2002).

33Johnson and Silsbee base their approach on irreversible
thermodynamics and consider also the effects of a temperature
gradient on spin-polarized transport, omitted in this section.

34Even some dc spin injection experiments are actually per-
formed at low (audio-frequency) bias. Generalization to ac
spin injection, with a harmonic time dependence, was studied
by Rashba (2002a).

FIG. 7. (Color in online edition) Spatial variation of the elec-
trochemical potentials near a spin-selective resistive interface
at an F/N junction. At the interface x!0 both the spin-
resolved electrochemical potentials ("& , &!� ,� , denoted with
solid lines) and the average electrochemical potential ("F ,
"N , dashed lines) are discontinuous. The spin diffusion
lengths LsF and LsN characterize the decay of "s!"�#"� (or
equivalently the decay of spin accumulation and the nonequi-
librium magnetization) away from the interface and into the
bulk F and N regions, respectively.

333Žutić, Fabian, and Das Sarma: Spintronics: Fundamentals and applications

Rev. Mod. Phys., Vol. 76, No. 2, April 2004

Figure 1.5: Spin Injection at FM/NM Interface. Top panel: Schematic of the interface be-
tween a ferromagnetic metal (FM) and a non-magnetic metal (NM). Bottom panel: Adapted
from [16]. Spin-dependent chemical potentials as a function of position at the interface of
FM and NM materials.

law and the continuity equation [16, 26]. At the interface, the average chemical potential is

discontinuous due to a difference in the spin chemical potentials between the two materials

caused by the presence of a polarization current. This potential drop at the interface is often

called spin accumulation and relies on the principle of two different spin conduction channels

and two materials with different electrical conductivities. Away from the interface, the spin-

dependent chemical potentials decay exponentially with characteristic length-scales. This is

the spin diffusion length, �sf =

p
D⌧s, where D is the diffusion constant of the respective

materials and ⌧s is the spin lifetime. In figure 1.5, the spin diffusion length, �sf , is denoted

LsF and LsN for the ferromagnetic and non-magnetic materials, respectively. Away from the

interface, µNM," and µNM,# approach µNM as the spin population relaxes with characteristic

time that is ⌧s and characteristic length-scale, �sf . It is of fundamental importance to better

understand the nature of spin-relaxation in different materials in order to realize applicable

SFET behavior.
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develops side lobes. The width and shape become influ-

enced by the arrival-time distribution [Fig. 2(b)] as well as
the decay time, T2.
We have presented this model because there is a clear

physical interpretation of the signal: It is the Fourier
transform of the probability P'(t) of finding an unrelaxed

moment at the detector at time t. One can use Eqs. (1)
and (2), take the continuum limit of „C~„+z)&z, and per-

form the Fourier transform to derive an explicit function-

al form that predicts the signal shape and amplitude

with only two independent fitting parameters, g and T2.
This is equivalent to solving the 81och equations with a
diffusion term.

Note that a field applied along x would generate the

same shape signal. However, a field applied along z ex-
erts no torque on the spins; they will not precess, and

there will be no quenching of the signal by the applied

field. Instead, one expects a signal that is independent of
field strength. For the general case of a field applied at

angle P with respect to the magnetization direction z, the
field-dependent signal should vary as sin P.
The paramagnetic metal in this experiment was pure

aluminum with a bulk residual resistivity ratio (RRR) at
4 K of about 10" before processing. It was cold rolled,

annealed, and sliced into a bar 50 pm by 100 pm by 1.5
cm. This was fixed to a sapphire substrate and coated
with a 1-pm layer of polyimide. Windows 15)&40 pm
were photolithographically defined and cheinically etched

through this insulating layer to expose the surface of the
aluminum. The surface was cleaned with an argon-ion

mill, and a thin film ( -650 A) of Permalloy was

electron-beam evaporated at a base pressure of 10 Torr.
Gold was evaporated over the Permalloy to inhibit oxida-
tion. Indium wires were cold welded to these junctions
and led to the injecting and detecting circuits. The resis-
tance of the junctions is estimated to be less than a few

milliohms, but we do not believe them to be clean, metal-
to-metal interfaces. The samples had a RRR of —1100
after processing; the mean free path is dominated by sur-

face scattering. The detector was a SQUID picovoltme-

ter, used with an ac bridge and a lockin at 4 Hz. Sensi-

tivity was a few picovolts. For g=0.07, this corre-

sponds to a nonequilibrium spin imbalance in the alumi-

num of 1 spin in 10" (i.e., b,nin =10 "), or to the im-
balance produced in equilibrium (Zeeman splitting) by an

applied field of 10 mG!
The magnetization of thin ferromagnetic films remains

nearly in the plane of the films for applied fields of any
orientation as long as the applied field is small in magni-

tude compared with the 4m.M of the film. The films used
in our experiment show substantial in-plane anisotropy of
unknown origin. Once established in the —z direction by

application of a large applied field along —z, the magnet-
ization appears to be stable against reversal up to an op-

posing field (along z), Bp, of about 100 G. It is stable
against large in-plane rotation for applied fields in the x
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FIG. 3. Sample Walrus7; typical z sweep, from negative to
positive field; zero voltage is arbitrarily determined by the
bridge. Inset: Observed Hanle-signal amplitude as a function
of orientation angle P of magnetic field.

direction less than 40 G. In a typical experiment, a field
of a few hundred gauss is applied along z to define the
magnetization of injector and analyzer parallel to each
other. B, is then reduced to zero and the field is swept

along x or y, or at angle P from z in the y-z plane. The
component of field along —z is always less than Bp, so
that the initial alignment of injector and analyzer is
preserved.

The x and y sweeps show a signal of the predicted
shape, with a reasonable width and amplitude. Sweeps on
a control sample (no ferromagnetic film) showed no
Hanle signal. The predicted sin P dependence of the
Hanle-signal amplitude as a function of orientation of ap-
plied field is confirmed in the inset of Fig. 3. A typical z
sweep is shown in Fig. 3. The magnetization of the films
is established along —z, and the field is swept from nega-
tive to positive. Note there is no Hanle effect around
B=0, as predicted. There is, however, a dramatic change
in signal at Bp ~, with recovery to the original signal at
Bp 2. At Bp i the injector (or detector) magnetization has

reoriented by 180 and points along +z, resulting in a re-
versal of sign of the spin-coupled signal. At Bpp the
detector (or injector) has flipped its orientation as well;
now both are aligned along +z and the original signal is
recovered. This interpretation was confirmed by halting
a z sweep between Bp i and Bp2 reducing the field to
zero, and then sweeping B along y. The Hanle signal is
observed, as in Fig. 1(c), but with opposite sign, a dip
rather than a peak.
As a more detailed test of the interpretation, data were

taken on several samples of different probe separations,
over the temperature range 4 to 55 K, and fitted by the
function described above. Two examples of data and fits
are shown in Figs. 4(a) and 4(b). The former is an x
sweep in the limit 6, &L. The latter is a y sweep in the
limit 6, &I.. Note the appearance of side lobes beyond
the central peak, as predicted. The small asymmetry in
line shape is readily explained by a generalization which
includes the effect of imperfect alignment of polarizer
and analyzer.

Values of g for two samples are 0.060+0.008 and

1792

Figure 1.6: The Johnson-Silsbee Experiment of Non-local Spin Transport. Adapted from
[29].

In a pioneering experiment, Johnson and Silsbee [29] demonstrated a working lateral spin

valve using permalloy (Py) electrical contacts to an Al channel in a non-local geometry (See

Fig. 1.6). The picture of FM/NM spin injection based on spin-dependent chemical potentials

discussed above is directly relevant for multiterminal electrical measurements. In particular,

the CPP GMR measurements can also be understood in this way [26, 7]. The Johnson-Silsbee

experiment for non-local spin transport was revisited in 2002 by Jedema (van Wees group)

[30]. The non-local geometry has a particular advantage over other electrical measurements

in that it separates out contributions from spin and charge transport and can probe the spin

properties (�sf , ⌧s) of the transport channel.

Fig. 1.8 (left column) a) displays a scanning electron microscope (SEM) image from

the Jedema experiment of a non-local spin valve fabricated using modern e-beam lithog-

raphy techniques [30]. The device uses Co electrodes contacted to an aluminum channel

with Al2O3 tunnel barriers inserted between the Co and Al. The electrical schematic for

the measurement is displayed in Fig. 1.8 (left column) b). In the four terminal non-local

measurement, the current path is separated from the voltage detection points. As shown in
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direction can be controlled by inducing a coherent spin preces-
sion caused by an applied perpendicular magnetic field. By
inducing an average precession angle of 1808, we are able to
reverse the sign of the output voltage.
In our experiment we use amesoscopic spin valve (Fig. 1a), where

a cobalt ferromagnetic electrode (Co1) injects spin-polarized elec-
trons into an aluminium (Al) strip via a tunnel barrier. At a distance
L from the injector a second cobalt electrode (Co2) is placed, which
detects spin-polarized electrons in the Al strip through a tunnel
barrier. The presence of the tunnel barriers is crucial, as they provide
a high spin dependent resistance, which enhances the spin polariz-
ation of the injected current flowing into the Al strip8–10. In
addition, the barriers cause the electrons, once injected, to have a
negligible probability of losing their spin information by escaping
into the Co electrodes. During the time of travel from injector to
detector, the spin direction of the electrons can therefore only be
altered by (random) spin flip scattering processes in the Al strip or,
in the presence of an external magnetic field, by coherent precession.
Here we experimentally demonstrate both processes by measuring
the amplitude of the spin signal, first as a function of the Co
electrode spacing L and second as a function of an applied
perpendicular magnetic field. A related method of probing spin
injection and detection has been reported by Johnson and Silsbee3.
However, the reduction of the sample dimensions by 3 orders of
magnitude and the introduction of tunnel barriers enables us to
observe a clear sign reversal of the output voltage V due to coherent
precession, and allows us to make direct comparison with theory.

We made a batch of 10 devices with L ranging from 550 to
1,350 nm, using a suspended shadow mask evaporation process11

and electron beam lithography for patterning (Fig. 1a). In the first
step, an Al strip with a thickness of 50 nm and a width of 250 nm is
evaporated on a thermally oxidized silicon substrate by electron-
gun evaporation. Next, the Al strip is exposed to an oxygen (O2)
environment of 5 £ 10-3mbar for 10 minutes, producing a thin
aluminium oxide (Al2O3) layer. In the third step, without breaking
the vacuum, we evaporate two ferromagnetic Co electrodes with
sizes of 0:4 £ 4 mm2 (Co1) and 0:2 £ 12 mm2 (Co2) and a thickness
of 50 nm. Two Al/Al2O3/Co tunnel junctions are thus formed at the
overlap of the Co electrodes and the Al strip (Fig. 1b). The
conductivity of the Al film was measured to be jAl ¼ 1:1 £
107 Q21 m21 at room temperature and jAl ¼ 1:7 £ 107 Q21 m21 at
4.2 K. The resistance of the tunnel barriers was determined to be
typically 600Q of the Co1 electrode and 1,200Q for the Co2
electrode at room temperature, both increasing by 10% at 4.2 K.
Different geometric aspect ratios of Co1 and Co2 are used to obtain
different coercive fields. This allows us to control their relative
magnetization configuration (parallel/antiparallel) by sweeping an
applied magnetic field B, directed parallel to their long axes4.

The spin polarization P of the current I injected from the Co1
electrode into the Al strip is determined by the ratio of the different
spin-up and spin-down tunnel barrier resistances R" and R#, and in
first order can be written12 as P ¼ ðN " # N#Þ=ðN " þ N #Þ. Here
N"(N#) is the spin-up (spin-down) density of states at the Fermi
level of the electrons in the Co electrodes. The injected spin current

 

Figure 1 Geometry of our spin valve device. a, Scanning electron microscope image of a
device with a cobalt (Co) electrode spacing of L ¼ 650 nm. Current is sent from Co1 into

the Al strip. The voltage is measured between Co2 and the right side of the Al strip.

b. Device cross-section. c, The spatial dependence of the spin-up and spin-down
electrochemical potentials (m, dashed lines) in the Al strip. The solid lines indicate the

electrochemical potential (voltage) of the electrons in the absence of spin injection. l sf,

spin flip length.

 
 

Figure 2 Spin valve effect. a, Output signal V/I as a function of the in-plane magnetic field
B for a sample with a Co electrode spacing L ¼ 650 nm at T ¼ 4:2 K and room
temperature. The solid (dashed) lines correspond to the negative (positive) sweep

direction. b, The dependence of the spin-dependent resistance DR on the Co electrode

spacing L at T ¼ 4:2 K and room temperature. The solid squares represent data taken at

T ¼ 4:2 K, the solid circles are taken at room temperature. The solid lines represent the

best fits based on equation (1).
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Figure 1.7: Non-local Spin Transport in Metallic Spin valves. Adapted from [30]. Left
column: a) SEM image of non-local spin valve with Co contacts to an Al channel. b)
Cross sectional schematic of device and electrical connections. c) Spin-dependent chemi-
cal potentials as a function of position along the Al channel. Right column: a) Non-local
magnetoresistance data demonstrating spin injection, transport, and detection. b) Non-local
magnetoresistance for several different Al channel spacings, L. Log scale dependence yields
the spin diffusion length at T=4.2 K and T=293 K of 0.65 µm and 0.35 µm, respectively.

the figure, Current is injected through one of the inner ferromagnetic electrodes and flows to

the left. Underneath the ferromagnetic contact, spins are injected into the Al channel. The

picture for spin injection and accumulation is comparable to the one discussed previously.

Below the contact there is a positional dependence of the spin-dependent chemical potential.

For any quantity that exhibits a gradient in the concentration as a function of position, dif-

fusion can be expected to occur. Thus, to the left, spins undergo drift and diffusion. To the

right, pure spin diffusion occurs along the Al channel. Since the detection measurement is an
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electrical probe, it is sensitive only to voltages underneath the contacts. By employing fer-

romagnetic contacts, the voltage measurement probes the spin-dependent chemical potential

depending on the relative orientation of the dominant spin axis and the magnetization vector

of the ferromagnetic electrode.

Fig. 1.8 (left column) c) displays the spin dependent chemical potential (dashed lines) and

the averaged chemical potential (solid line) as a function of position in the Al channel. x = 0

corresponds with the location of the injector electrode. The detector is located a distance, L,

away from the injector electrode. To the left of the injector electrode (x < 0), the chemical

potential exhibits a linear slope due to presence of an applied bias in the current loop. To the

right, the averaged chemical potential is a flat line because there is no net electrical current

being driven. However, as discussed previously, there is a net non-zero imbalance in the spin

dependent chemical potential due to spin injection at x = 0. This is characterized by the

spin injection polarization in the Al at x = 0 and depends on the spin polarization and the

injection efficiency across the junction.

Spins are transported along the channel in the positive x direction due to diffusion. Dur-

ing transit, the spin population can relax with a characteristic time scale, ⌧s, and the spin-

dependent chemical potential decays exponentially as µ",# / e�L/�
sf . Therefore, the ferro-

magnetic electrode at x = L measures the spin voltage that has decayed relative to x = 0.

Nevertheless, a voltage can be measured as long as the ration L/�sf is not too large. The spin

dependent chemical potential at x = L is experimentally measured in reference to another

voltage probe located at x ! 1. If the magnetization of the injector electrode is parallel
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(antiparallel) to the magnetization of the detector, then a positive (negative) voltage will be

measured. Due to the shape anisotropy of the Co wires, the magnetization vector points in

plane along the axis (y-axis) of the wire. An applied field along the wire axis (y-axis) can

control the magnetization of the electrode, which switches its magnetization at the coercive

field, HC . If the two ferromagnetic electrodes (injector and detector), are made to have differ-

ent widths, then the will have different coercivity as the shape anisotropy has been altered. A

narrower wire will have a larger coercivity than a wider wire. By engineering the coercivities

of the injector and detector, there exists an applied field range in which there will be both

parallel and antiparallel alignment of the magnetization vectors. Therefore, measurements

of the non-local voltage as a function of in plane field (y-axis sweep) will generate charac-

teristic two state spin voltage signals, VP and VAP , for parallel and antiparallel, respectively.

This is demonstrated in Fig. 1.6 and 1.8 (right column) a). A non-local resistance can be

defined as �RNL = (VP � VAP )/I, where I is the injected current. In relatively thin films

or 2D transport layers such as graphene, the non-local spin transport is well described by the

Takahashi and Maekawa 1D equation [31],
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where RS = ⇢�sf/w is the spin resistance of transport layer, ⇢ is the channel resistivity, w

is the channel width, RF = ⇢F�F/AJ is the spin resistance of the ferromagnet, ⇢F is the

ferromagnet resistivity, �F is the ferromagnet spin diffusion length, AJ is the junction area,

11



causes the densities (or electrochemical potentials) of the spin-up
and spin-down electrons in the Al strip to become unequal (Fig. 1c).
This unbalance is transported to the Co2 detector electrode by
diffusion, and can therefore be detected. Owing to the spin-
dependent tunnel barrier resistances, the Co2 electrode detects a
weighted average of the two spin densities, which causes the
detected output voltage V to be proportional to P2.

Figure 2a shows a typical output signal V/I as a function of an in-
plane magnetic field B, directed parallel to the long axes of Co1 and
Co2, taken at room temperature and 4.2 K. The measurements are
performed by standard a.c. lock-in techniques, using a current
I ¼ 100 mA. Sweeping the magnetic field from negative to positive,
a sign reversal of the output signal is observed, when the magnetiza-

tion of Co1 flips at 19mT (room temperature) and 45mT (4.2 K),
and the device switches from a parallel to antiparallel configuration.
When the magnetization of Co2 flips at 25mT (room temperature)
and 55mT (4.2 K), the magnetizations are parallel again, but now
point in the opposite direction. The fact that the output signal
switches symmetrically around zero indicates that this experiment is
sensitive to the spin degree of freedom only.
We have calculated the expected magnitude of the output signal

V/I as a function of the Co electrode spacing L by solving the spin
coupled diffusion equations for the spin-up and spin-down elec-
trons in the Al strip13–15. Taking into account the fact that the tunnel
barrier resistances are much larger than the resistance of the Al strip
over a spin flip length, we obtain:

V

I
¼ ^

1

2
P2 lsf

jAlA
expð#L=lsf Þ ð1Þ

where lsf ¼
ffiffiffiffiffiffiffiffiffi
Dtsf

p
is the spin flip length, A the cross-sectional area,

D the diffusion constant, and t sf the spin flip time of the Al strip.
The positive (negative) sign corresponds to a parallel (antiparallel)
magnetization configuration of the Co electrodes.
Figure 2b shows the measured spin dependent resistance DR ¼

DV=I as a function of L, where DV is the output voltage difference
between parallel and antiparallel configuration. By fitting the data
to equation (1), we find P ¼ 0:11^ 0:02 at both 4.2 K and room
temperature, lsf ¼ 650^ 100 nm at 4.2 K and lsf ¼ 350^ 50 nm
at room temperature. The diffusion constant D is calculated using
the Einstein relation jAl ¼ e2NAlD, where e is the electron charge
andNAl ¼ 2:4 £ 1022 states per eV per cm3 is the density of states of
Al at the Fermi energy16. Using D ¼ 4:3 £ 1023 m2 s21 at 4.2 K and
D ¼ 2:7 £ 1023 m2 s21 at room temperature, we obtain tsf ¼
100 ps at 4.2 K and tsf ¼ 45 ps at room temperature. These values
are in good agreement with those reported in the literature3,17–20.
Having determined the parameters P, l sfandD, we are now ready

to study spin precession of the electron spin during its diffusion
time t between Co1 and Co2. In an applied field B’, perpendicular
to the substrate plane, the injected electron spins in the Al strip
precess around an axis parallel to B’. This alters the spin direction
by an angleJ ¼ qLt, whereqL ¼ gmBB’= !h is the Larmor frequency,
g is the g-factor of the electron (,2 for Al), mBis the Bohr magneton
and !h is Planck’s constant divided by 2p. Because the Co2 elec-
trode detects the projection of the spin direction J onto its own
magnetization direction (0 or p), the contribution of an electron to

Figure 3 Modulation of the output signal V/I due to spin precession as a function of a
perpendicular magnetic field B’, for L ¼ 650 nm, L ¼ 1,100 nm and L ¼ 1; 350 nm.

The solid squares represent data taken at T ¼ 4:2 K, whereas the solid lines represent
the best fits based on equations (2) and (3). The arrows indicate the relative magnetization

configuration (parallel/antiparallel) of the Co electrodes. P, spin polarization; D, diffusion

constant.

Figure 4 Modulation of the output signal V/I as a function of a perpendicular magnetic
field B’ up to 3 T, for L ¼ 1; 100 nm. The solid squares/circles represent data taken at
T ¼ 4:2 K, whereas the solid lines represent the best fit based on equations (2) and (3).

The arrows indicate the relative magnetization configuration (parallel/antiparallel) of the

Co electrodes.
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Figure 1.8: Hanle Spin Precession in Non-local Metallic Spin Valves. Adapted from [30].
Hanle curve of non-local spin signal due to spin injection from Py into Al at T=4.2 K.

PF is the spin polarization of ferromagnet, PJ is the spin injection polarization, R1 and R2

are the contact resistances of the spin injector and detector.

Instead of sweeping an in-plane magnetic field, application of an out-of-plane field causes

the injected spins to precess as they diffuse along the channel. This technique is called

Hanle spin precession. Since the transport is a diffusive process, there is a distribution of

arrival times at the detector electrode which gives a distribution of relative spin orientation

at the detector. The voltage measurement is not sensitive to individual spins at each arrival

time, but instead measures the entire packet distribution and essentially averages the net spin

orientations. Therefore, at high applied fields, the entire spin population is dephased leading

to zero spin signal. Such spin precession measurements can be fit using the non-local Hanle

equation [32, 25, 33, 34],

RNL=S

1Z

0

e�L2/4Dt

p
4⇡Dt

cos

⇣geµB

h̄
Bapp,zt

⌘
e�t/⌧

sdt (1.2)
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provides values of spin lifetime (⌧s), diffusion coefficient (D), Hanle amplitude (S), and spin

diffusion length (�sf =
p
D ⌧s).

Using the non-local technique, the spin diffusion lengths have been determined for Al,

Ag, Cu, Au, and Pt. The corresponding diffusion lengths at room temperature are �sf,Al ⇠

350 nm [30], �sf,Ag ⇠ 300 nm [35, 36], �sf,Cu ⇠ 350 � 400 nm [37, 38], �sf,Au ⇠ 100 nm

[39], and at T=4 K, �sf,P t ⇠ 10 nm [40]. Typical spin lifetimes range between 1 and 10 ps

[26, 30]. For ferromagnetic metals (Fe, Co, Ni, Py), the spin diffusion lengths are generally

in the range of 5 to 50 nm [26].

1.2 Graphene for Spintronics

1.2.1 Introduction to Graphene

Graphene is a two dimensional sheet of carbon atoms arrayed in a honeycomb lattice

and is based on the same sp2 bonded layers that make up graphite. In 2004, graphene

was first isolated by a mechanical exfoliation technique developed by Novoselov and Geim

[41] and was subsequently shown to have excellent mechanical and electrical properties

[42, 43, 41, 44, 45, 46]. For these advances in the field of 2D materials, Novoselov and Geim

were awarded the 2010 Nobel Prize in Physics [47]. The mechanical exfoliation technique

cleaves ultrathin graphite and graphene from highly oriented pyrolitic graphite (HOPG) or

Kish graphite. Due to the weak interplane van der Waals force, sheets of graphene can be

readily removed by a simple peeling technique with scotch tape and has since become known
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as the ‘scotch-tape’ method. The graphene sheets can then be placed on SiO2/Si substrate

which due to special optical properties of the 300 nm SiO2 layer, allows for the graphene flake

to be viewed under an optical microscope, despite being 1 atom thick with weak absorption

of light in the visible range [42]. This technique has the advantage of providing high quality

single crystal and relatively clean flakes for device fabrication. In such FET devices, the

SiO2 acts as a dielectric layer for the heavily p-doped Si back gate. Alternative to mechani-

cal exfoliation, there have been recent advances in production of large area graphene (LAG)

through chemical vapor deposition (CVD) [48, 49], which has greatly increased graphene’s

viability for commercial applications.

The graphene lattice is displayed in Fig. 1.9 (top center). Graphene made of carbon atoms

arrayed in a triangular lattice, where each carbon atom in the A sublattice has a corresponding

basis carbon atom in a triangular B sublattice. A carbon atom in the A (B) sublattice is

covalently bonded to 3 nearest neighbor carbon atoms in the B (A) sublattice. The electronic

properties of graphene are well described through tight-binding model [43]. In this model,

electronic transport is determined by hopping energies, t and t0, for nearest neighbor atoms

and next-nearest neighbors (NNN), respectively. Solutions to the tight binding Hamiltonian

[43] yield the electronic dispersion,

E(k) = ±h̄t

r
3 + 2 cos

p
3kya+ 4 cos

3

2

kxa+ O(t0) (1.3)
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I. INTRODUCTION

Carbon is the materia prima for life and the basis of all
organic chemistry. Because of the flexibility of its bond-
ing, carbon-based systems show an unlimited number of
different structures with an equally large variety of
physical properties. These physical properties are, in
great part, the result of the dimensionality of these
structures. Among systems with only carbon atoms,
graphene—a two-dimensional !2D" allotrope of
carbon—plays an important role since it is the basis for
the understanding of the electronic properties in other
allotropes. Graphene is made out of carbon atoms ar-
ranged on a honeycomb structure made out of hexagons
!see Fig. 1", and can be thought of as composed of ben-
zene rings stripped out from their hydrogen atoms
!Pauling, 1972". Fullerenes !Andreoni, 2000" are mol-
ecules where carbon atoms are arranged spherically, and
hence, from the physical point of view, are zero-
dimensional objects with discrete energy states.
Fullerenes can be obtained from graphene with the in-
troduction of pentagons !that create positive curvature
defects", and hence, fullerenes can be thought as
wrapped-up graphene. Carbon nanotubes !Saito et al.,
1998; Charlier et al., 2007" are obtained by rolling
graphene along a given direction and reconnecting the
carbon bonds. Hence carbon nanotubes have only hexa-
gons and can be thought of as one-dimensional !1D" ob-
jects. Graphite, a three dimensional !3D" allotrope of
carbon, became widely known after the invention of the
pencil in 1564 !Petroski, 1989", and its usefulness as an
instrument for writing comes from the fact that graphite
is made out of stacks of graphene layers that are weakly
coupled by van der Waals forces. Hence, when one
presses a pencil against a sheet of paper, one is actually
producing graphene stacks and, somewhere among
them, there could be individual graphene layers. Al-
though graphene is the mother for all these different
allotropes and has been presumably produced every
time someone writes with a pencil, it was only isolated
440 years after its invention !Novoselov et al., 2004". The
reason is that, first, no one actually expected graphene
to exist in the free state and, second, even with the ben-

efit of hindsight, no experimental tools existed to search
for one-atom-thick flakes among the pencil debris cov-
ering macroscopic areas !Geim and MacDonald, 2007".
Graphene was eventually spotted due to the subtle op-
tical effect it creates on top of a chosen SiO2 substrate
!Novoselov et al., 2004" that allows its observation with
an ordinary optical microscope !Abergel et al., 2007;
Blake et al., 2007; Casiraghi et al., 2007". Hence,
graphene is relatively straightforward to make, but not
so easy to find.

The structural flexibility of graphene is reflected in its
electronic properties. The sp2 hybridization between one
s orbital and two p orbitals leads to a trigonal planar
structure with a formation of a ! bond between carbon
atoms that are separated by 1.42 Å. The ! band is re-
sponsible for the robustness of the lattice structure in all
allotropes. Due to the Pauli principle, these bands have
a filled shell and, hence, form a deep valence band. The
unaffected p orbital, which is perpendicular to the pla-
nar structure, can bind covalently with neighboring car-
bon atoms, leading to the formation of a " band. Since
each p orbital has one extra electron, the " band is half
filled.

Half-filled bands in transition elements have played
an important role in the physics of strongly correlated
systems since, due to their strong tight-binding charac-
ter, the Coulomb energies are large, leading to strong
collective effects, magnetism, and insulating behavior
due to correlation gaps or Mottness !Phillips, 2006". In
fact, Linus Pauling proposed in the 1950s that, on the
basis of the electronic properties of benzene, graphene
should be a resonant valence bond !RVB" structure
!Pauling, 1972". RVB states have become popular in the
literature of transition-metal oxides, and particularly in
studies of cuprate-oxide superconductors !Maple, 1998".
This point of view should be contrasted with contempo-
raneous band-structure studies of graphene !Wallace,
1947" that found it to be a semimetal with unusual lin-
early dispersing electronic excitations called Dirac elec-
trons. While most current experimental data in
graphene support the band structure point of view, the
role of electron-electron interactions in graphene is a
subject of intense research.

It was P. R. Wallace in 1946 who first wrote on the
band structure of graphene and showed the unusual
semimetallic behavior in this material !Wallace, 1947".
At that time, the thought of a purely 2D structure was
not reality and Wallace’s studies of graphene served him
as a starting point to study graphite, an important mate-
rial for nuclear reactors in the post–World War II era.
During the following years, the study of graphite culmi-
nated with the Slonczewski-Weiss-McClure !SWM" band
structure of graphite, which provided a description of
the electronic properties in this material !McClure, 1957;
Slonczewski and Weiss, 1958" and was successful in de-
scribing the experimental data !Boyle and Nozières
1958; McClure, 1958; Spry and Scherer, 1960; Soule et
al., 1964; Williamson et al., 1965; Dillon et al., 1977".
From 1957 to 1968, the assignment of the electron and
hole states within the SWM model were opposite to

FIG. 1. !Color online" Graphene !top left" is a honeycomb
lattice of carbon atoms. Graphite !top right" can be viewed as
a stack of graphene layers. Carbon nanotubes are rolled-up
cylinders of graphene !bottom left". Fullerenes !C60" are mol-
ecules consisting of wrapped graphene by the introduction of
pentagons on the hexagonal lattice. From Castro Neto et al.,
2006a.
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trino” billiards !Berry and Modragon, 1987; Miao et al.,
2007". It has also been suggested that Coulomb interac-
tions are considerably enhanced in smaller geometries,
such as graphene quantum dots !Milton Pereira et al.,
2007", leading to unusual Coulomb blockade effects
!Geim and Novoselov, 2007" and perhaps to magnetic
phenomena such as the Kondo effect. The transport
properties of graphene allow for their use in a plethora
of applications ranging from single molecule detection
!Schedin et al., 2007; Wehling et al., 2008" to spin injec-
tion !Cho et al., 2007; Hill et al., 2007; Ohishi et al., 2007;
Tombros et al., 2007".

Because of its unusual structural and electronic flex-
ibility, graphene can be tailored chemically and/or struc-
turally in many different ways: deposition of metal at-
oms !Calandra and Mauri, 2007; Uchoa et al., 2008" or
molecules !Schedin et al., 2007; Leenaerts et al., 2008;
Wehling et al., 2008" on top; intercalation #as done in
graphite intercalated compounds !Dresselhaus et al.,
1983; Tanuma and Kamimura, 1985; Dresselhaus and
Dresselhaus, 2002"$; incorporation of nitrogen and/or
boron in its structure !Martins et al., 2007; Peres,
Klironomos, Tsai, et al., 2007" #in analogy with what has
been done in nanotubes !Stephan et al., 1994"$; and using
different substrates that modify the electronic structure
!Calizo et al., 2007; Giovannetti et al., 2007; Varchon et
al., 2007; Zhou et al., 2007; Das et al., 2008; Faugeras et
al., 2008". The control of graphene properties can be
extended in new directions allowing for the creation of
graphene-based systems with magnetic and supercon-
ducting properties !Uchoa and Castro Neto, 2007" that
are unique in their 2D properties. Although the
graphene field is still in its infancy, the scientific and
technological possibilities of this new material seem to
be unlimited. The understanding and control of this ma-
terial’s properties can open doors for a new frontier in
electronics. As the current status of the experiment and
potential applications have recently been reviewed
!Geim and Novoselov, 2007", in this paper we concen-
trate on the theory and more technical aspects of elec-
tronic properties with this exciting new material.

II. ELEMENTARY ELECTRONIC PROPERTIES OF
GRAPHENE

A. Single layer: Tight-binding approach

Graphene is made out of carbon atoms arranged in
hexagonal structure, as shown in Fig. 2. The structure
can be seen as a triangular lattice with a basis of two
atoms per unit cell. The lattice vectors can be written as

a1 =
a
2

!3,%3", a2 =
a
2

!3,− %3" , !1"

where a&1.42 Å is the carbon-carbon distance. The
reciprocal-lattice vectors are given by

b1 =
2!

3a
!1,%3", b2 =

2!

3a
!1,− %3" . !2"

Of particular importance for the physics of graphene are
the two points K and K! at the corners of the graphene
Brillouin zone !BZ". These are named Dirac points for
reasons that will become clear later. Their positions in
momentum space are given by

K = '2!

3a
,

2!

3%3a
(, K! = '2!

3a
,−

2!

3%3a
( . !3"

The three nearest-neighbor vectors in real space are
given by

!1 =
a
2

!1,%3" !2 =
a
2

!1,− %3" "3 = − a!1,0" !4"

while the six second-nearest neighbors are located at
"1!= ±a1, "2!= ±a2, "3!= ± !a2−a1".

The tight-binding Hamiltonian for electrons in
graphene considering that electrons can hop to both
nearest- and next-nearest-neighbor atoms has the form
!we use units such that #=1"

H = − t )
*i,j+,$

!a$,i
† b$,j + H.c."

− t! )
**i,j++,$

!a$,i
† a$,j + b$,i

† b$,j + H.c." , !5"

where ai,$ !ai,$
† " annihilates !creates" an electron with

spin $ !$= � , � " on site Ri on sublattice A !an equiva-
lent definition is used for sublattice B", t!&2.8 eV" is the
nearest-neighbor hopping energy !hopping between dif-
ferent sublattices", and t! is the next nearest-neighbor
hopping energy1 !hopping in the same sublattice". The
energy bands derived from this Hamiltonian have the
form !Wallace, 1947"

E±!k" = ± t%3 + f!k" − t!f!k" ,

1The value of t! is not well known but ab initio calculations
!Reich et al., 2002" find 0.02t% t!%0.2t depending on the tight-
binding parametrization. These calculations also include the
effect of a third-nearest-neighbors hopping, which has a value
of around 0.07 eV. A tight-binding fit to cyclotron resonance
experiments !Deacon et al., 2007" finds t!&0.1 eV.
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FIG. 2. !Color online" Honeycomb lattice and its Brillouin
zone. Left: lattice structure of graphene, made out of two in-
terpenetrating triangular lattices !a1 and a2 are the lattice unit
vectors, and "i, i=1,2 ,3 are the nearest-neighbor vectors".
Right: corresponding Brillouin zone. The Dirac cones are lo-
cated at the K and K! points.
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f!k" = 2 cos!#3kya" + 4 cos$#3
2

kya%cos$3
2

kxa% , !6"

where the plus sign applies to the upper !!*" and the
minus sign the lower !!" band. It is clear from Eq. !6"
that the spectrum is symmetric around zero energy if t!
=0. For finite values of t!, the electron-hole symmetry is
broken and the ! and !* bands become asymmetric. In
Fig. 3, we show the full band structure of graphene with
both t and t!. In the same figure, we also show a zoom in
of the band structure close to one of the Dirac points !at
the K or K! point in the BZ". This dispersion can be
obtained by expanding the full band structure, Eq. !6",
close to the K !or K!" vector, Eq. !3", as k=K+q, with
&q & " &K& !Wallace, 1947",

E±!q" ' ± vF&q& + O(!q/K"2) , !7"

where q is the momentum measured relatively to the
Dirac points and vF is the Fermi velocity, given by vF
=3ta /2, with a value vF*1#106 m/s. This result was
first obtained by Wallace !1947".

The most striking difference between this result and
the usual case, $!q"=q2 / !2m", where m is the electron
mass, is that the Fermi velocity in Eq. !7" does not de-
pend on the energy or momentum: in the usual case we
have v=k /m=#2E /m and hence the velocity changes
substantially with energy. The expansion of the spectrum
around the Dirac point including t! up to second order
in q /K is given by

E±!q" * 3t! ± vF&q& − $9t!a2

4
±

3ta2

8
sin!3%q"%&q&2, !8"

where

%q = arctan$qx

qy
% !9"

is the angle in momentum space. Hence, the presence of
t! shifts in energy the position of the Dirac point and
breaks electron-hole symmetry. Note that up to order
!q /K"2 the dispersion depends on the direction in mo-
mentum space and has a threefold symmetry. This is the
so-called trigonal warping of the electronic spectrum
!Ando et al., 1998, Dresselhaus and Dresselhaus, 2002".

1. Cyclotron mass

The energy dispersion !7" resembles the energy of ul-
trarelativistic particles; these particles are quantum me-
chanically described by the massless Dirac equation !see
Sec. II.B for more on this analogy". An immediate con-
sequence of this massless Dirac-like dispersion is a cy-
clotron mass that depends on the electronic density as its
square root !Novoselov, Geim, Morozov, et al., 2005;
Zhang et al., 2005". The cyclotron mass is defined, within
the semiclassical approximation !Ashcroft and Mermin,
1976", as

m* =
1

2!
+ !A!E"

!E
,

E=EF

, !10"

with A!E" the area in k space enclosed by the orbit and
given by

A!E" = !q!E"2 = !
E2

vF
2 . !11"

Using Eq. !11" in Eq. !10", one obtains

m* =
EF

vF
2 =

kF

vF
. !12"

The electronic density n is related to the Fermi momen-
tum kF as kF

2 /!=n !with contributions from the two
Dirac points K and K! and spin included", which leads to

m* =
#!

vF

#n . !13"

Fitting Eq. !13" to the experimental data !see Fig. 4"
provides an estimation for the Fermi velocity and the

FIG. 3. !Color online" Electronic dispersion in the honeycomb
lattice. Left: energy spectrum !in units of t" for finite values of
t and t!, with t=2.7 eV and t!=−0.2t. Right: zoom in of the
energy bands close to one of the Dirac points.

FIG. 4. !Color online" Cyclotron mass of charge carriers in
graphene as a function of their concentration n. Positive and
negative n correspond to electrons and holes, respectively.
Symbols are the experimental data extracted from the tem-
perature dependence of the SdH oscillations; solid curves are
the best fit by Eq. !13". m0 is the free-electron mass. Adapted
from Novoselov, Geim, Morozov, et al., 2005.
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Figure 1.9: Graphene Lattice and Band Structure. Adapted from [43]. Top left: Graphene
is the basic building block for other important sp2 bonded carbon materials. Stacking of
graphene produces graphite, rolling graphene produces carbon nanotubes, and wrapping pro-
duces fullerenes. Top center: Real space diagram of the graphene in a triangular lattice.
Yellow atoms represent the A sublattice and blue atoms represents the B sublattice. Top
right: First Brillouin zone of graphene in reciprocal space. Dirac cones exist at the K and K0

prime points that are related to the AB sublattice. Bottom: The band structure of graphene
in reciprocal space. Around the K and K0 points the band structure is characterized by cones
with linear dispersion.

where a=1.42 Å is the magnitude of one of the real space lattice vectors. The NNN hoping

term, t0, is thought to be 1 to 2 orders of magnitude smaller than t and is generally ignored.

The dispersion is displayed in Fig. 1.9 (bottom) and vanishes at the six corners of the Bril-

louin zone. These points are the K and K0 points, which arise due to the AB sublattice.

Expanding equation 1.3 around the K or K0 yields,

E(k) = ±h̄
3ta

2

k = ±h̄vFk (1.4)
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which is known as the Dirac equation for graphene. vF = 1 ⇥ 10

6 m/s is the Fermi velocity

and is independent of both energy and momentum, which is a unique property of Dirac

materials. Notably, the dispersion is linear and sweeps out a circular cone in k space around

the K and K0 points as shown in Fig. 1.9. The top Dirac cone represents the conduction

band, while the lower band is the valence band. There is no band gap, which suggests that

graphene is best described as a semimetal. Under an applied gate voltage the Fermi level can

be tuned from electron to hole type carriers. This effect is demonstrated in Fig. 1.10 a). Due

to the large Fermi velocity, is reasonably expected that graphene should have relatively high

mobility. Indeed, it has been found that typical graphene FET devices exfoliated on SiO2

have mobilities in the range of 1000 to 20,000 cm2/Vs [41, 50, 51]. Recently, the mobility

of graphene devices has been dramatically improved by either suspending the graphene or

by placing the graphene on hBN, which has yielded mobilities upwards of 500,000 cm2/Vs

[52, 53, 54, 55, 56].

Because the dispersion does not depend on mass, electron or hole type carriers are thought

to behave as relativistic, massless Dirac fermions. Therefore, graphene serves as a platform

for investigating ‘tabletop’ relativistic physics. In particular, there have been exciting reports

of the integer quantized Hall effect (QHE) [44, 45], fractional QHE [52, 57], and Klein

tunneling [58, 59, 60]. The observation of the quantum Hall sequence in graphene by the

Geim and Kim groups in 2005 [44, 45] was the first conclusive evidence for massless Dirac

fermions in graphene (see Fig. 1.10 b)). The Hall conductivity for graphene follows the
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Although there is nothing particularly relativistic about electrons 
moving around carbon atoms, their interaction with the periodic 
potential of graphene’s honeycomb lattice gives rise to new 
quasiparticles that at low energies ! are accurately described by 
the (2+1)-dimensional Dirac equation with an eff ective speed of 
light "F ≈ 106 m–1s–1. Th ese quasiparticles, called massless Dirac 
fermions, can be seen as electrons that have lost their rest mass #0 
or as neutrinos that acquired the electron charge $. Th e relativistic-
like description of electron waves on honeycomb lattices has been 
known theoretically for many years, never failing to attract attention, 
and the experimental discovery of graphene now provides a way to 
probe quantum electrodynamics (QED) phenomena by measuring 
graphene’s electronic properties.

QED IN A PENCIL TRACE

From the point of view of its electronic properties, graphene is a 
zero-gap semiconductor, in which low-! quasiparticles within each 
valley can formally be described by the Dirac-like hamiltonian

 
0

0%&'(%)*

%&+(%)*, =- σ ·k.F -.F/ ,
 

(1)

where k is the quasiparticle momentum, σ the 2D Pauli matrix 
and the %-independent Fermi velocity .F plays the role of the 
speed of light. Th e Dirac equation is a direct consequence of 
graphene’s crystal symmetry. Its honeycomb lattice is made up of 
two equivalent carbon sublattices 0 and 1, and cosine-like energy 
bands associated with the sublattices intersect at zero ! near the 
edges of the Brillouin zone, giving rise to conical sections of the 
energy spectrum for |!| < 1 eV (Fig. 3).

We emphasize that the linear spectrum ! = 2.F% is not the only 
essential feature of the band structure. Indeed, electronic states near 
zero ! (where the bands intersect) are composed of states belonging 
to the diff erent sublattices, and their relative contributions in the 
make-up of quasiparticles have to be taken into account by, for 

example, using two-component wavefunctions (spinors). Th is 
requires an index to indicate sublattices 0 and 1, which is similar to 
the spin index (up and down) in QED and, therefore, is referred to 
as pseudospin. Accordingly, in the formal description of graphene’s 
quasiparticles by the Dirac-like hamiltonian above, σ refers to 
pseudospin rather than the real spin of electrons (the latter must 
be described by additional terms in the hamiltonian). Importantly, 
QED-specifi c phenomena are oft en inversely proportional to the 
speed of light 3, and therefore enhanced in graphene by a factor 
3/"F ≈ 300. In particular, this means that pseudospin-related eff ects 
should generally dominate those due to the real spin.

By analogy with QED, one can also introduce a quantity called 
chirality6 that is formally a projection of σ on the direction of motion 
k and is positive (negative) for electrons (holes). In essence, chirality 
in graphene signifi es the fact that % electron and +% hole states are 
intricately connected because they originate from the same carbon 
sublattices. Th e concepts of chirality and pseudospin are important 
because many electronic processes in graphene can be understood as 
due to conservation of these quantities6,43–48.

It is interesting to note that in some narrow-gap 3D 
semiconductors, the gap can be closed by compositional changes or 
by applying high pressure. Generally, zero gap does not necessitate 
Dirac fermions (that imply conjugated electron and hole states), 
but in some cases they might appear5. Th e diffi  culties of tuning 
the gap to zero, while keeping carrier mobilities high, the lack of 
possibility to control electronic properties of 3D materials by the 
electric fi eld eff ect and, generally, less pronounced quantum eff ects 
in 3D limited studies of such semiconductors mostly to measuring 
the concentration dependence of their eff ective masses # (for a 
review, see ref. 49). It is tempting to have a fresh look at zero-gap 
bulk semiconductors, especially because Dirac fermions have 
recently been reported even in such a well-studied (small-overlap) 
3D material as graphite50,51.

CHIRAL QUANTUM HALL EFFECTS

At this early stage, the main experimental eff orts have been focused 
on the electronic properties of graphene, trying to understand 
the consequences of its QED-like spectrum. Among the most 
spectacular phenomena reported so far, there are two new (‘chiral’) 
quantum Hall eff ects (QHEs), minimum quantum conductivity in 
the limit of vanishing concentrations of charge carriers and strong 
suppression of quantum interference eff ects.

Figure 4 shows three types of QHE behaviour observed in 
graphene. Th e fi rst one is a relativistic analogue of the integer 
QHE and characteristic of single-layer graphene9,10. It shows 
up as an uninterrupted ladder of equidistant steps in the Hall 
conductivity 4xy which persists through the neutrality (Dirac) 
point, where charge carriers change from electrons to holes 
(Fig. 4a). Th e sequence is shift ed with respect to the standard 
QHE sequence by ½, so that 4xy = ±4$2/5 (6 + ½) where 6 is 
the Landau level (LL) index and factor 4 appears due to double 
valley and double spin degeneracy. Th is QHE has been dubbed 
‘half-integer’ to refl ect both the shift  and the fact that, although 
it is not a new fractional QHE, it is not the standard integer QHE 
either. Th e unusual sequence is now well understood as arising 
from the QED-like quantization of graphene’s electronic spectrum 
in magnetic fi eld 1, which is described45,52–54 by !6 = ±"F√2$216 
where ± refers to electrons and holes. Th e existence of a quantized 
level at zero !, which is shared by electrons and holes (Fig. 4c), is 
essentially everything one needs to know to explain the anomalous 
QHE sequence52–56. An alternative explanation for the half-integer 
QHE is to invoke the coupling between pseudospin and orbital 
motion, which gives rise to a geometrical phase of π accumulated 
along cyclotron trajectories, which is oft en referred to as Berry’s 
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Figure 3 Ambipolar electric fi eld effect in single-layer graphene. The insets show its 
conical low-energy spectrum E(k ), indicating changes in the position of the Fermi 
energy EF with changing gate voltage Vg. Positive (negative) Vg induce electrons 
(holes) in concentrations n = αVg where the coeffi cient α ≈ 7.2 × 1010 cm–2 V–1 
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temperature to 300 K).
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To explain the half-integer QHE qualitatively, we invoke
the formal expression2,14–17 for the energy of massless relativistic
fermions in quantized fields, EN ¼ [2e!hc*

2B(N þ 1/2 ^ 1/2)]1/2.
In quantum electrodynamics, the sign^ describes two spins, whereas
in graphene it refers to ‘pseudospins’. The latter have nothing to do
with the real spin but are ‘built in’ to the Dirac-like spectrum of
graphene; their origin can be traced to the presence of two carbon
sublattices. The above formula shows that the lowest LL (N ¼ 0)
appears at E ¼ 0 (in agreement with the index theorem) and
accommodates fermions with only one (minus) projection of the
pseudospin. All other levels N $ 1 are occupied by fermions with
both (^) pseudospins. This implies that for N ¼ 0 the degeneracy is
half of that for any otherN. Alternatively, one can say that all LLs have
the same ‘compound’ degeneracy but the zero-energy LL is shared
equally by electrons and holes. As a result the first Hall plateau occurs
at half the normal filling and, oddly, both n ¼ 21/2 and þ1/2
correspond to the same LL (N ¼ 0). All other levels have normal
degeneracy 4B/f0 and therefore remain shifted by the same 1/2 from
the standard sequence. This explains the QHE at n ¼ N þ 1/2 and, at
the same time, the ‘odd’ phase of SdHO (minima in rxx correspond to
plateaux in rxy and therefore occur at half-integer n; see Figs 2 and 4),
in agreement with theory14–17. Note, however, that from another
perspective the phase shift can be viewed as the direct manifestation
of Berry’s phase acquired by Dirac fermions moving in magnetic
field20,21.
Finally, we return to zero-field behaviour and discuss another

feature related to graphene’s relativistic-like spectrum. The spectrum
implies vanishing concentrations of both carriers near the Dirac
point E ¼ 0 (Fig. 3e), which suggests that low-T resistivity of the

zero-gap semiconductor should diverge at Vg < 0. However, neither
of our devices showed such behaviour. On the contrary, in the
transition region between holes and electrons graphene’s conduc-
tivity never falls below a well-defined value, practically independent
of T between 4K and 100 K. Figure 1c plots values of the maximum
resistivity rmax found in 15 different devices at zero B, which
within an experimental error of ,15% all exhibit rmax < 6.5 kQ
independently of their mobility, which varies by a factor of 10. Given
the quadruple degeneracy f, it is obvious to associate rmax with
h/fe2 ¼ 6.45 kQ, where h/e2 is the resistance quantum.We emphasize
that it is the resistivity (or conductivity) rather than the resistance (or
conductance) that is quantized in graphene (that is, resistance R
measured experimentally scaled in the usual manner as R ¼ rL/w
with changing length L andwidthw of our devices). Thus, the effect is
completely different from the conductance quantization observed
previously in quantum transport experiments.
However surprising it may be, the minimum conductivity is an

intrinsic property of electronic systems described by the Dirac
equation22–25. It is due to the fact that, in the presence of disorder,
localization effects in such systems are strongly suppressed and
emerge only at exponentially large length scales. Assuming the
absence of localization, the observed minimum conductivity can be
explained qualitatively by invoking Mott’s argument26 that the mean
free path l of charge carriers in ametal can never be shorter than their
wavelength lF. Then, j ¼ nem can be rewritten as j ¼ (e2/h)kFl, so j
cannot be smaller than,e2/h for each type of carrier. This argument
is known to have failed for 2D systems with a parabolic spectrum in
which disorder leads to localization and eventually to insulating
behaviour22,23. For 2DDirac fermions, no localization is expected22–25

and, accordingly, Mott’s argument can be used. Although there is a
broad theoretical consensus15,16,23–28 that a 2D gas of Dirac fermions
should exhibit a minimum conductivity of about e2/h, this quantiza-
tion was not expected to be accurate and most theories suggest a
value of ,e2/ph, in disagreement with the experiment.
Thus, graphene exhibits electronic properties that are distinctive

for a 2D gas of particles described by the Dirac equation rather than
the Schrödinger equation. The work shows a possibility of studying

Figure 4 | QHE for massless Dirac fermions. Hall conductivity jxy and
longitudinal resistivity rxx of graphene as a function of their concentration
at B ¼ 14 T and T ¼ 4K. jxy ; (4e2/h)n is calculated from the measured
dependences of rxy(Vg) and rxx(Vg) as jxy ¼ rxy/(rxy

2 þ rxx
2 ). The

behaviour of 1/rxy is similar but exhibits a discontinuity at Vg < 0, which is
avoided by plotting jxy. Inset: jxy in ‘two-layer graphene’ where the
quantization sequence is normal and occurs at integer n. The latter shows
that the half-integer QHE is exclusive to ‘ideal’ graphene.

Figure 3 | Dirac fermions of graphene. a, Dependence of BF on carrier
concentration n (positive n corresponds to electrons; negative to holes).
b, Examples of fan diagrams used in our analysis7 to findBF.N is the number
associated with different minima of oscillations. The lower and upper curves
are for graphene (sample of Fig. 2a) and a 5-nm-thick film of graphite with a
similar value of BF, respectively. Note that the curves extrapolate to different
origins, namely to N ¼ 1/2 and N ¼ 0. In graphene, curves for all n
extrapolate toN ¼ 1/2 (compare ref. 7). This indicates a phase shift ofpwith
respect to the conventional Landau quantization in metals. The shift is due
to Berry’s phase14,20. c, Examples of the behaviour of SdHO amplitude Dj
(symbols) as a function of T for m c < 0.069 and 0.023m0 (see the
dependences showing the rapid and slower decay with increasing T,
respectively); solid curves are best fits. d, Cyclotronmassm c of electrons and
holes as a function of their concentration. Symbols are experimental data,
solid curves the best fit to theory. e, Electronic spectrum of graphene, as
inferred experimentally and in agreement with theory. This is the spectrum
of a zero-gap 2D semiconductor that describes massless Dirac fermions with
c* 1/300 the speed of light.
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Figure 1.10: Ambipolar Field Effect Behavior and Quantum Hall Effect in Graphene. a)
Resistance of a graphene field effect device as a function of back gate voltage. Maximum
resistance corresponds to the Dirac point where the Fermi level is expected to cross from
electron to hole type carriers. Adapted from [42]. b) Quantum Hall effect in graphene.
Anomalous quantization of the Hall conductivity is evidence for 2D massless Dirac fermions
in graphene. The inset shows the QHE sequence for bilayer graphene. Adapted from [44].

equation, �xy = (n +

1
2)4

e2

h
, with QHE sequence of ±2, ±6, ±10 in conductance units of

e2/h.

1.2.2 Spin Transport in Graphene

As discussed above, the linear dispersion of graphene produces interesting and unique

properties that are attractive for electronic devices including ambipolar FET behavior and

high mobility. From a spin transport point of view, graphene, which is made up of a light

element material, is expected to have weak spin orbit coupling [61, 62, 63]. Further, there

is low abundance of 13C nuclear carbon [64], which would suggest weak hyperfine coupling

as well. The low intrinsic spin-orbit coupling and weak hyperfine coupling, combined with
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To investigate the dependence of the signal on the electrode sepa-
ration at 77K, we prepared and measured devices 2 and 3, in which
graphene strips 2mm wide were used. On each device a sequence of
ferromagnetic contacts with monotonically increasing spacings and
different widths were deposited. We will give details elsewhere (manu-
script in preparation). We summarize the spin signals as follows: for
spacing 350nm, the resistance was 31V; for 550nm, 35V; for 1mm,
21V; for 1.5mm, 21V; for 2mm, 22V; for 3mm, 8V; and for 5mm, 5V.
This shows that the spin signals start to go down at spacings beyond
2mm, indicating a spin relaxation length of about 2mm.

Spin transport at room temperature is shown in Fig. 3a for device
4. The magnitude of the spin signal (,6V) is comparable to that
observed at 77K for a 3-mm-spacing device. Figure 3b shows the gate
voltage dependence of the non-local signal in parallel and antiparallel
configurations. In agreement with the principle of the non-local tech-
nique, it shows that the parallel configuration always yields a positive

value and the antiparallel a negative one. In Fig. 3c the gate voltageVg

dependence of the graphene resistance is plotted. The typical shape for
single graphene layers is observed, with a slightly shifted neutrality
point atVg5 19V, where the resistivity reaches a maximum of 3.2 kV
(ref. 1). A comparison between Fig. 3c and Fig. 3b shows that there is
only a small decrease of the spin signal at the Dirac point.

Next, we present room-temperature Hanle-type spin precession
experiments. For this purpose, we first applied amagnetic field in the
y direction to prepare the electrodes in a parallel or antiparallel mag-
netization direction. Then this field was removed and a magnetic
field B in the z direction was scanned. The data are shown in Fig. 4.
Electrons are injected with a spin polarization in the up direction by
contact 3. They precess around the B field with a Larmor frequency
vL5 gmBB/", with g the effective Landé factor (,2) and mB the Bohr

Co Co

1 µm

Co

I

V–     +

n-doped Si

SiO2

a

b

c

d

1

0

–1

Spin up

Spin down

Spin up

Spin down

Graphene

Al2O3

1

0

–1

Graphene

SiO2

SiO2
x

y

1 2 3 4

S
pi

n 
de

ns
ity

S
pi

n 
de

ns
ity

Figure 1 | Spin transport in a four-terminal spin valve device. a, Scanning
electron micrograph of a four-terminal single-layer graphene spin valve.
Cobalt electrodes (Co) are evaporated across a single-layer graphene strip
preparedonaSiO2 surface.b, Thenon-local spinvalve geometry.A currentI is
injected from electrode 3 through the Al2O3 barrier into graphene and is
extracted at contact 4. The voltage difference is measured between contacts 2
and 1. The non-local resistance is Rnon-local5 (V12V2)/I. c, Illustration of
spin injectionand spindiffusion for electrodeshavingparallelmagnetizations.
Injection of up spins by contact 3 results in an accumulation of spin-up
electrons underneath contact 3, with a corresponding deficit of spin-down
electrons. Owing to spin relaxation the spin density decays on a scale given by
the spin relaxation length. The dots show the electric voltage measured by
contacts 1 and 2 in the ideal case of 100% spin selectivity. A positive non-local
resistance is measured. (We note that a larger positive signal can be obtained
by reversing the magnetization direction of contact 1). d, Spin injection and
spin diffusion for antiparallel magnetizations. The voltage contacts probe
opposite spin directions, resulting in a negative non-local resistance.
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Figure 2 | Spin transport at 4.2 and 77K. a, Non-local spin valve signal for
device 1 at 4.2 K. The sweep directions of the magnetic field are indicated
(red or green arrows). The magnetic configurations of the electrodes are
illustrated for both sweep directions. Thewidths of the electrodes are 330 nm
(for electrode 1), 90 nm (for 2), 140 nm (for 3), 250 nm (for 4), and the
electrode spacings were 330 nm for the gaps between electrodes 1 and 2, 2
and 3, and 3 and 4. The graphene width was 1.4mm. Inset, electrode spacing
configuration. b, A two-terminal local spin valve signal (measured between
contacts 2 and 3) of about 60V ismeasured at 4.2 K. c, Spin signals at 4.2 and
77K. A ‘minor loop’ is observed because themagnetic field sweep is reversed
before contact 2 has reversed its magnetization direction.
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To investigate the dependence of the signal on the electrode sepa-
ration at 77K, we prepared and measured devices 2 and 3, in which
graphene strips 2mm wide were used. On each device a sequence of
ferromagnetic contacts with monotonically increasing spacings and
different widths were deposited. We will give details elsewhere (manu-
script in preparation). We summarize the spin signals as follows: for
spacing 350nm, the resistance was 31V; for 550nm, 35V; for 1mm,
21V; for 1.5mm, 21V; for 2mm, 22V; for 3mm, 8V; and for 5mm, 5V.
This shows that the spin signals start to go down at spacings beyond
2mm, indicating a spin relaxation length of about 2mm.

Spin transport at room temperature is shown in Fig. 3a for device
4. The magnitude of the spin signal (,6V) is comparable to that
observed at 77K for a 3-mm-spacing device. Figure 3b shows the gate
voltage dependence of the non-local signal in parallel and antiparallel
configurations. In agreement with the principle of the non-local tech-
nique, it shows that the parallel configuration always yields a positive

value and the antiparallel a negative one. In Fig. 3c the gate voltageVg

dependence of the graphene resistance is plotted. The typical shape for
single graphene layers is observed, with a slightly shifted neutrality
point atVg5 19V, where the resistivity reaches a maximum of 3.2 kV
(ref. 1). A comparison between Fig. 3c and Fig. 3b shows that there is
only a small decrease of the spin signal at the Dirac point.

Next, we present room-temperature Hanle-type spin precession
experiments. For this purpose, we first applied amagnetic field in the
y direction to prepare the electrodes in a parallel or antiparallel mag-
netization direction. Then this field was removed and a magnetic
field B in the z direction was scanned. The data are shown in Fig. 4.
Electrons are injected with a spin polarization in the up direction by
contact 3. They precess around the B field with a Larmor frequency
vL5 gmBB/", with g the effective Landé factor (,2) and mB the Bohr
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Figure 1 | Spin transport in a four-terminal spin valve device. a, Scanning
electron micrograph of a four-terminal single-layer graphene spin valve.
Cobalt electrodes (Co) are evaporated across a single-layer graphene strip
preparedonaSiO2 surface.b, Thenon-local spinvalve geometry.A currentI is
injected from electrode 3 through the Al2O3 barrier into graphene and is
extracted at contact 4. The voltage difference is measured between contacts 2
and 1. The non-local resistance is Rnon-local5 (V12V2)/I. c, Illustration of
spin injectionand spindiffusion for electrodeshavingparallelmagnetizations.
Injection of up spins by contact 3 results in an accumulation of spin-up
electrons underneath contact 3, with a corresponding deficit of spin-down
electrons. Owing to spin relaxation the spin density decays on a scale given by
the spin relaxation length. The dots show the electric voltage measured by
contacts 1 and 2 in the ideal case of 100% spin selectivity. A positive non-local
resistance is measured. (We note that a larger positive signal can be obtained
by reversing the magnetization direction of contact 1). d, Spin injection and
spin diffusion for antiparallel magnetizations. The voltage contacts probe
opposite spin directions, resulting in a negative non-local resistance.
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Figure 2 | Spin transport at 4.2 and 77K. a, Non-local spin valve signal for
device 1 at 4.2 K. The sweep directions of the magnetic field are indicated
(red or green arrows). The magnetic configurations of the electrodes are
illustrated for both sweep directions. Thewidths of the electrodes are 330 nm
(for electrode 1), 90 nm (for 2), 140 nm (for 3), 250 nm (for 4), and the
electrode spacings were 330 nm for the gaps between electrodes 1 and 2, 2
and 3, and 3 and 4. The graphene width was 1.4mm. Inset, electrode spacing
configuration. b, A two-terminal local spin valve signal (measured between
contacts 2 and 3) of about 60V ismeasured at 4.2 K. c, Spin signals at 4.2 and
77K. A ‘minor loop’ is observed because themagnetic field sweep is reversed
before contact 2 has reversed its magnetization direction.
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Figure 1.11: Demonstration of Spin Transport in Graphene. Adapted from [32]. Left col-
umn: a) SEM image of an exfoliated graphene flake contacted with Co ferromagnetic elec-
trodes. Electrodes fabricated using e-beam lithography. b) Cross section schematic indicating
the SiO2/Si substrate, graphene flake, Al2O3 layer, Co contacts, and electrical connections
for the non-local measurement. Right column: Non-local magnetoresistance demonstrating
spin transport in single layer graphene.

high mobility, gives graphene great potential for long spin lifetimes and long spin diffusion

lengths.

The foundational work in the field of graphene spintronics is the Tombros 2007 paper

from the van Wees group [32]. Around this time, there were three other reports suggesting

spin transport in graphene in two terminal (local) spin valves [65, 66, 67]. However, in

the local geometry, it is difficult to distinguish a real graphene signal from an artifact such

as anisotropic magnetoresistance (AMR). The big success of the Tombros paper, was the

demonstration of room temperature local and non-local spin transport along with Hanle spin

precession measurements. It was found that graphene had a relatively long (compared to

metals and semiconductors at room temperature) spin diffusion length, �sf = 1 � 2 µm.

Further, the spin-lifetime was determined to be in the range of 100 to 170 ps. In the same

time period, the Fuhrer group demonstrated non-local spin transport at low temperatures in
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to RSV, therefore we define L=3.1 !m as the distance be-
tween the two inner electrodes.

Applying a magnetic field Bz orthogonal to the sample
plane will result in Hanle spin precession. Measuring
Rnl while we sweep the magnetic field !i.e., we change the
precession frequency" yields the curves in Fig. 1!b". Here
two measurements are plotted for the metallic regime,
Vg=+40V!n#−2"1012 cm−2", and two for the Dirac neu-
trality point, Vg=+9V, with the central injector/detector elec-
trodes oriented parallel and antiparallel, respectively. The
parallel-antiparallel signal difference at zero field is the same
as the spin valve signal defined above and is plotted for
different densities on Fig. 2!b", dots. The advantage of a spin
precession measurement is that it allows extracting the spin-
diffusion coefficient Ds and spin scattering time #s by fitting
the measurements with the solutions to the Bloch equation12

for spin accumulation !,

Ds!
2! −

!

#s
+

g!B

$
B " ! = 0 !3"

where the first term on the left-hand side describes the spin
diffusion, the second term the spin relaxation and the last one
the precession, with an effective Landé factor g=2 and the
Bohr magneton !B.

A set of precession measurements was done for different
charge-carrier densities; the resulting spin transport param-
eters Ds and #s are plotted in Figs. 2!c" and 2!d". The spin-
diffusion length %s=$Ds#s is shown in panel e. Examining
Fig. 2, we see that Ds, #s, and %s all decrease approximately
by a factor of 2 when we approach the neutrality point. This
results in a strong decrease in the detected spin valve signal
as seen in Fig. 2!b", consistent with the prediction of the
formula for a four-terminal nonlocal spin injection
geometry,16

RSV =
P2Rs%s

Wg
exp!− L/%s" , !4"

where Wg=300 nm is the width of the graphene flake. The
spin polarization of the injected current determined from this
relation is P#9%. Note that this value can be considered

constant through the range of carrier densities we used, since
the contact resistances span from 20 to 40 k& where imped-
ance mismatch is suppressed.22

Let us focus now on the diffusion of charge versus spin.
As visible in Fig. 2!c", in the high-density case the values are
practically identical for spin and charge. This is a striking
observation, since the two physical entities, Dc and Ds, are
determined from completely different types of experiments.

However, for %n%'0.5"1012 cm−2 formula !1" yields un-
physical values for the diffusion coefficient and results in a
singularity at the Dirac neutrality point. This comes from the
unrealistic assumption of vanishing carrier density and DOS.
To correct for it, one has to account for a broadened density
of states (!!E" due to finite temperature, electron-hole
puddles and possibly to the finite lifetime of electronic states.
The simplest way to include all broadening effects in the
DOS is to add a Gaussian broadening energy ) in the form
of

(!!E" =
1

$2*)
&

−+

+

exp'−
!, − E"2

2)2 ((!,"d, . !5"

After integration we obtain

(!!E" =
gvgs2*

h2vF
2 ) 2)

$2*
exp'−

E2

2)2( + E erf' E

)$2
(*

where erf is the Gaussian error function and the only
undetermined parameter is the value of ). Replacing the
DOS with the broadened version in formula !2" we plot the
modified diffusion constant Dc

! in function of the density
together with the unmodified charge- and spin-diffusion con-
stants !see Fig. 3". We find good correspondence between
Dc

! and Ds both at low and high densities if and
only if we choose an energy broadening of )#75 meV,23

i.e., a Gaussian with full width at half maximum
!FWHM"=2$2 ln 2)#176 meV corresponding to a density
variation of -n# .0.7"1012 cm−2. This is consistent with
the literature values7 attributed to electron-hole puddles in
graphene on SiO2, considering that our samples show a car-
rier mobility of only 3000 cm2 /Vs.18

FIG. 3. !Color online" Spin vs charge diffusion coefficient with
the unbroadened DOS from Eq. !1" and the broadened version from
Eq. !5" using a Gaussian broadening of FWHM#176 meV.

FIG. 4. !Color online" Linear relationship between the spin-
relaxation length and the spin-diffusion coefficient, extracted from
Fig. 2 panels !c" and !e".
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!i.e., the mobility" varies, a definitive conclusion cannot be
drawn from this plot. In Fig. 14!b" we show the dependence
of ! on D extracted from Fig. 11. A clear trend of increasing
! with D is observed suggesting that the spin scattering
mechanism for our samples is of Elliott-Yafet type. There-
fore, in cleaner graphene systems larger spin-relaxation times
are expected. Worth mentioning is that for a carrier mobility
a factor of 100 higher, such as in suspended devices, the
spin-relaxation length would increase by a factor of 10 even
if the spin-relaxation times would remain in the 100–200 ps
range. Given the trend we observe in Fig. 14 that the pros-
pect of realizing spin transport in graphene over tens of mi-
crons seems to be within reach.

IV. CONCLUSIONS

We have successfully realized all electrical injection and
detection of spin accumulation in graphene at room tempera-
ture and 4.2 K. The conductivity mismatch problem has been
partially overcome by the introduction of a thin aluminum
oxide layer between the metallic Co electrodes and the semi-
conducting graphene. By proper modeling, we have taken
into account the spin relaxation induced by the contacts.
From the length dependence of the spin valve signal and spin
precession measurements, we have shown that the longitudi-
nal !T1" and the transversal !T2" spin-relaxation times are
similar. The anisotropy in the spin-relaxation times !#

!spins injected parallel to the graphene plane" and !!

!spins injected perpendicular" reveal that the effective
magnetic fields due to the spin-orbit interaction lie
mostly in the two-dimensional graphene plane. For the
2"103–5"103 cm2 /V s carrier mobilities of our samples,
we found spin-relaxation times of 50–200 ps. These rela-
tively short relaxation times are not determined by enhanced
spin-flip processes taken place at the devices edges, for struc-
tures of 2 #m down to 100 nm in width. The presence of the
aluminum oxide covering the graphene flakes in some ex-
periments does not influence the relaxation times signifi-
cantly. Room-temperature and 4.2 K measurements indicate
similar spin transport properties. The linear dependence of
the spin-relaxation time on the momentum scattering time
indicates that the spin-relaxation mechanism is Elliott-Yafet
type. The gate voltage dependence of the spin signal and

precession experiments show better spin transport properties
in the metallic regime than at the charge neutrality point.
Extrapolating our results to carrier mobilities a factor of 100
higher, spin-relaxation lengths on the order of tens of mi-
crometers are expected.

Finally, we note that the range of carrier mobilities of our
samples was rather limited. Most likely, the mechanisms lim-
iting the charge-carrier mobilities also limit the spin-
relaxation times. In this respect, it would be interesting to
study spin transport properties for devices with significantly
larger carrier mobilities, such as suspended devices, where
the mean free path would also become comparable or higher
than the device dimensions.
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APPENDIX: MODELING OF SPIN RELAXATION
INDUCED BY THE CONTACTS

We consider the geometry shown in Fig. 15 with F1 and
F4 being nonmagnetic. The injector F2 and the detector F3
are placed at the distance L. In the frame of the two-channel
current model the current is carried by two independent
channels, a spin-up and a spin-down one. In the absence of
external magnetic fields the spin accumulation is constant in
the y and z directions; only the x component varies with the
distance. To simplify the mathematical description we con-
sider symmetric splitting of the electrochemical potentials of
the two spin species and discuss only the spin-up channel.
Neglecting the linear term due to charge current flow for
x$0, the solutions for the spin-up electrochemical potential
in the x direction are of the form

#�!x" = a exp$+
x

%
%, for x $ 0,

#�!x" = b exp$−
x

%
% + c exp$+

x

%
%, for 0 $ x $ L ,

FIG. 14. !Color online" The spin-relaxation time as a function of
the spin-diffusion constant at room temperature: !a" summary of all
the spin precession measurements presented in this study and Refs.
3 and 8 and !b" the dependence for devices IB and IIC as extracted
from Fig. 11.

FIG. 15. Modeling of the spin relaxation via the contacts. F1
and F4 are considered as nonmagnetic.
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where the þð"Þ sign is for the parallel (antiparallel) mag-
netization state, L is the spacing between the Co elec-
trodes, !L ¼ g#BH?=@ is the Larmor frequency, g is
the g factor,#B is the Bohr magneton, and @ is the reduced
Planck’s constant. For device A, D ¼ 0:013 m2=s, "s ¼
447 ps, and $ ¼ 2:4 #m. The "s and D obtained from the
Hanle curves are plotted as a function of gate voltage in
Figs. 1(c) and 1(d) for 300 and 4 K, respectively. At 300 K,
there is no obvious correlation between "s and D.
Interestingly, when the device is cooled to T ¼ 4 K, "s
and D exhibit a strong correlation, with both quantities
increasing with carrier concentration. The correlation of
"s and D implies a linear relation between "s and the
momentum scattering time, "p (D( "p as discussed in
Refs. [7,15,25]). This indicates that at low temperatures the
spin scattering is dominated by momentum scattering
through the EY mechanism (i.e., finite probability of a
spin-flip during a momentum scattering event) [26–28].
This behavior has been observed in five SLG devices
(mobility: 1000–3000 cm2=Vs).

The temperature dependences of "s and D at different
carrier concentrations are shown in Figs. 2(a) and 2(b). As
the temperature decreases from 300 to 4 K, "s shows a

modest increase at higher carrier densities (e.g., from
(0:5 ns to (1 ns for Vg–VCNP ¼ þ60 V) and little varia-
tion for lower carrier densities. The temperature depen-
dence of D shows a similar behavior as "s. To analyze the
relationship between the spin scattering and momentum
scattering, we plot "s vs D for temperatures T ¼ 4 K
[Fig. 2(c)], T ¼ 10 K [Fig. 2(d)], T ¼ 50 and 100 K
[Fig. 2(e)], T ¼ 200 and 300 K [Fig. 2(f)], respectively.
The main trend is that for lower temperatures, "s scales
linearly withD, which indicates that an EY spin relaxation
mechanism is dominant at lower temperatures () 100 K).
For higher temperatures, "s and D do not follow the
linear relationship as shown at low temperatures, which
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FIG. 1 (color online). (a) Nonlocal MR measurement of device
A (SLG) at 300 K. The red or gray (black) curve is measured as
the field is swept up (down). E1 and E4 are Au electrodes
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magnetizations. The solid lines are the best fit by Eq. (1). (c),
(d) Spin lifetime (squares) and diffusion coefficient (circles) as a
function of gate voltage at 300 and 4 K, respectively.
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Figure 1.12: Linear Scaling Between Spin Relaxation and Momentum Scattering Through
Field Effect Spin Transport Measurements in Graphene. a) Adapted from [70]. b) Adapted
from [69]. c) Adapted from [72].

narrow graphene channels for which the data was interpreted in terms of quantum transport

behavior [68]. These five works constitute the beginning of the field of graphene spintronics,

while the Tombros paper [32] is generally considered to represent the best evidence for spin

transport.

Since the original work by the van Wees group, there have been several experimental

milestones in the field over the past 5 years. This includes studies of spin relaxation mecha-

nisms in single layer graphene (SLG) on SiO2 [69, 70, 71, 72, 73], electron hole asymmetry

[74], tunneling spin injection [71], spin transport in bilayer [72, 75] and multilayer graphene

[67, 76], spin transport in CVD grown graphene [75] and epitaxial graphene [77, 78, 79], as

well as spin transport and relaxation in suspended graphene [80, 81] and graphene on hBN

[82].

Much of the focus has been on trying to understand why the spin lifetimes are so short.

While the spin diffusion length at room temperature is the longest in any material, it is still

much shorter than expected and owes it’s large value mainly to graphene’s high mobility,

which yields a relatively high diffusion constant, D. Following the Tombros paper, spin
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relaxation mechanisms in graphene on SiO2 were investigated by taking advantage of the

FET behavior [69, 70, 72, 73]. Control over the back gate allows for the carrier density

in graphene to be tuned. At higher carrier concentrations, the conductivity increases. The

conductivity, � is directly related to the diffusion constant, D, through the Einstein relation,

D =

�

e2⌫
(1.5)

where e is the electron charge and ⌫ is the graphene two dimensional DOS. Further, D is di-

rectly related to momentum scattering time. Therefore, by simply sweeping the back gate it is

possible to realize different charge scattering conditions in the graphene layer. Measuring the

spin lifetime at different gate voltages allows for momentum scattering to be compared with

what happens in the spin properties of the graphene. Indeed, as shown in Fig. 1.12, several

experiments have investigated the relationship between the spin lifetime and the diffusion

constant using the FET properties of graphene [69, 70, 72]. The data of Han [72] and Popin-

ciuc [69] clearly demonstrate a linear relationship between ⌧s and D, while the data of Jozsa

[70] indicates a sublinear dependence of ⌧s on D. Regardless, the FET technique clearly

demonstrates a positive correlation between the spin lifetime and the momentum scattering.

There are two mechanisms for spin relaxation that are thought to be important for graphene

[75, 72, 83, 84, 85, 86, 87, 88, 70, 69, 89]. They are the Elliot-Yafet (EY) [90, 91] and

D’yakonov-Perel (DP) mechanisms [92]. The EY mechanism can be understood in terms

of a finite probability for spin-flip scattering due to the presence of some scattering source
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[90, 91, 20]. There are many possible sources of spin relaxation including charged impurity

(CI) scatterers [83, 84], Rashba SO coupling due to adatoms [85, 93, 86], ripples [87, 88],

and edge effects [84]. For EY, each scattering event will cause momentum scattering and

some probability for the spin to flip. Therefore, the more scattering sources that exist in the

sample (i.e. increased defects), there will be increased momentum scattering and spin-flip

events, which generates a linear relationship between the spin lifetime and the momentum

scattering.

The DP mechanism stems from the presence of a spin-orbit field [92, 20] as opposed

to relying on spin flipping during a scattering event. In this picture, a spin is continuously

precessing due to the spin orbit field and the precession depends on the electron k vector.

Such a spin-orbit field tends to cause dephasing of an ensemble spin polarization. Scattering

events which do not conserve momentum, cause the spin to precess around a different spin-

orbit field axis. As the scattering events are increased and due to the randomness of the

momentum scattering process, the spin polarization can be conserved. Thus, the momentum

scattering can be related to the spin lifetime by the relation, ⌧s / 1/⌧p.

Therefore, the FET experiments discussed above [70, 69, 72], which demonstrate a posi-

tive correlation between ⌧s and D suggest that the EY mechanism is important for graphene.

However, it has been shown by Ochoa et al. [84] that ⌧s = (EF )
2⌧p/(�SO)

2, where EF is the

Fermi level, �SO is the spin orbit coupling. ⌧p is the momentum scattering time and repre-

sents the time between scattering collisions, which is related to the diffusion constant. Thus,

there is a fundamental issue with the principle of tuning momentum scattering through the
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and form ‘‘pinholes’’ due to the high surface diffusion and low
surface energy of HOPG/graphene. Similar problems were also
observed by researchers growing HfO2 or Al2O3 on graphene
[89–91]. After trying different techniques, we developed a
method for growing atomically smooth MgO films on graphene
by using a submonolayer Ti seed layer. Fig. 5a shows the
schematic drawing of the MgO grown on top of the Ti seed layer.
With only 0.5 ML Ti (0.12 nm) prior to the MgO growth, the RMS
roughness of the MgO film dropped quickly from 0.7 nm, for MgO
on bare HOPG, to 0.2 nm (Fig. 5b and c) [75]. Fig. 5d (open circles)
shows the RMS roughness of 1 nm MgO films on HOPG as a
function of the thickness of Ti. It is clearly shown that the
smoothness of the film greatly improves as the Ti thickness
increases from 0 ML to 0.5 ML. To use this as a tunnel barrier,
we oxidized the Ti in order to form TiO2 to avoid a possible
conductive path between Co and SLG (see open triangles in
Fig. 5d). Finally, we applied this technique to SLG flakes, and
found the RMS roughness of a 1 nm MgO film is less than 0.2 nm
(Fig. 5e and f).

4.3. Spin injection using tunneling contacts

Using the Ti-seeded MgO barrier, we fabricated SLG spin valves
with tunneling contacts (Fig. 6a). The current–voltage (I–V) curves
between electrodes were highly non-linear (Fig. 6b), and differ-
ential contact resistance showed a very sharp peak at Idc¼0 mA
(Fig. 6c), which is an indication of tunneling between the Co
electrodes and SLG. A 130 O nonlocal MR was observed for a SLG
spin valve measured at 300 K with Vg¼0 V (Device C, tunneling
contacts). The spacing between injector and detector (L) was
"2.1 mm, and the width of SLG (W) was "2.2 mm, as shown in
Fig. 6d. The spin injection efficiency, P, was calculated to be 26–
30% using Eq. (1) with experimental values of sG¼0.35 mS, and
typical experimental values of lG¼2.5–3.0 mm. This high spin
injection/detection efficiency highlighted the high quality of the
MgO tunnel barrier, which alleviated the conductance mismatch
between Co and SLG in spin valves having transparent contacts
[73,74]. This compares favorably with the tunneling spin polar-
ization of 35–42% measured by spin-dependent tunneling from
Co into a superconductor across polycrystalline Al2O3 barriers
[80,92,93]. Fig. 6e and f shows the nonlocal and local MR loops
measured at 4 K (Device C, tunneling contacts). The nonlocal MR
and local MR signal were "100 O and "200 O, respectively. This
local MR is roughly twice the nonlocal MR, which is precisely the
behavior expected theoretically [94,95]. Also, the nonlocal MR

Fig. 4. SLG spin valve device with seven Co electrodes with various spacings
(Device B, SLG, transparent contacts). (a) SEM image of this device. E1–E7 are
seven Co electrodes. Dashed lines show the edge of the SLG in a region of the
image, which has poor contrast. (b, c and d) Nonlocal MR scans for L¼1 mm
(injector: E4, detector: E5), 2 mm (injector: E2, detector: E3), 3 mm (injector: E5,
detector: E6), respectively, measured at 300 K (Vg¼0 V).

Fig. 5. MgO growth on HOPG and SLG. (a) Schematic of Ti seeding on HOPG or SLG prior MgO growth. (b) AFM image of 1 nmMgO without the Ti seeding. (c) AFM image of
1 nm MgO grown on 0.5 ML Ti/HOPG. (d) The rms roughness of 1 nm MgO films as a function of Ti coverage. Open circles are for samples in which the MgO is deposited
immediately after Ti. Open triangles are for samples that are exposed to 30 L of O2 gas to fully oxidize the Ti prior to MgO growth. (e) AFM image of 1 nm MgO grown by
e-beam deposition in UHV on a graphene sheet dressed by 1.0 ML Ti (with post oxidation). There is no aggregation of MgO at the edges of the graphene. (f) Typical AFM line
cut of 1 nm MgO film on graphene surface.

W. Han et al. / Journal of Magnetism and Magnetic Materials 324 (2012) 369–381 373

Figure 1.13: Atomically Smooth MgO on Graphene with TiO2 Seed Layer. Adapted from
[25].

back gate voltage and this is because the fermi level is also being modified. Further, several

recent theoretical reports have called the FET technique into question and suggest that the DP

mechanism should dominate over EY in graphene [88, 89, 84]. The issue of spin relaxation

in graphene is taken up in Chapter 9.

A milestone in the field of graphene spintronics was the development of smooth MgO

films for tunneling spin injection into SLG [67, 71, 34]. As shown in Fig. 1.13 b), MgO

deposited onto graphene results in rough films with many pinholes. On the other hand, by

depositing a 0.5 ML Ti seed layer (Fig. 1.13 a)), the subsequent MgO film becomes atomi-

cally smooth as shown in the AFM image in Fig. 1.13. It was also demonstrated that the post

oxidation of such Ti seed layers also results in atomically smooth MgO with the added ad-

vantage of insulating behavior, which is crucial for application in a tunnel barrier. Transport

measurements conclusively demonstrated that submololayers of oxidized Ti do not introduce

significant charge transfer (doping) or a large decrease in the mobility [94]. Oxide growth on

graphene is a challenging field due to graphene’s chemically inert nature and low surface en-
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!RNL ¼ 1

!G

P2
J"G

W
e"L="G ; (1)

where PJ is the spin injection or detection efficiency, and
!G, W, and "G are the conductivity, width, and spin diffu-
sion length of the SLG, respectively. PJ is calculated to be
26%–30% using experimental values of !G ¼ 0:35 mS,
W ¼ 2:2 #m, L ¼ 2:1 #m, and typical values of "G ¼
2:5–3:0 #m (see Fig. 4). This compares favorably with
the tunneling spin polarization of 35% measured by spin-
dependent tunneling from Co into a superconductor across
polycrystalline Al2O3 barriers [23]. The spin injection effi-
ciency is larger than observed in previous studies using
barriers with pinholes (2%–18% at low bias) [3,10,16] and
transparent contacts (1%) [8].

The tunnel barrier enhances the efficiency of spin injec-
tion from Co into the SLG by alleviating the conductance
mismatch problem [13–15]. For spin injection without
tunnel barriers, the spins that are injected from the Co
electrode into the SLG can diffuse within the SLG (toward

neighboring electrodes) or diffuse back into the Co elec-
trode. The flow of spin via diffusion is governed by the spin
resistances [18], which are RG ¼ "G=ð!GWÞ for the SLG
and RF ¼ $F"F=AJ for the Co, where $F is the Co resis-
tivity, "F is the spin diffusion length of Co, and AJ is the
junction area [24]. Using typical parameters (W ¼ 2 #m,
"G ¼ 2–3 #m, !G ¼ 0:5 mS, $F ¼ 6% 10"8 "m [25],
"F ¼ 0:06 #m [26]), the RF=RG ratio has values between
&10"3 and &10"5 depending on the value of AJ [24].
Because RF ' RG, the spin diffusion is dominated by
the backflow of spins into the Co electrode, which leads
to a low spin injection efficiency. The insertion of a tunnel
barrier increases the spin injection efficiency by blocking
the backflow of spins into the Co electrode.
Quantitatively, the role of the tunnel barrier is explained

in the one-dimensional drift-diffusion theory of spin trans-
port [18], where !RNL is given by
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where PF is the spin polarization of the FM and RJ is the
contact resistance between the FM and SLG. This equation
shows that increasing the contact resistance produces a
strong enhancement of !RNL that saturates as RJ becomes
significantly larger than RG (see supplementary material
[27]). In addition to the magnitude of !RNL, another
method to distinguish the tunneling contacts is to inves-
tigate the relationship between !RNL and !G, which can
be tuned by gate voltage. For tunneling contacts !RNL

scales with 1=!G [Eq. (1)], while for transparent contacts
(RJ ' RG) !RNL scales with !G [7,11]. Figure 2 shows
the calculated gate dependence of !RNL for transparent,
intermediate (RJ & RG), and tunneling contacts (see sup-
plementary material [27]). For transparent contacts, the
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FIG. 1 (color). (a) Schematic diagram of the angle evaporation
geometry. The gray layers are PMMA/MMA resist with under-
cut. The red and blue dashed lines show the 0) and 9) deposition
of TiO2 and MgO. The black lines indicate the 7) evaporation of
Co. (b) Schematic drawing of the Co=MgO=TiO2=SLG tunnel-
ing contacts. The arrow indicates the current flow through the
MgO tunnel barrier. (c) Nonlocal MR scans of SLG spin valves
measured at room temperature. The black (red) curve shows the
nonlocal resistance as the magnetic field is swept up (down). The
nonlocal MR (!RNL) of 130 " is indicated by the arrow.
Inset: The nonlocal spin transport measurement on this device
with a spacing of L ¼ 2:1 #m and SLG width of W ¼ 2:2 #m.
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loop has much better signal-to-noise ratio and is more sensitive
to detect the spin signal compared to the local MR.

5. Spin relaxation

SLG is a promising material for spintronics because it is
predicted to have long spin relaxation times and long spin diffusion
length due to the low intrinsic spin–orbit and hyperfine couplings
[25,26,68,69,96]. However, the measured spin lifetimes in SLG
(50–200 ps) were orders of magnitude shorter than expected from
the intrinsic spin–orbit coupling [41,51,52,54,55,57,97]. Here, we
utilized Hanle spin precession measurements to investigate the role
of charged impurity scattering and contact-induced effects on the
spin relaxation in graphene. Furthermore, we observed long spin
lifetimes in SLG and BLG.

5.1. Hanle spin precession

Hanle spin precession was performed by applying an out-of-
plane magnetic field, with the geometry shown in Fig. 7a. The
magnetic field induced spin precession at a Larmor frequency of
oL ¼ gmBH?=_, where g is the g-factor, mB is the Bohr magneton,
and _ is the reduced Planck’s constant. Fig. 7b shows typical Hanle
spin precession curves, which were obtained by measuring the
nonlocal resistance as a function of H? for a SLG spin valve with
transparent contacts at 300 K (Device D, L¼3 mm). The top branch
(red curve) is for the parallel magnetization state of the central
electrodes, and the bottom branch (black curves) is for the

antiparallel magnetization state. The characteristic reduction in
the spin signal with increasing magnitude of H? was a result of
spin precession induced by the out-of-plane field, which reduces
the spin polarization reaching the detector electrode. Quantita-
tively, the Hanle curve depends on spin precession, spin diffusion,
and spin relaxation and is given by

RNLp7
Z 1

0

1ffiffiffiffiffiffiffiffiffiffiffiffi
4pDt

p exp "
L2

4Dt

" #
cosðoLtÞexpð"t=tsÞdt ð2Þ

where the þ(") sign is for the parallel (antiparallel) magnetiza-
tion state, D is the diffusion constant, and ts is the spin lifetime [6].
Using this equation, we fitted the parallel and antiparallel Hanle
curves (solid lines). The fitting parameters obtained were
D¼2.5&10"2 m2s"1 and ts¼84 ps, which corresponded to a spin
diffusion length of lG ¼

ffiffiffiffiffiffiffiffi
Dts

p
¼1.5 mm. This Hanle lifetime repre-

sents a lower bound of spin lifetime due to contact-induced spin
relaxation, which will be discussed in detail later.

5.2. Charged impurity scattering

Our first study was to systematically introduce additional
sources of charged impurity scattering and monitor their effect
on spin lifetime [57]. Gold impurities were selected for this
purpose because they were shown to behave as charged impurity
scatterers with 1/r Coulomb potential when deposited at low
temperature without clustering (18 K) [98] and were not
expected to generate other effects such as resonant scattering,
wavefunction hybridization, or chemical bonding. Fig. 8a shows
the effect of Au doping (at 18 K) on the conductivity of SLG as

Fig. 6. SLG spin valve device with tunneling contacts. (a) Schematic drawing of the Co/MgO, TiO2/SLG tunneling contacts. The arrow indicates the current flow. (b) Typical
2-probe IV curve between Co electrodes through SLG measured at 300 K. (c) Typical differential contact resistance (dV/dI)C as a function of bias current measured at 300 K.
(d) Nonlocal MR scans of a SLG spin valves measured at room temperature (Device C, SLG, tunneling contacts, L¼2.1 mm, W¼2.2 mm, Vg¼0 V). The nonlocal MR of 130 O is
indicated by the arrow. Inset: the nonlocal spin transport measurement. (e–f) Nonlocal and local MR loop of device C measured at 4 K (Vg¼0 V).
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Figure 1.14: Tunneling Spin Injection into SLG at RT. Left panel: Adapted from [71]. a)
Schematic of the fabrication of high quality tunnel barriers and Co ferromagnetic electrode.
Angle evaporation into the undercut using a thick MgO masking layer grown at normal in-
cidence allows for decreased tunneling spin injection area. The final grown structure for the
tunnel barrier is shown in b). Right panel: b) 2 probe I-V curve using tunneling contacts
to graphene. Non-linear I-V is characteristic of non-ohmic behavior. c) 3 terminal contact
resistance measurement demonstrates sharp tunneling behavior with a junction resistance at
low bias above 100 k⌦. d) Demonstration of non-local spin transport with tunneling spin
injection at room temperature. The non-local signal, �RNL, is 130 ⌦, the largest of any
material.

ergy. The issue of oxides on graphene is critical to trying to realize new phenomena through

spin based proximity interactions and is taken up in Chapters 4 and 7.

In 2010, Wei Han demonstrated tunneling spin injection into single layer graphene [71].

Fig. 1.14 (left panel) shows the special growth using angle evaporation and the TiO2 seed

layer. In order to achieve high materials quality and control over thicknesses in the sub-

monolayer range, MBE is employed as it allows excellent control over materials at the atomic

scale. Angle evaporation of a thin MgO layer (0.9 nm) at an angle of 9� into the undercut of

the MMA/PMMA bilayer and a second evaporation step of 3 nm MgO at normal incidence

creates an MgO tunnel barrier structure that will be dominated by tunneling only in a small

junction area near the undercut. Evaporation of the ferromagnetic electrode, in this case

Co, into the undercut at 7� ensures that spin will be injected through the thin 0.9 nm MgO
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layer but keeps the Co from direct contacting the graphene. The I-V characteristics of such

contacts are shown in Fig. 1.14 (right panel) b) and c). Two probe I-V shows non-linear

behavior indicating that the contacts are non-ohmic. A three terminal measurement can shed

light on the contact resistance of the contacts. Following the schematic in the inset of Fig.

1.14 d), the three terminal configuration consists of passing current from electrode E2 to E1,

with E1 acting as electrical ground. A voltage can be measured between E2 and E4. Thus,

Only the Co wire and tunnel barrier share the current path and voltage detection, which

yields a resistance measurement that is sensitive to the contact resistance of E2. Applying an

AC current and sweeping a DC current bias while measuring the AC voltage response using

lock-in techniques, is a differential measurement and can be plotted as (dV/dI) in k⌦ against

the DC current bias, IDC. Fig. 1.14 (right panel) c) displays the dV/dI contact resistance

measurement typical for a tunneling contact using the special angle evaporation, TiO2 seed

layer, and MBE growth. Subsequently, devices with such contacts were shown to have the

largest non-local magnetoresistance at room temperature of any material, �RNL, is 130 ⌦.

Accordingly, the spin injection efficiency was greatly improved. Previously, typical devices

were characterized by PJ < 0.15, whereas the tunneling contacts demonstrated PJ = 0.3,

which is approaching the intrinsic polarization value in Co (PF = 0.35). At low temperatures,

both local and non-local spin transport can be observed.

Tunneling, or high resistance contacts, have important implications in spin relaxation

measurements [71, 72]. Fig. 1.15 shows the Hanle spin precession measurements performed

on devices with ohmic, pinhole, and tunneling contacts. Ohmic and pinhole contacts gener-
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Figure 1.15: Comparison of Hanle Spin Precession Measurements for Tunneling, Ohmic,
and Pinhole Contacts to Graphene.

ally yield spin lifetimes in the range of 80 - 200 ps. On the other hand, long spin lifetimes

up to 1 ns can be realized with the tunneling contacts developed by Wei Han [71]. This

indicates that for ohmic and pinhole contacts that there exists extra contact induced spin re-

laxation which appears to generate low spin lifetimes in Hanle measurements. For Co directly

in contact with the graphene layer, injected spins can readily flow back into the Co contacts

due to the lower spin resistance of the ferromagnet compared to the graphene [71, 25]. This

is often discussed in terms of an escape time such that the total spin lifetime, ⌧total, is given

by, (⌧total)�1
= (⌧sf )

�1
+ (⌧escape)

�1. There is also the possibility of additions spin-flip

scattering underneath the ferromagnetic contact. Insertion of a tunnel barrier eliminates the

back flow of spins into the ferromagnet and yields longer spin lifetimes [71, 95] and should

also reduce spin-flip scattering due to Co at the interface. There is also the possibility that

stray magnetic fields caused by roughness of the bottom Co interface introduces additional

dephasing under the contacts. This issue is known to be important for semiconductors [96],
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but it’s relevance for graphene is unclear and likely depends on the Co/MgO interface. In the

case of the TiO2 seeded MgO, the MgO surface is atomically smooth which should limit the

stray field dephasing. Contact induced spin-relaxation is still remains a highly debated topic

[71, 72, 34, 25, 97, 76, 77, 80, 82, 95]. Tunneling spin valves as developed by Wei Han [34]

are used exclusively for this thesis in chapters Chapters 4 and 7.

1.3 Spin Transport in Candidate Materials

Beyond metals and semimetals, there is extensive interest in understanding spin injec-

tion and transport in other candidate materials including semiconductors [15, 19, 20, 98,

99, 100, 101, 102], carbon nanotubes, organics, and oxide interfaces. In particular, semi-

conductor spintronics has been a highly active field partly due to their importance in mod-

ern information processing, which makes them ideal for integrating spintronics with charge

based processing. Further, semiconducting materials have demonstrated long spin lifetimes

[15, 103, 19, 20]. From a fundamental point of view, semiconducting materials exhibit a wide

variety of spin-related properties which motivate new and exciting physics including optical

orientation [104], polarization of nuclear spins [104, 105], interfacial states, band bending,

and spin-orbit coupling [100]. In particular, GaAs has a direct band gap which allows for

optical probes of the spin state [104, 103, 98, 99, 106, 101], has long spin lifetimes despite

the presence of a strong nuclear bath and large spin-orbit coupling, and was also the first ma-

terial to demonstrate the spin hall effect [100]. Further, spin injection can be achieved both
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electrically [98, 99, 101, 102] and through orientation of photoexcited carriers due to the op-

tical selection rules [104, 103]. Spin injection into GaAs has been detected through optical

probes using the Faraday or Kerr effect [103, 101], electrically [102, 107], and through spin

polarized emission using a quantum well structure (spin LED) [98, 99, 108].

Semiconductor spintronics is a rich field for which spin injection and detection have been

intensively studied, but control over spin properties during transit remains a difficult problem.

While graphene readily exhibits FET behavior due to it’s 2D nature, electric field control over

spin transport in semiconducting channels is generally discussed in terms of Rashba SO cou-

pling. Indeed, this is the fundamental idea proposed by Datta and Das in 1990 [28]. Since

that time there has been an exciting experimental report demonstrating a functioning spin-

FET [109]. In this dissertation, it is proposed that control over spin transport can be achieved

through exchange coupling between the GaAs transport channel and a ferromagnetic insula-

tor. Use of the ferromagnetic insulator as a gate dielectric could potentially lead to control

over either the carrier density at the interface or wavefunction overlap. Thus, it is important

to develop FMI/SC materials systems. Few ferromagnetic insulators exist, particularly when

compared with the abundance of metallic ferromagnets and oxide antiferromagnets. Here it

is proposed to use the ferromagnetic insulator EuO as the gate dielectric. Chapter 3 discusses

the properties of EuO and in Chapter 5 the growth of high quality single crystal EuO on GaAs

is presented.

2D oxide interfaces are an emerging system of interest for spintronics and spin trans-

port [110, 111, 112, 113]. In 2004, Ohtomo and Hwang realized charge transport with high
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mobility at the interface of LaAlO3 and SrTiO3 which has been attributed to the polar catas-

trophe mechanism [110]. Since then the LaAlO3/SrTiO3 quasi-2D system has demonstrated

many interesting phenomena including superconductivity [114, 115]; gate-tunable transport

properties including superconductivity [114], mobility [116], confinement [116], and spin-

orbit coupling [117, 118]; and the coexistence of magnetism and superconductivity [119].

Low dimensional conductive channels have been realized in other oxide systems including

the MgxZnO1�x/ZnO [120] and �-doped SrTiO3 [121, 122]. To date few spin-based studies

in these systems exist. There have been predictions for low spin-orbit coupling and long

spin lifetimes [123] as well as interesting predictions for a 100% spin-polarized 2DEG at

the interface of LaALO3 and EuO [124, 125]. Experimentally, there exists a single study of

three terminal Hanle spin injection from Co into localized states inside the LaAlO3 layer of

the LaAlO3/SrTiO3 system. Chapter 6 discusses the growth of high quality EuO on TiO2

perovskite planes which is of direct relevance to the field of spintronics and opens up many

possibilities for future spintronics applications in oxide systems.

1.4 Conclusion

Here I present my dissertation on trying to realize novel spin-based phenomena in candi-

date spintronic materials including graphene, oxide systems, and graphene by taking advan-

tage of the atomic scale control provided by MBE. In Chapter 1, I have introduced the field

of spintronics with a focus on the topics that are directly relevant to the chapters that follow.
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In particular I have discussed non-local spin transport and Hanle spin precession with a focus

on graphene spintronics. I have also introduced GaAs as an important spin transport material

and discussed routes towards trying to realize spin manipulation. Spin-based phenomena in

low dimensional oxide interfaces is an emerging field with few theoretical and experimental

results but shows great promise as a future materials system for studies of spins. Spin-based

phenomena and magnetism depend fundamentally on interactions driven by quantum me-

chanics, leading to fascinating new behavior as the size of designed heterostructures and

devices approaches the length scale of the relevant interactions.

To achieve these new and exciting behaviors, it cannot be emphasized enough that atomic

scale control over materials synthesis is absolutely critical. Molecular beam epitaxy (MBE)

is a materials growth technique which renders growth quality and control on this scale. In

Chapter 2, I introduce MBE and discuss basic experimental details as well as thin film char-

acterization techniques and probes of graphene properties through adatom deposition, which

will serve as necessary background information for the subsequent chapters. Chapter 3 in-

troduces the ferromagnetic insulator EuO. Chapter 4 discusses spin-based proximity induced

phenomena. My work on realizing high quality growth of EuO on GaAs is presented in

Chapter 5. Next, I present in Chapter 6, a progressive materials achievement towards realiz-

ing interesting spin-based behavior at low dimensional oxide interfaces by templated growth

of EuO on TiO2 perovskite planes. Next, in Chapter 7, I demonstrate epitaxial and atomically

smooth growth of the ferromagnetic insulator EuO on HOPG and graphene. After examining

the potential for realizing high quality materials growth and integrating EuO onto candidate

29



spintronics materials, the focus shifts towards investigating novel spin behavior in graphene

though submonolayer MBE deposition. In these studies non-local spin valves are used to

probe the spin properties of the graphene layers. Chapter 8 presents groundbreaking work on

magnetic moment formation in graphene through hydrogen adsorbates and lattice vacancies.

Amazingly, these systems exhibit exchange coupling to the conduction electron spins and for

the first time, demonstrates exchange fields in graphene. Last, spin relaxation mechanism in

graphene are discussed in Chapter 9.
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Chapter 2

Molecular Beam Epitaxy

2.1 Introduction to Thin Film MBE

Molecular Beam Epitaxy (MBE) is a materials synthesis technique that allows for excel-

lent control over atomic scale growth. It can be thought of as spray painting atom by atom

and can therefore be used to create high quality crystalline films that are easily controlled at

the most basic level. Epitaxy is concerned with achieving the ordering of deposited overlay-

ers relative to a crystalline substrate. This technique, developed in the 1960’s and 1970’s,

began by investigating ways of growing semiconducting films for the fast growing electron-

ics industry [126, 127, 128, 129, 130, 131, 132, 133]. One of the key foundational works

by Arthur in 1969 investigated the growth of GaAs films and found that flux matching be-

tween Ga and As, when the substrate is held at elevated temperatures, does not determine

the growth process [129, 126]. In fact, above ⇠400 �C, As readily desorbs from the GaAs
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surface, allowing for a regime in which by simply overpressuring with As, the entire Ga flux

would bond and form GaAs. This technique, now called distillation, was one of the first

works in the field of MBE, before that term had even been coined and before in-situ diffrac-

tion techniques had been developed that could monitor the crystal surface during growth.

Key achievements in the following time period included graded doping and the development

of GaAs/AlxGa1�xAs heterostructures which eventually led to the realization of quantized

electronic structures [132]. In particular, such developments were directly responsible for

many scientific advances in condensed matter physics and nanoscience including the sam-

ples which demonstrated the fractional quantum Hall effect [134, 132, 133].

At the time, the combination of growth process with surface characterization such as

Auger spectroscopy and reflection high energy electron diffraction (RHEED), which can in-

vestigate thin film properties, was a major breakthrough in the field. Since then, serious

advances have been made particularly by the development of atomic scale microscopy tech-

niques such as scanning tunneling microscopy (STM) along with scanning tunneling spec-

troscopy (STS) and its relatives atomic force microscopy (AFM), conductive tip AFM, and

magnetic force microscopy (MFM). These techniques have scaled down the range of study

from the thin film layer-by-layer growth to investigating the growth process within a sin-

gle film from nucleation of islands to adsorbates as well as offering direct information on

adsorbates, passivation, defects, and reconstructions. Further, STM is a powerful tool capa-

ble of detecting the electronic structure at the atomic scale and evidence of its capability is

demonstrated in the 1992 discovery of the quantum corral [135] which was able to directly
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image electronic wavefunctions on surfaces with atomic scale spatial resolution. MBE began

as an experimental technique to investigate the potential for semiconductor transistors and

has since blossomed into a diverse and important tool for oxides, organics, metals, semicon-

ductors. This is especially crucial in light of downward scaling in size of electronic devices

calling for the need to engineer and understand novel heterostructures and two dimensional

systems. In particular, the field of oxide growth and heterostructures has blossomed in the last

15 years [136, 137, 112]. Understanding growth at the atomic scale in these materials sys-

tems and engineered heterostructures is important for many applications including electron-

ics, spintronics, opto-electronics, plasmonics, chemical self-assembly, and the integration of

these diverse fields.

2.2 MBE Basics

2.2.1 Introduction to Vacuum Chambers

Molecular Beam Epitaxy relies on several key ideas: Ultra high vacuum (UHV), vapor

phase ‘beams’ of material to deposit, a substrate mount capable of heating, and in-situ char-

acterization techniques. UHV refers to pressures less than 1 ⇥ 10

�9 Torr. MBE is mainly

concerned with realizing epitaxial growth of ordered films on top of crystalline substrates.

A typical MBE system is shown in Fig. 2.1. A standard MBE system should consist of

three separate chambers, two of which should be considered UHV. The ‘main chamber’ con-

tains the growth evaporators, gas sources, mechanical shutters to block the beams, substrate
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mount (‘manipulator’) capable of positioning the sample and heating the substrate. The sub-

strate should be able to face the evaporators and rotate (90 � or 180 �) for sample transfer.

The main chamber in the Kawakami group also has a cryo-panel behind the manipulator

to allow for the beams to condense. Also, the chamber has a deposition monitor mounted

on a UHV linear stage that can be placed in front of the sample to take the deposition rate

of the evaporated material. Lastly, the main chamber is equipped with a characterization

tool capable of monitoring the growth in real time such as RHEED. An adjacent chamber,

sometimes called the buffer, characterization, or analysis chamber, exists to isolate the main

chamber from the ‘load lock’ as well as house any desired surface analysis techniques such as

Auger electron spectroscopy (AES), low energy electron diffraction (LEED), µLEED, x-ray

photoemission spectroscopy (XPS), and possibly x-ray diffraction (XRD) or angle-resolved

photoemission spectroscopy (ARPES). Also, the buffer chamber may be equipped with a

heater for degassing of sample holders and substrates, and possibly a sample storage stage.

The buffer chamber should be UHV or nearly UHV. Lastly, the load lock is a high vacuum

system capable of pumping to 1 ⇥ 10

�8 Torr for which samples can be easily loaded or re-

moved by venting the chamber. When pumped down, the load lock should be well evacuated

to minimize the introduction of water vapor and other undesirable residual gases to the buffer

chamber, which could then subsequently enter the main growth chamber. Important compa-

nies for UHV related parts and equipment are: MDC vacuum, Kurt J Lesker, Thermionics,

Nor-Cal Products, Gamma Vacuum, Varian, Pfeiffer (Germany), VST, Heat Wave Labs, Alfa

Aesar, American Elements, HEFA Rare Earth (China, Canada), Lakeshore, Omega, Hosi-

34



Figure 2.1: Typical MBE Chambers. a) Schematic of a typical MBE chamber. Adapted
from [126]. b) The MBE chamber in the Kawakami group as viewed from the back where
the evaporator cells are located.

trad (Netherlands), UHV Design Ltd., Advanced Research Systems, Admat Inc., ESPI, New

Metals and Chemicals Ltd. (UK), Reade, Goodfellow, Thermo Shield, McAllister, Ferrovac

(Switzerland) , MBE-Komponenten GmbH (Germany), Infinicon, œrlikon Leybold (Ger-

many), Omicron (Germany), Tectra (Germany), Staib Instruments, Momentive, Kyocera,

MPF Products, Swagelok, Faztek, Grainger, and McMaster-Carr.

2.2.2 Vacuum Basics

An MBE chamber consists of a stainless steel enclosed space of varying size, usually

between roughly 1 ft. and 5 ft. in diameter for standard research applications. Our two

main chambers have been custom designed for particular capabilities and then manufactured

by Thermionics or MDC Vacuum. Here I discuss vacuum chamber basics that are relevant
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for the Kawakami group main chamber where chamber parts and materials must be able to

handle moderate temperatures and oxygen environments (PO2 < 5⇥10

�7 Torr). In regards to

materials that are generally used for building of chamber parts, it is recommended that only

stainless steel (SS), tantalum, molybdenum, titanium, and ceramics are used for building

UHV grade parts. Ta, Moly, and Ti should be of relatively high quality. While aluminum

is easy to machine, it readily outgases under vacuum and makes it impossible to reach ideal

UHV pressures. Stainless steel works well as chamber walls and most chamber parts but

cannot be used for parts that are heated. Standard ceramics are alumina and pBN. Access to

the inside of the chamber is achieved through extrusions called ports, which are terminated

by a flange. A flange is a connecting location where UHV parts come together and provide

access within the chamber and between chambers. Flanges come in many sizes (in inches)

and are defined by the outer diameter (OD) of the flange. Some common sizes are: mini

(1.33 OD), 2 3/4, 3.33, 4.5, 4.625, 6, 8, 10. On the face of every flange is a knife edge, which

is an angled protrusion extending from the face and encircling the through hole of the flange

(the part inside the vacuum). A cross section of the knife edge looks like a right triangle that

comes to a sharp point. It is very important that the knife edge is never damaged (scraped,

scratched, dented, etc...) as the knife edge is critical for achieving UHV grade seals between

connecting parts on the chamber. A seal is made between two flanges by inserting a copper

gasket of appropriate size. Bolting together the two flanges causes the knife edge on each

flange to cut into the soft copper material and create an excellent metal on metal seal. This

type of seal is called Con-Flat (CF) or Del-Seal by some companies. CF gasket seals are
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significantly better for reaching UHV pressures compared to Viton or rubber O-ring style

seals such as Kwik (Quick) Flange (KF). KF is best used on high vacuum (HV) (⇠ 1⇥ 10

�6

– ⇠ 10 ⇥ 10

�8) systems such as load locks and cryogenic systems.

There are two other important types of seals that are worth mentioning, but are not rele-

vant for UHV chamber building. These are VCR and swagelok and are best used for ‘plumb-

ing’ of liquids and gases. These serve as excellent ways to pipe in gases or chilled water to

parts inside the chamber, but are not integrated onto the chamber ports in such a way that

they are responsible for maintaining UHV. Swagelok is a reusable metal on metal seal that

does not involve gaskets and is capable of maintaining pressures down to ⇠ 1 ⇥ 10

�6. VCR

is also a metal on metal seal, but uses a soft aluminum or copper gasket to seal and in prin-

ciple can hold pressure in the UHV range. Swagelok is reusable and easy to use, and so is

most commonly used for fluid plumbing. While VCR is more difficult due to the need to

weld VCR male/female adaptors on any piping and the non-reusable nature of gaskets, but

offer excellent base pressure which is important for gases and gas lines involved in growth

processes.

Chamber base vacuum pressure is of key concern for the quality of a growth process. The

rate of residual gas molecules impinging on the sample surface is given by [126],

dn

dt
=

Pp
2⇡mkBT

(2.1)
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where P is the chamber pressure in Torr, m is the atomic mass of the residual gas particles,

kB is Boltzmann’s constant, and T is the substrate temperature in K. The unit for dn/dt is

cm�2s�1. The quantity dn/dt is directly related to the number of contaminants that could

be introduced at the surface and can be thought of as a deposition rate of contaminants. A

clean system should have a residual gas pressure that gives an contaminant concentration to

be less than 1 ⇥ 10

�6 or 1 part in a million. If we take the background pressure to be made

up of a standard air mixture, we can expect a residual gas mass of roughly 26 g. Taking two

cases, room temperature (RT) at 25 �C and an elevated growth temperature of 500 �C, we get

dn/dt =⇠ 5 ⇥ 10

20 ⇥ P for RT and dn/dt =⇠ 2 ⇥ 10

20 ⇥ P at 500 �C. Fig. 2.2 a) displays

dn/dt vs. chamber pressure for 25 �C and 500 �C. For instance, a typical surface has roughly

10

14 – 10

15 atoms cm�2. Therefore, at a vacuum of 10�6 Torr, the number of contaminants

impinging on the sample surface is roughly equal, while a typical deposition rate would be

close to 1 monolayer (ML) per couple of minutes. The comparative rate in dn/d(ML) in

units of cm�2ML�1 for a typical deposition rate of material is shown on the right axis of Fig.

2.2 a). The contaminant rate is clearly larger than the deposition rate. However, this is really

overstating the problem as only a fraction of the rate dn/dt will react with the substrate sur-

face. A very important tool to aid in this problem is called ‘bake-out‘. Bake-out consists of

heating up the entire vacuum chamber above 100 �C and desorbing undesirable contaminants

from the chamber walls such as water vapor, acetone, and IPA. Another important technique

is to degas the evaporator cells and cell material. After proper bake-out and degassing, the

chamber background pressure (even in the range 10�10 Torr) is largely due to the vapor pres-
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Figure 2.2: Contaminant Deposition Rate Caused by Background Pressure in MBE. a) Con-
taminant deposition rate, dn/dt, caused by residual gas in a vacuum chamber. b) dn/d(ML)
rate as a function of substrate temperature at P = 1 ⇥ 10

�10 Torr.

sure of the cell materials and not from reactive contaminants. Lastly, Fig. 2.2 b) displays the

comparative rate of contaminants to materials deposited, dn/d(ML) as a function of tem-

perature at P = 1 ⇥ 10

�10 Torr. The contaminant rate decreases some as the temperature

is increased, but not as dramatically compared to the effect of base pressure. However, the

increase of deposited contaminants with decreasing pressure, is the underlying principle be-

hind the cryo-pump and cryo-panel. Cooling to cryogenic temperatures can increase dn/dt

roughly one order of magnitude.

There are several types of pumping systems that operate in different ranges and are nec-

essary for realizing UHV pressures. The most basic pump is the roughing pump which

is capable of pumping at high flow (L/s) and is generally only used for pumping down a

vented system to less than 1 ⇥ 10

�3 Torr. A roughing pump is also used in series with a

turbo-molecular pump to rough on the turbo, which cannot operate at pressures greater than

1 ⇥ 10

�3 Torr. A standard roughing pump is the Alcatel oil pump, which is relatively cheap
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and easy to maintain. The main (and serious) drawback of an oil pump is the possibility

of contaminating the UHV chamber with hydrocarbon contaminants. A better option is the

oil-free, mechanical scroll pump. Leybold offers a very good, reliable scroll pump. While

a roughing pump can get you part way to achieving high vacuum, the turbo pumping range

is between 1 ⇥ 10

�3 Torr and 1 ⇥ 10

�9 Torr and thus a combination of a turbo and rough-

ing pump can give you a relative good high vacuum system. Many evaporation deposition

chamber rely on such a system. However, for the cleanliness required for UHV, a simple

roughing/turbo system is insufficient.

There are three other pumps that are key for realizing UHV and they each have their own

specialties. They are: the ion pump, the titanium sublimation pump (TSP), and the cryo-

pump. After a chamber has been evacuated with a roughing/turbo system, an ion pump can

reach pressures of 1⇥10

�11 Torr. An ion pump consists of a system of metallic plates coated

in chemically active material (i.e. titanium) for the application of large electric fields and a

uniform DC magnetic field. The system acts as a trap for ions which are attracted to high volt-

age (HV) points in the pump. The impact of the ions onto the cathode can effectively sputter

the chemically active coating (Ti) into the chamber (and onto the chamber walls) and act as a

sorption pump. Over time, it can become necessary to regenerate the titanium coating. Some

residual gases are difficult to ionize, such as H2, He, and Ar, are difficult for an ion pump to

handle. A chamber should not be vented using Ar or He gas. It is best to use pure N2 gas,

which helps reduce the introduction of water vapor into the system. A titanium sublimation

pump is a very useful tool in an MBE chamber, especially for systems in which molecular
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Figure 2.3: Pumping Systems Relevant for UHV. a) Oil free scroll pump. b) A Varian turbo
pump. c) A Gamma Vacuum ion pump. d) A titanium sublimation pump (TSP).

oxygen is used frequently. A TSP is a simple system that is closely related to the principles of

thermal evaporators. A TSP functions based on the heating of filaments connected in series

to a large amount of Ti material. When high current is passed through the filament (and the

Ti material), the Ti heats up considerable and begins to sublime. Sublimation, a key con-

cept in MBE, occurs when a solid material reaches very high temperature while under high

vacuum (or UHV) condition and the temperature needed for evaporation (related to vapor

pressure) falls below the melting temperature. In that case, there is a phase transition to the

vapor phase in the absence of melting. A TSP evaporates Ti on the chamber walls. The Ti

is highly reactive, particularly with hydrogen and oxygen. When residual gas reaches the

chamber walls at a rate dn/dt, the gas will react with the Ti and the new reacted material

will stick to the chamber walls and the process is irreversible. Lastly, a cryo-panel, when

positioned in the line of sight of the evaporation cells but behind the manipulator, can ph-

ysisorb the residual gas and decrease the amount of gas that could be reflected back towards

the evaporators. A variation of the cryo-panel is the cryo-trap pump, which can be placed

anywhere on the chamber and operates under the same principles. A cryo-pump is very good

at reducing the pressure in the chamber, but can only do so while the pump is kept at liquid
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nitrogen temperatures. Since physisiorption is a reversible process, once the pump warms to

room temperature, the pressure will increase. All three pumps used in combination increases

the vacuum quality and allows for a system that is capable of reaching base pressures in the

1⇥10

�12 Torr range. Good companies for pumps are: Leybold for scroll pumps, Varian and

Pfeiffer for turbo-molecular pumps, and Gamma Vacuum for ion pumps and TSP’s.

2.2.3 The Manipulator

Samples are mounted on ‘pockets’ (Thermionics platen) or ‘paddles’ by laying them flat

on the surface an using Ta foil strips to cover the corners and hold the samples down. Pockets

and paddles and foil should be made of high purity Ta material. The Ta foil strips are spot

welded (Ametek power supply) to the pocket. A thermocouple mounted on the pocked face

can monitor the temperature very close to the sample. The purpose of a manipulator is to

orient the sample in the desired direction, hold the sample in place, allow for easy transfer

in and out of the system, enable in-situ heating and temperature sensing, and possibly have

water cooling or liquid nitrogen cooling. Substrate temperature is extremely important for

any growth process. A wide variety of temperatures are achievable for MBE growth from

cryogenic (nitrogen) up to above 1200 �C. Depending on the substrate material, the surface

properties (energy, reactivity, kinetics, diffusion, etc...) will vary drastically. It is critical to

understand the effects of temperature in any growth process. A standard manipulator heater

is a simple radiative heating element. Electrical feedthroughs (⇠15 Amp) at the top of the

manipulator enable an external power supply (Sorensen) to drive current through the heater.
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Additional feedthroughs for thermocouples (generally type K) are also located at the top of

the manipulator.

The sample positioning is enabled through an XYZ stage on he manipulator. Above the

XYZ stage are two rotational platforms, one with internal gears and one with external gears.

An external rotational stage allows for sample rotation control so that the sample can face

any direction in the chamber. Rotational motion control is used to orient the sample face at

any angle relative to the cells. This is particularly important for the angle evaporation used in

Co/MgO/TiO2 tunneling contacts for non-local graphene spin valves as discussed in Chapter

1 and more thoroughly in [34]. Rotation by 90 � or 180 � allows for sample transfer. Second,

in-plane rotation of the sample can be achieved through a set of internal gears within the

chamber that are connected to an external rotation control. Because of the internal gears,

the manipulator has a special compartment around surrounding a section which contains

internal to external mechanical components. This joint between gears can cause leaks and

the chamber will not pump to UHV if this surrounding compartment is not differentially

pumped.

In some applications is is desirable to have water (or liquid nitrogen) cooling capability

to act as a bath for the sample during growth. It is not always necessary to have cooling

water (CW), as a manipulator can function without it, but CW will allow for faster cooling

from elevated temperatures. CW is also important for growth on substrates involving resists,

such as in the case of growth of Co electrodes for graphene spin valves. Deposited material

often lands on the sample surface at elevated temperatures. In order to keep the resist from
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hard baking and degassing into the chamber, water cooling can maintain a reasonable sample

temperature (⇠ 60

�C).

2.2.4 Evaporators

Evaporators are one of the most important components of the MBE chamber and basically

consist of high purity source material and some heating apparatus that causes the source

material to evaporate. Due to the low chamber pressure, the mean free path for the vapor

molecules/atoms is very long. This means that when material is evaporated, in the time and

distance it takes to reach the sample, it does not interact with any residual gas allowing for

the deposition of high purity materials. Thus, the vapor is essentially a ‘beam’ of atoms and

hence the name molecular beam epitaxy. In MBE, the rate of deposition is very slow, on

the order of ⇠ Å/min and it can take ⇠ 2 minutes (roughly) to deposit one monolayer (ML)

of material. Therefore, the cleanliness provided by UHV and the slow rate allows for high

purity atomic scale control over the materials deposited. We have primarily used thermal

evaporators and e-beam evaporators.

Thermal Sources

An example high temperature thermal evaporator is shown in Fig. 2.4. For more in-

formation on construction of these homemade cells for both the low temperature and high

temperature design see reference [138]. As can be seen in 2.4 a), the functional part of the

cell consists of an alumina (or pBN) ceramic crucible surrounded with tungsten (or tantalum)
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a) b) c) 

Figure 2.4: A thermal evaporator during construction. This design is for a high temperature
cell (i.e. Ni, Au, Co, Fe).

wire. When high current is passed through the wire, I2R heating causes the filament temper-

ature to increase and emit radiation. This will cause the crucible to heat up along with the

source material inside the crucible. At UHV pressures, the source material vapor pressure de-

creases significantly, which allows for sublimation at achievable temperatures. For instance,

at atmospheric pressure, Fe must undergo a phase transition through the liquid phase (⇠1500

�C) before turning into a vapor (⇠2700 �C). However, in vacuum, the temperature needed to

reach the vapor phase decreases as the pressure drops. Therefore, at UHV pressures, Fe can

sublime at approximately 900 �C, while the melting point remains fixed at ⇠1500 �C.

e-beam Sources

There are two kinds of e-beam sources used in this dissertation to evaporate the desired

source material. Both rely on the principle of electron bombardment to increase the temper-

ature of the source material for evaporation. The first is called bending magnet e-beam and
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Figure 2.5: Bending Magnet e-beam Evaporator Schematic.

the second is a rod fed, three-terminal e-beam. The bending magnet e-beam source consists

of a Cu hearth that is water cooled through a feedthrough connected to a water recycling and

heat exchanger system (see Fig. 2.5). The Cu block has a cutout in which a Ta crucible fits

semi-loosely. It is not a press fit. For horizontal mounting to the growth chamber, it might

be necessary place a thin Ta foil strip over the edge of the crucible to maintain it in place

and ensure that the crucible doesn’t fall out. For this dissertation, the source material was

single crystal MgO(001) cylinder from the MTI corporation. A filament is located below the

copper block out of the line of sight from the source MgO material. The filament is heated

by I2R heating in order to emit electrons which are then accelerated outward through a hole

in the filament shielding maintained at high voltage. A permanent magnet located within

the copper block causes the emitted electrons into a circular trajectory and then impact the

source material. Since the electrons have a high kinetic energy, the MgO material heats up
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Figure 2.6: e-beam Rod Evaporator Schematic.

and then evaporates. The impact location of the electron beam onto the source material can

be tuned by adjusting the high voltage. A commercial MDC bending magnet e-beam cell is

used throughout this study to evaporate MgO. This MDC cell operates at 4.8 kV and between

8 and 17 mA emission current. An emission current above 15 mA could risk evaporation of

the Ta crucible and samples may be contaminated. This can be confirmed through Auger

spectroscopy (see section 2.3.2) in the adjacent buffer chamber.

The e-beam rod design does not take advantage of a magnetic field to direct the electrons

onto the source material. Instead, this design employs a ‘grid’ to focus the beam towards the

source material which is maintained at high voltage in order to attract the electrons towards

it, which then impact at high velocity. The design is displayed as a schematic in Fig. 2.6. The

centrally located source material is in the shape of a rod or thick wire, usually about 1/4 inch

in diameter or smaller. The rod is placed into a Ta foil tube which provides an equipotential

for the rod HV as well as electrical support. This Ta tube is mounted to a structural support
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consisting of a central Molybdenum disk and three Molybdenum support legs. The rod is

connected to an electrical HV feedthrough, but isolated from the central molybdenum disk

and legs. Around the rod, a concentric Ta shield protects the source material from line of sight

to the filament. The filament consists of two 0.01 inch diameter Ta wires that are twisted (4x)

and attached on each side of the source to 2-56 molybdenum threaded rods and electrically

isolated from the rest of the source. The molybdenum threaded rods are then connected to 15

Amp Cu power feedthroughs. The two Ta foil filaments are connected just below a circular

Tantalum mesh grid that rings the Ta shield protecting the rod source material. Standard

power operation is as follows. First the power is applied to the filament of approximately

6-10 V and 5-8 Amps depending on the resistance of the Ta foil filaments and one side of the

filament should be electrically grounded. The grid should then be turned up to approximately

200 V and the rod to 1.5 - 3 kV. Typical emission currents on the grid range from 20 - 80

mA, and 10 - 30 mA for the rod source material. Throughout this dissertation, most growths

in which Ti was used, employed this e-beam source. Specifically, this source was used for

the growths in Chapter 6 and for the tunneling spin valve contacts in Chapters 8 and 9.

2.3 Surface Characterization Techniques for Thin Films

2.3.1 RHEED

Reflection high energy electron diffraction (RHEED) is one of the primary characterization

tools for gaining feedback on MBE growths [139]. RHEED is a structural characterization
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tool that probes the crystallinity of the sample structure and can be placed within the growth

chamber, which allows for in-situ information during any growth process (deposition, an-

nealing, etc...). It is important to note that RHEED is a diffraction technique, which means

that the observed RHEED pattern, depends on the quality of the crystallinity of the surface,

as opposed to the flatness. For instance, it is possible to have crystalline nano-pillars and

obtain a RHEED pattern. On the other hand, it is also conceivable to have a surface that is

very smooth, but amorphous, and therefore nor RHEED pattern is obtained. The RHEED

gun used in our lab is from Staib Instruments. Figures 2.7 and 2.8 demonstrate the principle

of diffraction using the electron beam to generate an image that can be monitored in real

time.

An electron gun emits a collimated electron beam at grazing incidence to the sample

surface, usually at an angle of ⇠ 1�. Thus, the beam samples the surface crystal structure and

only penetrates the first few monolayers. RHEED is a diffraction technique and is therefore

fundamentally dependent on the 2D surface reciprocal lattice. In the case of a surface square

lattice, the reciprocal lattice is also a simple square of dimension 2⇡/a and is schematically

displayed in Fig. 2.7 a). Since this is a 2D structure in real space, in the reciprocal space,

rods extend along the z-axis (out of plane) as depicted in Fig. 2.7 b). The condition for

coherent diffraction is met when these rods intersect the Ewald sphere of radius k0, which

is determined by the wavelength of the electron beam. Fig. 2.8 shows a three dimensional

schematic of these k-space vectors and their projection onto a photoluminescent phosphorous

screen. A CCD camera located behind the screen can record the resulting image on the
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Figure 2.7: Reflection High Energy Electron Diffraction 2D View. a) Top view of sur-
face which is represented as a 2D reciprocal lattice separated by reciprocal lattice constants
b1 and b2. The Ewald sphere has the diameter of the incoming electron beam momentum
wavevector, k0, which is related to the wavelength of the incoming electron beam. b2 is
the parallel component that determines the scattering angle for the vectors that intersect the
Ewald sphere and are labeled k00, k01, and k01. b) Side view of the reciprocal lattice rods
that intersect the Ewald sphere. Coherent diffraction condition is met at intersecting points
of the Ewald sphere and the reciprocal lattice rods. This intersection is determined by the
wavelength of electron beam and the reciprocal lattice constant, b1.

detector screen. By accurately determining the position of the screen from the sample, the

location of the diffraction spots/streaks can be related to reciprocal space vectors.

A simple RHEED example can be found by examining the surface of MgO(001) sub-

strate. MgO is a rock salt oxide which is an FCC lattice with a basis of oxygen atoms (see
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Figure 2.8: Reflection High Energy Electron Diffraction 3D View. Diffraction of the electron
beam and projection onto a photoluminescent screen which serves as an imaging detector.
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Figure 2.9: Direct and Reciprocal Lattice of the MgO Surface. a) Direct lattice of the surface
of MgO(001). b) Reciprocal lattice for the surface of MgO(001).

Fig. 2.9 a). The surface in not a simple square, but a face centered square with lattice con-

stant a = 4.2 Å. The primitive unit cell is outlined with dashed lines and has sides of length

p
2a/2. The reciprocal lattice is also a face centered square but with length 4⇡/a, as shown

in Fig. 2.9 b). The primitive cell for the reciprocal lattice is shown with dashed lines and has

sides of length 2

p
2⇡/a.

An incident electron beam along the [100] or [110] directions sweep out an Ewald sphere

of radius k0, and is shown in Fig. 2.10 a) and 2.10 b), respectively. Along the [100] direc-
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tion, the sphere intersects diffraction rods with k-space reciprocal lattice vectors along the

direction perpendicular to the beam of length 4⇡/a which is twice the MgO k-space length

of 2⇡/a. In the 2D reciprocal surface, there is no rod that exists at the 2⇡/a lattice spacing,

which leads to what appears to be a missing streak in the MgO(001) [100] RHEED pattern

as shown in Fig. 2.10 c). The streaks labeled 02 and 02 in Fig. 2.10 c) correspond to the re-

ciprocal lattice vectors k02 and k02 of Fig. 2.10 a). Fig. 2.10 b) shows the [110] direction, for

which the sphere intersects diffraction rods with k-space reciprocal lattice vectors along the

direction perpendicular to the beam of length
p
22⇡/a. Therefore, the [110] MgO RHEED

pattern (Fig. 2.10 d)) contains the diffraction streaks 22, 11, 11, and 22.

It should be noted here that the Ewald sphere shown in Figs. 2.7, 2.8, and 2.9 are vastly

dramatized. Typical e-beams of energies between 10 keV and 30 keV would sweep out

an Ewald sphere approximately 50 - 100 times the size of a reciprocal lattice vector [139].

Therefore, the Ewald sphere is more of a plane across the unit cells shown in the figures.

Further, there are several important features worth discussing for understanding a realistic

experimental RHEED pattern. Much information beyond the lattice spacings can be gained

from RHEED patterns. These include layer-by-layer growth from RHEED oscillations, re-

constructions, broadening of diffraction streaks due to terracing of a certain length scale,

Kikuchi lines, as well as information on morphology in the surface growth such as islanding,

twinning, and disorder. In general however, the quality of the crystallinity of a growth is

simply determined by the sharpness of the RHEED pattern and whether or not the RHEED

spots translate as the substrate rotates. There are three basic RHEED patterns: no image,
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Figure 2.10: RHEED Example: MgO. a) and b) Top view of the reciprocal lattice sur-
face and Ewald sphere for MgO(001) with incident electron beam along [100] and [110],
respectively. c) RHEED pattern for MgO(001) along [100] with the appropriate reciprocal
lattice diffraction vectors. d) RHEED pattern for MgO(001) along [110] with the appropriate
reciprocal lattice diffraction vectors.

rings, and one with well defined spots and streaks. Spots and streaks indicate an ordered

crystalline structure, while rings indicate a polycrystalline surface, and no image means that

the material is amorphous.
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2.3.2 Auger

Auger electron spectroscopy (AES) is a widely used surface science technique [140].

Many MBE systems consist of a three chamber configuration: the main growth chamber,

the characterization/analysis chamber, and a load lock. RHEED is almost always placed in

the main chamber for in-situ feedback on the growth process as it happens. On the other

hand, the nearby characterization chamber usually contains a surface analysis tool such as

XPS or AES. The Auger tool in our lab doubles as a diffractometer, but uses lower energy

electrons compared to RHEED, and therefore this type of diffraction is called low energy

electron diffraction (LEED). LEED is a useful technique, but since there is no LEED data

presented in this dissertation, it will not be discussed.

AES is a low energy technique in that typical systems are in the energy range below 5 keV.

As opposed to RHEED, for which the electron beam grazes the sample across the surface, in

Auger, the low energy electrons are directed at normal incidence to the sample surface. The

electrons ionize the core level electrons which can then relax and emit an Auger electron.

Since the orbitals are element specific, analyzing the emitted electrons provides information

about the composition of the surface. For instance, an Auger scan of highly-oriented pyrolitic

graphite (HOPG) surface will yield a peak at 272 eV, which is characteristic for carbon. The

AES system in the Kawakami group is an omicron SPECTALEED combined LEED and

Auger system which uses a LaB6 filament, has an energy range up to 3 keV, and is located in

the buffer chamber with a base pressure of 1 ⇥ 10

�9 Torr. A typical AES scan of HOPG is

shown in Fig. 2.11.
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Figure 2.11: Auger electron spectroscopy (AES) example data set of highly oriented py-
rolitic graphite (HOPG) with a characteristic peak associated with carbon at 272 eV.

2.4 Adatom Doping of Graphene by MBE

The above sections describe the basics of MBE and several important surface science tech-

niques that are employed in this dissertation. These sections are mostly geared towards the

growth and characterization of thin films deposited on relatively large substrates (usually,

1 cm by 1 cm). However, this dissertation is not solely concerned with growth and char-

acterization from a fundamental point of view towards achieving a better understanding of

functionally relevant materials for inducing novel-spin based phenomena. While this is of

crucial importance, we must also develop ways of investigating the induced behavior in the

material of choice. In this dissertation, graphene is employed as a candidate spin transport

material due to its low intrinsic spin-orbit coupling, weak hyperfine coupling, and high mo-

bility, which gives graphene excellent potential for realizing long spin lifetimes and long spin

diffusion lengths [61, 62, 63, 32, 71]. Perhaps even more important, is the fact that graphene

consists of a single atomic layer of sp2 bonded carbon with pz-orbitals that extend out of the
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plane of the graphene sheet [43]. These pz orbitals contain one electron each and generate the

linear dispersion bands at the K and K’ points in the brillouin zone. The transport properties

of graphene (spin and charge) are entirely determined by this band of pz orbitals called the ⇡

band. Thus, due to it’s two dimensional nature, the transport properties of graphene are ex-

tremely sensitive to the local environment. For example, nearby molecules [141, 142, 143],

adatoms [51, 144, 94], organics [145, 146, 147], and films [148, 46, 149, 150, 151] will dra-

matically effect the electronic response of the graphene layer . This is in stark contrast to

buried 2D transport materials such as the AlGaAs/GaAs and LaAlO3/SrTiO3 structures, for

which the transport layer is not at the surface.

2.4.1 Effect on Charge Transport

Before discussing the effect on charge transport through the careful introduction of defects

and dopants by MBE, the nature of graphene on SiO2 substrate must first be considered. Use

of heavily p-doped Si substrate with a 300 nm SiO2 amorphous overlayer is a nice substrate to

use for the placement of graphene (either by mechanical exfoliation or by supported transfer

of CVD grown graphene). This is due to the convenient optical visibility of graphene on 300

nm SiO2 and the ease of using the Si substrate as a global back gate, which allows for the easy

tuning from electron or hole type carriers. However, it is known that the SiO2 surface is not

particularly flat and is often littered with local charge impurities [152, 153]. Such disorder

can greatly impact the electronic properties of the graphene layer [53]. In 2007, the Yacoby

group measured large spatial variations in the charge density at a back gate voltage that
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corresponded with the charge neutrality point [152]. These so-called electron-hole puddles

are due to the inhomogeneity and doping profile of the underlying SiO2 substrate. It has

been estimated that approximately 5 ⇥ 10

11 cm�2 carriers are doped into the graphene/SiO2

system [152, 53, 154]. For this reason, the voltage at which the conductivity is minimized

is usually referred to as the charge neutrality point (CNP) as opposed to the Dirac point.

Near the CNP, the density of states (DOS) is no longer vanishing, but instead approaches a

constant value at the CNP. An energy broadening parameter can be employed to effectively

smear the intrinsic graphene DOS and yield realistic DOS for graphene on SiO2 [70]. This

is discussed further in Chapter 8. Recently, there has been much effort in trying to replace

SiO2 with atomically flat, insulating, and charge impurity free substrates such as hBN or by

suspending the graphene [55, 52, 53, 54]. However, as these techniques are outside the scope

of this dissertation, they will not be discussed further.

Here we seek to develop the tools necessary to measure the properties of the graphene

layer in-situ in an MBE chamber with full deposition capability. Therefore, the devices are

fabricated into charge or spin-type field effect transistor (FET) devices. These devices require

the use of metal contacts for electrical injection/detection. Thus the role of the contacts on

graphene are important to understand. It was reasonably expected [148] that since graphene

is a semimetal without a band gap, that there should not be any band bending, Schottky bar-

rier formation, Fermi level pinning, or any other semiconductor-like energy band behavior.

Instead, it was suggested, primarily based on differences in the relative work functions be-

tween the graphene and metallic contacts, that charge should be transferred in a predictable
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Figure 2.12: Electron-Hole Puddles in Graphene on SiO2/Si Substrate. Adapted from [152].
Observation of spatial inhomogeneity in in the carrier density in single layer graphene. These
puddles were then correlated with electric potential variations in the underlying SiO2 sub-
strate. The disorder is thought to exist on a scale of approximately 30 nm.

manner [148]. The electron transfer then creates an interfacial dipole that creates an electric

field at the location of the contacts as schematically shown in Fig. 2.13. This was verified

through several scanning photocurrent experiments which showed significant photocurrent

mainly at the location of the metal contacts (see Fig. 2.14) [46, 155, 156, 157]. The large

signal at the contacts is attributed to the electric field present which drives a current of pho-

toexcited carriers. Within the graphene channel, the photocurrent response is small due to

the weak absorption of graphene and lack of an electric field to sweep carriers away.

There have been several landmark experiments that investigated graphene’s sensitivity to

the environment. In an experiment from the Manchester group, the electrical properties of a

graphene FET device were measured before and after exposure to various gaseous chemicals

(NO2, NH3, H2O and CO). The experiment was performed as follows: The device was placed
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Figure 2.13: Role of the Contacts on Graphene. Adapted from [148] a) Energy band di-
agrams for metal contacts to graphene. b) Predicted element specific doping to graphene
depending on the interfacial dipole and distance.

Figure 2.14: Observation of Electric Fields at the Contacts to Graphene Due to Interfacial
Dipole and Charge Transfer. Adapted from [46]. Scanning photocurrent microscopy scans
at several gate voltages. Color scale indicates the measured photocurrent. Largest signal is
observed at opposite electrodes due to the presence of an electric field which sweeps away
photoexcited carriers.

in a standard transport measurement cryostat with an attached pumping and flushing line

connected to a glass container which held low concentrations of these chemicals diluted

with either Nitrogen or Helium. Under exposure to NO2 and H2O, devices exhibited p-type

shifts in the Fermi level, while NH3 and CO demonstrated n-type doping. In all cases the

mobility decreased. The experiments also demonstrated a dependence on the concentration
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Figure 2.15: Graphene as a Gas Sensor. Adapted from [141] a) Exposure of graphene FET
device to NO2 gas. The gate dependent conductivity curves indicate a shift in the Fermi level
towards higher positive gate voltages, which is associated with p-type doping. Second, the
gate dependent conductivity curves demonstrate broadening of the region around the charge
neutrality point and a decrease in the slope of � vs. VG, which indicates a decrease in the
mobility. b) NO2 gas adsorption and desorption curves for graphene demonstrating single
electron charge transfers of magnitude 1e2/h.

of the gasses and a time dependence for adsorption and desorption. In the adsorption and

desorption data the researchers were able to show that graphene FET devices are capable of

measuring single electron transfer of charge (see Fig. 2.15 b)).

Soon after this work, the Fuhrer and Ishigami groups investigated the nature of charged

impurity scattering in graphene through careful introduction of potassium dopants under

UHV conditions [158]. This was the first in-situ UHV experiment to look at doping of

graphene and had several significant advantages over previous studies because of the high

level of control and cleanliness associated with UHV. As highlighted in Fig. 2.16, potassium

doping shifts the Fermi level n-type and also induces increased charge impurity scattering

which causes the mobility to decrease. Because the doping was performed systematically in

a well controlled environment at cryogenic temperatures, it was possible to correlate small
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Figure 2.16: Systematic Doping of Graphene with Potassium. Adapted from [158] a) Sys-
tematic K doping under UHV conditions demonstrating n-type charge transfer and a decrease
in the mobility b) Log plot of the shift in the charge neutrality point, �VCNP vs. the inverse
mobility, 1/µ. Data indicates a linear relationship between charge doping and momentum
scattering suggesting that charge impurity scattering is important for graphene.

changes in the gate voltage shift with changes in the mobility. Under these conditions, the

authors were able to show that potassium adsorbs on graphene acts as a point-like charge

impurity scattering potential site. In particular, the charge impurity concentration (nimp) was

shown to vary inversely with the mobility, following the equation µ =

5⇥1015 V�1s�1

n
imp

, which

agrees with the theory expected for charge impurity scattering [159, 160]. In general, it

is currently believed that charge impurity scattering is the dominant mechanism for charge

scattering and the limited mobility for graphene devices on SiO2.

In a related experiment, the Fuhrer and Ishigami groups investigated the irradiation of

graphene with Ne+ ions which is believed to produces single lattice-vacancies when per-

formed at cryogenic temperatures under UHV conditions [161]. Interestingly, introduction

of this type of disorder had a very different impact on the graphene behavior compared to

charged impurities. Instead, the data indicated strong decrease in the minimum conductivity

and much larger changes in the mobility (approximately 4x). However, the authors claims
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Figure 2.17: The in-situ Measurement System.

of potential gap opening and metal-insulator transition have since not been well established.

Notably, Raman spectroscopy demonstrated the appearance of a D band peak after exposure

to Ne+, which is associated with the presence of resonant type scattering. Resonant scat-

tering can be understood in terms of intervalley scattering that arises from the creation of

what we now call pz-orbital defects. These defects effectively remove a ⇡ electron from the

band structure at a localized site in the form of a lattice vacancy or sp3 hybridization. Other

experiments also demonstrated similar resonant scattering through hydrogen [162, 163, 164],

fluorination [165, 166], ozone [167], and plasmas [164, 168].

It is the aim of this dissertation to introduce adsorbates and defects on graphene’s surface

in a highly controlled and systematic manner to investigate the feasibility of inducing inter-

esting spin-based phenomena through proximity effects. Keyu Pi designed and built a special

MBE chamber [169] (see Fig. 2.17) equipped with several front facing 2 3/4 inch ports for

materials deposition, a quartz crystal monitor, a wedge mask system, several gas sources, an
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Figure 2.18: Sample Platen and Paddles for in-situ Measurement System. a) Thermionics
sample platen for transfer of sample paddle in UHV chamber system. b) Sample paddle
with graphene device on SiO2/Si chip held down with Ta clip system and Al2O3 spacer for
electrical isolation. The top rectangle in the image is the MgO bar with Ti/Au evaporated on
the top surface in strips that line up with electrical probes located on the cryostat inside the
MBE chamber.

ion gauge, a turbo-mechanical pump, and an ion pump. The base pressure of the system is

less than 1 ⇥ 10

�10 Torr. Also the manipulator is a Thermionics 3-axis XYZ motion stage

(with 6 inch Z motion travel) plus an additional rotation stage and is differentially pumped

with a roughing/turbo system. The manipulator supports the cryostat and cold finger, which

extends into the middle of the chamber. The ports are focused onto the center point of the

chamber for deposition onto graphene samples, which are mounted on sample ‘paddles’.

These paddles (see Fig. 2.18) can be electrically contacted in-situ without breaking vacuum.

A key and hinge system, which can be manipulated using a Ferrovac wobble stick, can lower

electrical probes onto the MgO bar. The MgO bar is connected to electrical contact pads for

the graphene devices through Al wirebonds. The wirebonding is performed ex-situ, before

loading the sample paddle into the UHV system. Also inside the chamber is a homemade iron

core electromagnet capable of fields up to approximately 1200 Oe. Therefore, variable tem-
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pressure!7"10−10 torr! is calibrated by a quartz deposition
monitor. The coverage is converted from atoms /cm2 to
“monolayers” "ML!, where 1 ML is defined as 1.908
"1015 atoms /cm2, the areal density of primitive unit cells in
graphene. For low coverage, the room-temperature deposi-
tion of TM leads to clustering as shown in the atomic force
microscope "AFM! image of 0.01 ML Pt on graphene #Fig.
1"b!$. The presence of isolated adatoms cannot be ruled out
by the AFM but are unfavorable theoretically.6 In situ trans-
port measurements are performed using standard lock-in de-
tection "1 #A excitation!.

III. RESULTS AND DISCUSSION

The fine control of TM deposition provides the ability to
probe the effect of small amounts of material on the transport
properties of graphene. Figure 1"c! shows representative
gate-dependent conductivity scans for various thicknesses of
Ti in the low-coverage regime. The minimum in the gate-
dependent conductivity identifies the position of the Dirac
point "VD! while the slope corresponds to the mobility of
charge carriers in the graphene. With increasing coverage,
two characteristic behaviors are observed. First, the introduc-
tion of Ti on the graphene surface results in shifting the
Dirac point toward more negative gate voltages, indicating
that the Ti is a donor, producing n-type doping in the
graphene. Second, the slope of the conductance curves away
from the Dirac point decreases, indicating that the Ti intro-
duces additional scattering to lower the mobility. Both of
these characteristics are also observed for Fe doping #Fig.
1"d!$ and Pt doping #Fig. 1"e!$.

Figure 2 highlights the relation between the Dirac point
shift "VD,shift=VD−VD,initial! and TM coverage for a collec-
tion of Ti, Fe, and Pt samples in the low-coverage regime.
Despite the sample-to-sample variations which may be due
to differences in the graphene surface purity, growth rate
uncertainties, and the possible dependence of graphene WF
on flake size or edge roughness,24 several important features
are discovered. First, all samples, including the Pt samples

with WF greater than graphene, result in n-type doping. Sec-
ond, the three different TM result in three different ranges for
slopes, with the Ti samples exhibiting the most negative ini-
tial slopes "−2169 to −4602 V /ML!. From this value the
doping efficiency or number of electrons transferred per Ti
atom to graphene is determined by knowing the carrier con-
centration associated with the given change in gate voltage
"$n=%$Vg, where %=7.2"1010 V−1 cm−2 based on calcu-
lated capacitance values!. The doping efficiency is in the
range of 0.082–0.174 electrons per Ti atom. The Fe shows
the next strongest efficiency "0.017 to 0.046! while the Pt is
the weakest electron donor with the efficiency of 0.014 to
0.021 electrons transferred for each Pt atom. Upon recalling
the bulk WFs of Ti "4.3 eV!, Fe "4.7 eV!, and Pt "5.9 eV!, it
is apparent that the WF of the TM is related to the doping
efficiency, with electrons being more easily transferred from
the lowest WF material, Ti, compared to the highest WF
material, Pt. However, the magnitudes of the doping effi-
ciency do not vary linearly with the WF of the TM. There-
fore, in addition to the work function, other effects such as
wave-function hybridization or structural modifications may
contribute to the electronic doping of graphene.

Figures 3"a!–3"c! show the conductivity as a function of
carrier concentration #n=−%"Vg–VD!$. The electron and
hole mobilities are determined by taking the slope of the
conductivity away from the Dirac point
"#e,h= %$& /e$n%!.15,17 Figures 3"d!–3"f! illustrate the de-
tailed dependence of mobility on the TM coverage for Ti, Fe,
and Pt samples in the low-coverage regime. Comparing the
different samples at equivalent coverages, the Ti exhibits the
strongest scattering and Pt has the weakest scattering. Noting
that the trend in the scattering "Ti'Pt! matches that of the
doping efficiency, we investigate this relationship by plotting
the normalized mobility25 against the Dirac point shift #Fig.
3"g!$. The average mobility, #= "#e+#h! /2, is plotted for Ti
and Pt. The Fe samples typically exhibit a reduction in hole
mobility which is most pronounced in sample Fe-2, so #e
and #h are plotted separately. Comparing the different mate-
rials shows that the mobility reduction in Ti, Pt, and Fe "elec-
trons! is much more strongly related to the Dirac point shift
than the TM coverage #Fig. 3"g!$. Because the Dirac point
shift not only measures the doping level in the graphene but
also the average charge density of the TM, the data shows
that the scattering is related to the average charge density of
the clusters—a characteristic, that is, plausible for Coulomb
scattering. However, we point out that this behavior is actu-
ally different from what is calculated for Coulomb scattering
by pointlike scatterers with 1 /r potential.26 Specifically, in
Ref. 26, the scattering per impurity does not scale linearly
with the impurity charge "%(! and instead has a strong qua-
dratic component, resulting in scattering that scales as
%(

2nimp=%("%(nimp!&%("VD,shift!. Due to the presence of the
material-dependent %( factor "i.e., doping efficiency!, the
mobility vs Dirac point shift curves should be significantly
different for different materials. Therefore, the observed scat-
tering by TM clusters exhibits behavior that differs from 1 /r
Coulomb scattering by isolated impurities.1

Additionally, we analyze the power-law relationship be-
tween the scattering and doping effects. The total scattering
rate is )=)0+)TM, where )0 is the scattering rate of the
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FIG. 2. "Color! Dirac point shift vs coverage for nine separate
samples. The dashed lines indicate the linear fit used to define the
doping efficiencies, which are: 0.174, 0.092, and 0.082 electrons/
atom for Ti-1, Ti-2, and Ti-3, respectively; 0.017, 0.040, and 0.046
electrons/atom for Fe-1, Fe-2, and Fe-3, respectively; 0.014, 0.021,
and 0.019 electrons/atom for Pt-1, Pt-2, and Pt-3, respectively.
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Figure 2.19: Transition Metal Doping of Graphene. Adapted from [51]. Data indicated n-
type doping of graphene during systematic deposition of the transition metals titanium, iron,
and platinum. Generally, behavior in doping efficiency tracks the relative work functions of
the TM materials.

perature magnetotransport measurements can be performed inside the MBE chamber before

and after adsorbates and defects are introduced to the graphene samples without ever expos-

ing the sample to air. Device fabrication for graphene four terminal resistance measurements,

Hall bars, and non-local spin valves is discussed thoroughly elsewhere [71, 169, 34, 33].

Using the in-situ measurement system, Keyu Pi and Kathleen McCreary studied the ef-

fect on graphene’s electrical properties by transition metal (TM) doping at room temperature

[51, 33]. In the UHV system, they systematically introduced Ti, Fe, and Pt in intervals of a

few percent of a monolayer and then measured gate dependent resistance curves. Considering

only the work functions (WF) of the different materials, it could be reasonably expected that

only Ti (WF=4.3 eV) and Fe (WF=4.7eV) should act as electron donors to graphene (WF=4.5

eV), while Pt (WF=5.9 eV) should act as an electron acceptor, and as predicted by Giovan-

netti [148]. As shown in Fig. 2.19, it was found that all three doped the graphene n-type, with

Ti donating approximately 0.1 electrons/Ti adatom, and Pt being the weakest donor of elec-
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undoped sample and !TM is the scattering rate induced by the
TM. Because mobility is inversely proportional to scattering,
the quantity 1 /"−1 /"0 is proportional to !TM. The relation-
ship between the Dirac point shift and !TM is investigated by
plotting −#VD,shift vs 1 /"−1 /"0 on a log-log scale !Fig.
3"h#$. The dashed lines are power-law fits, −#VD,shift
%"!TM#b, with values of b ranging from 0.64–1.01 as indi-
cated in the figure caption. Compared to the results of Chen
et al.17 which find values of b=1.2–1.3 for scattering by
isolated potassium impurities, our results with b$1 indicate
a different behavior for scattering by TM clusters.

A surprising result from the studies at low coverage "Figs.
1–3# is the n-type doping of graphene by Pt. If the WF is the

only factor affecting the transfer of electrons between mate-
rials, Pt is expected to dope graphene strongly p type, since
the WF of Pt "5.9 eV# is significantly larger than that of
graphene "4.5 eV#. Density-functional calculations of bulk
TM on graphene8 present a possible explanation for this ob-
served behavior by predicting the formation of an interfacial
dipole layer resulting in a potential step to favor n-type dop-
ing "#V=0.9 eV#. So far, however, there has been no ex-
perimental evidence for such a strong dipole layer forming at
the interface between a bulk TM and graphene.9–12 To inves-
tigate the theoretical prediction of a strong interfacial dipole
layer between the graphene and bulk TM, we extend the
Pt-doping study to higher coverage to study the charge trans-
fer from Pt films. Figure 4"a# displays VD as a function of
coverage for several Pt-doped samples. An initial rapid shift
toward negative voltages is observed in all samples. As more
Pt is deposited, bringing the sample into the medium-
coverage regime, the rate of shift in VD slows and reaches a
minimum value before gradually increasing toward more
positive voltages. At high coverage, the Dirac point stabilizes
and shows very little variation with additional deposition.
The sample morphology is measured by ex situ AFM. The
AFM image for 0.62 ML of Pt shows that the Pt is still in the
form of isolated clusters !Fig. 4"b#$. At the higher coverage
of 3.19 ML, the Pt forms a connected film with some uncov-
ered regions of graphene !Fig. 4"c#$. The connected film pro-
vides a parallel conduction pathway that contributes to the
measured conductivity value but should not be gate depen-
dent. The gate dependence of the conductivity is primarily
due to the chemical-potential shift in the graphene that is not
covered by the metal. For graphene in direct contact with the
metal, the local chemical potential is pinned, exhibiting no
gate dependence. However, the gate dependence of the un-
covered graphene regions and the voltage of the conductance
minima "VD# still provide a reliable measure of the electronic

-V
D
,s
h
ift
(V
)

1.0

0.5

0.0
0 -20 -40 -60 -80

N
o
rm
a
liz
e
d
m
o
b
ili
ty
,
μ
/μ
0

Dirac Point Shift (V)

0.008 ML

0.029 ML

Pt-1
Pt-2
Pt-3

Ti-1
Ti-2
Fe-2 electron
Fe-2 hole

10-4 10-3
1/μ-1/μ0 (Vs/cm2)

No Ti

0.0038 ML
0.0077 ML
0.015 ML

No Fe
0.003 ML
0.012 ML
0.018 ML

No Pt
0.0051 ML
0.010 ML
0.018 ML

Electron
Hole

-3 0 3

2.0

1.0

0.0
0 0.01 0.02

3

2

1

2.0

1.0

0.0

3

2

1

3

2

10.5

0.0

1.5

1.0

Electron
Hole

Electron
Hole

n (1012 cm-2)

C
o
n
d
u
ct
iv
ity
(m
S
)

Coverage (ML)

M
o
b
ility,

μ
(1
0
3
cm

2/V
s)

Pt-1
Pt-2
Pt-3

Ti-1
Ti-2
Fe-2 electron
Fe-2 hole

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Fe-2

Ti-1

Pt-2

(h)

0.102 ML
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undoped sample and !TM is the scattering rate induced by the
TM. Because mobility is inversely proportional to scattering,
the quantity 1 /"−1 /"0 is proportional to !TM. The relation-
ship between the Dirac point shift and !TM is investigated by
plotting −#VD,shift vs 1 /"−1 /"0 on a log-log scale !Fig.
3"h#$. The dashed lines are power-law fits, −#VD,shift
%"!TM#b, with values of b ranging from 0.64–1.01 as indi-
cated in the figure caption. Compared to the results of Chen
et al.17 which find values of b=1.2–1.3 for scattering by
isolated potassium impurities, our results with b$1 indicate
a different behavior for scattering by TM clusters.

A surprising result from the studies at low coverage "Figs.
1–3# is the n-type doping of graphene by Pt. If the WF is the

only factor affecting the transfer of electrons between mate-
rials, Pt is expected to dope graphene strongly p type, since
the WF of Pt "5.9 eV# is significantly larger than that of
graphene "4.5 eV#. Density-functional calculations of bulk
TM on graphene8 present a possible explanation for this ob-
served behavior by predicting the formation of an interfacial
dipole layer resulting in a potential step to favor n-type dop-
ing "#V=0.9 eV#. So far, however, there has been no ex-
perimental evidence for such a strong dipole layer forming at
the interface between a bulk TM and graphene.9–12 To inves-
tigate the theoretical prediction of a strong interfacial dipole
layer between the graphene and bulk TM, we extend the
Pt-doping study to higher coverage to study the charge trans-
fer from Pt films. Figure 4"a# displays VD as a function of
coverage for several Pt-doped samples. An initial rapid shift
toward negative voltages is observed in all samples. As more
Pt is deposited, bringing the sample into the medium-
coverage regime, the rate of shift in VD slows and reaches a
minimum value before gradually increasing toward more
positive voltages. At high coverage, the Dirac point stabilizes
and shows very little variation with additional deposition.
The sample morphology is measured by ex situ AFM. The
AFM image for 0.62 ML of Pt shows that the Pt is still in the
form of isolated clusters !Fig. 4"b#$. At the higher coverage
of 3.19 ML, the Pt forms a connected film with some uncov-
ered regions of graphene !Fig. 4"c#$. The connected film pro-
vides a parallel conduction pathway that contributes to the
measured conductivity value but should not be gate depen-
dent. The gate dependence of the conductivity is primarily
due to the chemical-potential shift in the graphene that is not
covered by the metal. For graphene in direct contact with the
metal, the local chemical potential is pinned, exhibiting no
gate dependence. However, the gate dependence of the un-
covered graphene regions and the voltage of the conductance
minima "VD# still provide a reliable measure of the electronic
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with some areas of bare graphene.
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Figure 2.20: Effect on Graphene Mobility and Charge Neutrality Point by TM Doping.
Adapted from [51]. Upper left panel: average electron and hole mobility normalized to the
initial pristine mobility plotted against the shift in the charge neutrality point (Dirac point) for
Ti, Fe, and Pt dopants. Generally, the mobility demonstrates a universal curve that depends
on Dirac point shift as opposed to the amount of material deposited, as indicated by the
circled points which indicates the amount in ML deposited. Lower left panel: Plot of the
Dirac point shift vs the inverse of the mobility. Power law fits indicate a linear relationship.
Upper right panel: Effect on the Dirac point as a function of high coverage for Pt doping.
At high coverages, the dirac point shifts back towards lower values (less n-type doping), as
the films become more uniform. This is due to a decrease in doping efficiency for clusters of
metallic material and the formation of an interfacial dipole as predicted theoretically [148].
Bottom right panel: AFM of Pt deposited on graphene for the coverages indicated in the
upper right panel.

trons by giving approximately 0.02 electrons/Ti adatom, with the electron doping efficiency

tracking the relative work functions of the TM material. Interestingly, as shown in Fig. 2.22

(right upper panel), with increased coverage, Pt doping can demonstrate n-type or weakly

p-type doping, which is in agreement with the theoretical predictions [148] for the formation

of an interfacial dipole. It was also found that the mobility decreased as coverage increased

due to the increased charge impurity scattering. More specifically, the mobility was shown
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to depend on the shift in the charge neutrality point as opposed to the relative amount of TM

coverage (see Fig. 2.22 (left upper panel)). To better understand the nature of the charge

impurity potential, the shift in charge neutrality point can be plotted against 1/µ � 1/µ0,

where µ is the average of the electron and hole mobilities and µ0 is the average electron and

hole mobility for pristine graphene (see Fig. 2.22 (left bottom panel). The dashed lines are

power law fits of �VDshift / (1/µ�1/µ0)
b, for which values of 1.2 < b < 1.3 indicates a 1/r

scattering potential for point-like scatterers. For the transition metal doping, it was found that

the power law dependence is best fit with a power law exponent between 0.64–1.01, which

indicates significant clustering for TM deposition at RT. This was confirmed by AFM studies

at partial coverage as shown in Fig. 2.22 (bottom right panel). The above analysis of charge

transfer vs. momentum scattering as probed by the mobility will be revisited in Chapter 9.

In a related experiment, Kathleen McCreary investigated the low temperature deposition

of Au adatoms onto graphene [144, 33]. Theoretically, it had been thought that clustering

may play a significant role in the charge transfer behavior of metals on the graphene surface

[170]. As shown in figure 2.21 a) and b), Au deposition at cryogenic temperatures resulted in

n-type doping of graphene and efficient charge impurity scattering. This is due to the point

like scattering potentials created from isolated Au adatoms (Fig. 2.21 c)). Further, upon

warming, it was shown that Au tends to form clusters roughly on the size of 50 - 80 nm in

size. This decreases the n-type doping and increases the mobility. This can be understood as

a crossover regime between point like Au impurities and large clusters which behave partially

like an electrode. The doping of the graphene takes place at the edges of the clusters only and
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depositions in Fig. 1!b" and exhibit a drastic decrease upon
the first deposition of gold, followed by a gradual decrease
with additional gold.

To determine whether the features described are generated
by scattering from pointlike charged impurities5,7 or
clusters,6 it is necessary to investigate the relationship be-
tween Dirac point shift !!VD=VD−VD,initial" and impurity
concentration.5,8 Increasing the impurity concentration !in ei-
ther adatom or cluster form" will result in more scattering
centers and a decreased mobility. The presence of pointlike
charged impurities affects the mobility through the relation-
ship "nimp=5#1015 V−1 s−1.5,8 Using this relation and the
mobility value for the clean graphene, "0=8390 cm2 /V s,
we find an impurity concentration of 6.0#1011 cm−2, simi-
lar to values found for other high quality clean samples.23

The quantity 1 /"−1 /"0 is therefore proportional to the im-
purity concentration induced by gold alone. Using the final
mobility value of 1270 cm2 /V s after 6 s of gold depo-
sition, it is calculated that the gold induces
3.3#1012 impurities /cm2, consistent with the value of
3.0#1012 atoms /cm2 calculated from the measured deposi-
tion rate of gold !previous theoretical work5,8 and calcula-
tions here assume a charge transfer of one electron per im-
purity adatom". The additional impurities will also result in a
shift in the Dirac point through the power-law relationship,
−!VD#!1 /"−1 /"0"b, with values of b=1.2–1.3 for point-
like scattering !1 /r Coulomb potential",5,8 while scattering
from clusters of material results in b$1.0.6 Fig. 1!c" shows
the data of Dirac point shift vs 1 /"−1 /"0 as well as the best
fit line, having a coefficient b=1.3 !solid line". For compari-
son, the dashed line represents a power law with b=1. The
experimentally measured coefficient, b, along with the simi-
larity between measured and calculated impurity concentra-
tion indicate that gold deposited at low temperature behaves
as pointlike charged impurities.

Following the deposition of gold at cryogenic tempera-
tures, the transport properties are monitored as the tempera-

ture is increased by discrete amounts until reaching room
temperature. Figure 2!a" shows an increase in the mobility as
the temperature is increased, and Fig. 2!b" shows the corre-
sponding change in the Dirac point. At each temperature
value, the temperature is stabilized and the gate dependent
conductivity is measured to determine the mobility and Dirac
point voltage. To test for dynamics, the temperature is held
fixed for at least 35 min while the transport measurement is
repeated every #8 minutes. In the range between 18 and
210 K, we observe no time dependence of the mobility or
Dirac point. Although, at higher temperatures, the mobility
and Dirac point do exhibit a slow dynamics. In Figs. 2!a" and
2!b", the multiple data points at 240, 270 K, and near RT
!292–298 K" represent the time evolution over 42, 42, and
600 min, respectively. Figures 2!c" and 2!d" show the ex-
plicit time dependence of the mobility and Dirac point that
continues for over 10 h at RT.

Compared to the initial mobility value of 1270 cm2 /V s
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FIG. 2. !Color online" !a" The mobility and !b" Dirac point shift
are displayed as a function of temperature. Above 210 K, the mo-
bility and Dirac point change over time at fixed temperature, indi-
cated by the multiple data points at set temperature values. The time
dependence of mobility !c" and Dirac point !d" are displayed for the
sample at room temperature over a span of 10 h. !e" A comparison
of the gate dependent conductivity curves measured immediately
after gold deposition at 18 K, upon warming to room temperature,
and after the second cool-down indicate irreversible cluster
formation.
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Figure 2.21: Au Doping of Graphene at 18 K.. Adapted from [144]. a) Gate dependent con-
ductivity of graphene for pristine graphene and at several doping coverages of Au deposited
at 18 K. b) Change in the mobility due to Au deposition. c) Power law fit to the shift in the
Dirac point as a function of 1/µ demonstrating point like behavior of Au adatoms deposited
at cryogenic temperatures.

as the size of the clusters increase, the number of Au atoms participating in doping decreases

causing the Dirac point to shift to reflect less n-type doping and the mobility to increase.

2.4.2 Effect on Spin Transport

In Chapter 1 section 1.2, several experiments investigating spin injection and transport in

graphene were discussed [32, 71, 74, 25, 73, 70, 69]. In these experiments, it was reported

that the main mechanism for spin relaxation in graphene was due to the Elliot-Yafet (EY)

spin relaxation mechanism [70, 69]. The authors were able to come to this conclusion by

taking advantage of the gate tunability of graphene, which allows for control over the car-

rier concentration in the graphene channel. It is known that the diffusion constant changes
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depositions in Fig. 1!b" and exhibit a drastic decrease upon
the first deposition of gold, followed by a gradual decrease
with additional gold.

To determine whether the features described are generated
by scattering from pointlike charged impurities5,7 or
clusters,6 it is necessary to investigate the relationship be-
tween Dirac point shift !!VD=VD−VD,initial" and impurity
concentration.5,8 Increasing the impurity concentration !in ei-
ther adatom or cluster form" will result in more scattering
centers and a decreased mobility. The presence of pointlike
charged impurities affects the mobility through the relation-
ship "nimp=5#1015 V−1 s−1.5,8 Using this relation and the
mobility value for the clean graphene, "0=8390 cm2 /V s,
we find an impurity concentration of 6.0#1011 cm−2, simi-
lar to values found for other high quality clean samples.23

The quantity 1 /"−1 /"0 is therefore proportional to the im-
purity concentration induced by gold alone. Using the final
mobility value of 1270 cm2 /V s after 6 s of gold depo-
sition, it is calculated that the gold induces
3.3#1012 impurities /cm2, consistent with the value of
3.0#1012 atoms /cm2 calculated from the measured deposi-
tion rate of gold !previous theoretical work5,8 and calcula-
tions here assume a charge transfer of one electron per im-
purity adatom". The additional impurities will also result in a
shift in the Dirac point through the power-law relationship,
−!VD#!1 /"−1 /"0"b, with values of b=1.2–1.3 for point-
like scattering !1 /r Coulomb potential",5,8 while scattering
from clusters of material results in b$1.0.6 Fig. 1!c" shows
the data of Dirac point shift vs 1 /"−1 /"0 as well as the best
fit line, having a coefficient b=1.3 !solid line". For compari-
son, the dashed line represents a power law with b=1. The
experimentally measured coefficient, b, along with the simi-
larity between measured and calculated impurity concentra-
tion indicate that gold deposited at low temperature behaves
as pointlike charged impurities.

Following the deposition of gold at cryogenic tempera-
tures, the transport properties are monitored as the tempera-

ture is increased by discrete amounts until reaching room
temperature. Figure 2!a" shows an increase in the mobility as
the temperature is increased, and Fig. 2!b" shows the corre-
sponding change in the Dirac point. At each temperature
value, the temperature is stabilized and the gate dependent
conductivity is measured to determine the mobility and Dirac
point voltage. To test for dynamics, the temperature is held
fixed for at least 35 min while the transport measurement is
repeated every #8 minutes. In the range between 18 and
210 K, we observe no time dependence of the mobility or
Dirac point. Although, at higher temperatures, the mobility
and Dirac point do exhibit a slow dynamics. In Figs. 2!a" and
2!b", the multiple data points at 240, 270 K, and near RT
!292–298 K" represent the time evolution over 42, 42, and
600 min, respectively. Figures 2!c" and 2!d" show the ex-
plicit time dependence of the mobility and Dirac point that
continues for over 10 h at RT.

Compared to the initial mobility value of 1270 cm2 /V s
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FIG. 2. !Color online" !a" The mobility and !b" Dirac point shift
are displayed as a function of temperature. Above 210 K, the mo-
bility and Dirac point change over time at fixed temperature, indi-
cated by the multiple data points at set temperature values. The time
dependence of mobility !c" and Dirac point !d" are displayed for the
sample at room temperature over a span of 10 h. !e" A comparison
of the gate dependent conductivity curves measured immediately
after gold deposition at 18 K, upon warming to room temperature,
and after the second cool-down indicate irreversible cluster
formation.
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at 18 K, the final room temperature value of 3360 cm2 /V s
is nearly three times as large. This change in mobility is
equivalent to the removal of 2.4!1012 impurities /cm2. The
moderate temperatures used in this study do not provide
nearly enough thermal energy to result in evaporation of the
gold. Hence, a more plausible explanation for the observed
mobility increase involves the rearranging of impurities to
form clusters. Based on theoretical predictions, for a fixed
amount of impurities, the formation of large circular clusters
will decrease the scattering cross section compared to that of
isolated adatoms,10 which would manifest itself experimen-
tally as an increase in mobility. While the mobility shows a
continuous change over the measured temperature range, the
Dirac point exhibits minimal change between temperatures
of 75 and 210 K. This behavior in Dirac point has interesting
implications for the doping due to small clusters and will be
discussed in more detail later. While clean graphene is
known to have minimal temperature dependence, the effect
of temperature on metal doped graphene samples has not yet
been investigated. To rule this factor out as the cause of the
drastic change in doping and scattering observed, the sample
is once again cooled. Figure 2!e" shows the gate dependent
conductivity for !1" the initial state at 18 K immediately
following the gold deposition !black curve", !2" after heating
to room temperature !red curve", and !3" for the second cool-
down to 18 K !blue curve". The minimal change observed
between room temperature and 18 K during the second cool-
down, along with the substantial difference between the two
curves measured at 18 K, indicates an irreversible change
that is due to cluster formation of the gold impurities.

The time dependent properties of the transport measure-
ment provide insight into the clusterization dynamics. At the
lower temperatures !18–210 K", no dynamics are observed
within the resolution of the measurement !#8 min". In this
regime, the cluster formation is limited primarily by energet-
ics of surface diffusion !i.e., thermal energy vs energy barrier
heights". The clusterization occurs as the temperature is in-
creased and reaches a stable state at fixed temperature within
8 min. On the other hand, at higher temperatures
!"240 K", the observed dynamics over long time scales im-
plies that issues of clusterization dynamics !e.g., probability
of cluster collisions, density of clusters, etc." become more
important than energetics.

Atomic force microscopy !AFM" is utilized to character-
ize the structure of the gold on the graphene surface. As
suggested by the drastic changes in transport measurements,
the gold has formed clusters of material, clearly identified in
Fig. 3!a". The boundary between the substrate and SLG is
identified in the figure. There is no preferential clusterization
at this boundary, contrary to what has been observed at el-
evated temperatures.16 The circular nature of the clusters al-
lows further comparisons between experimental data and the
theoretical predications of Katsnelson et al.10 By modeling
the behavior of charge carriers scattered from a circularly
symmetric potential, it is predicted that the scattering cross
section of a large cluster !kFR#1" is comparable to that of a
single isolated impurity. Through further analysis of two
1.5 $m!1.5 $m area scans, the cluster diameter is found
to vary from approximately 40 to 120 nm, as seen in Fig.
3!b". From this data, we are also able to estimate a cluster

density of 2.4!109 cm−2. Assuming a large cluster will
have a similar effect on mobility as a pointlike scatterer, a
final mobility value on the order of 8300 cm2 /V s is ex-
pected !limited by the initial mobility of the clean device".
While the observed recovery is clearly not this drastic, it is
evident that the clustering has significantly reduced the scat-
tering compared to the initial state of pointlike charged im-
purities. A distinct possibility, to account for the only mod-
erate enhancement of mobility, is that not all the material has
formed clusters. Single atoms or small clusters of several
atoms are below the resolution of AFM. These isolated im-
purities would provide additional scattering sites, preventing
the mobility from fully recovering, without being detected
during the AFM measurement. In any case, the measured
transport data clearly shows that for the same number of gold
atoms, the effect on mobility is significantly reduced when
the impurities are in the form of clusters compared to that of
isolated adatoms.

While the mobility changes throughout the measured tem-
perature range, the Dirac point shows little variation at low
temperatures !%210 K" followed by a rapid shift toward
more positive values as room temperature is approached. We
note that the plateau in the Dirac point data $Fig. 2!b"% does
not imply that the cluster formation has stopped between 70
and 210 K; the increase in the mobility in this temperature
range clearly indicates the structure of the gold clusters is
changing. Rather, the plateau structure is due to a more com-
plicated relation between the electronic doping by clusters
and the measurement of the Dirac point. A qualitative under-
standing of this behavior may be reached by considering the
effect of large clusters in comparison to adatoms on the sur-
face of graphene. In the case of adatoms, the graphene sys-
tem is relatively homogeneous, with the carriers transferred
between metal and graphene not localized to any particular
region. These transferred carriers result in a large shift in the
Fermi energy, as measured by the Dirac point shift. However,
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FIG. 3. !Color online" !a" The room temperature AFM scan
shows clusters of gold on the surface of graphene. !b" A histogram
of cluster sizes measured in two 1.5 $m!1.5 $m area scans.
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Figure 2.22: Clustering of Au on Graphene. Adapted from [144]. Left column: a) Tem-
perature dependence of the graphene mobiilty after Au deposition at 18 K b) Temperature
dependence of the Dirac point. c) Time dependence of the mobility at room temperature af-
ter Au deposition at cryogenic temperatures. d) Time dependence of the Dirac point at room
temperature corresponding to the mobility data in c). Right column: a) AFM image of Au
clusters on graphene. b) Histogram for the average diameter of Au clusters on graphene.

linearly with increased carrier density, and it was found that the spin lifetime changed lin-

early as the back gate voltage was tuned to higher carrier density, leading to the conclusion

for EY scattering. Therefore, it is reasonably expected that momentum scattering should be

very important for spin relaxation in graphene [69]. Since, as discussed above, the domi-

nant source of momentum scattering in graphene is due to the presence of charged impurities

[152, 158, 159, 160, 51, 144, 33], CI scattering should be important for spin transport and

relaxation in graphene.
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are performed inside a molecular beam epitaxy (MBE)
chamber with a base pressure of 1! 10"10 torr. During
the entire measurement, the sample is kept at low tempera-
ture (18 K) inside the chamber. For the nonlocal measure-
ment, we apply a current (I) across electrodes E2 and E1
while measuring the voltage (V) between electrodes E3
and E4. When spin transport is present, the nonlocal re-
sistance (Rnl ¼ V=I) is positive for parallel alignment and
negative for antiparallel alignment of the E2 and E3 mag-
netizations. Figure 1(b) shows nonlocal magnetoresistance
for a device with electrode spacing (E2 to E3) of L ¼
2:5 !m and the gate voltage (Vg) tuned to the charge
neutrality point (VD ¼ "15 V). The spin signal, !Rnl, is
defined by the difference between the parallel and antipar-
allel states, and has a value of $580 m". All data pre-
sented in this Letter are measured from this sample, but we
note that out of four devices studied (with electrode spac-
ing from 1–4 !m), consistent results are obtained on all
devices.

We examine the effect of Au doping on charge transport
properties by employing in situ transport measurements
combined with MBE growth in ultrahigh vacuum [22,26].
The Au is deposited from a thermal effusion cell with a
growth rate of 0:04 #A=min (5! 1011 atom=cm2 s) while
samples are maintained at 18 K to reduce the surface
diffusion of the Au atoms [22]. For typical deposition times
(less than 10 s total), the amount of Au is less than a
percent of a monolayer. Figure 2(a) shows the gate-
dependent conductivity (") for different amounts of Au
coverage indicated by the deposition time (0, 2, 4, 6, 8 s) on
a spin valve device. With increasing coverage, the Dirac
point shifts toward negative gate voltage, which indicates
that Au donates electrons to the graphene and the Au im-
purities become positively charged. Electron and hole mo-
bilities are obtained by measuring the slope of the con-
ductivity curve away from the Dirac point. Figure 2(c)
shows that mobilities for electrons and holes decrease as
a function of Au coverage. Despite the small amount of Au
deposited, the mobility diminishes by more than half. This
indicates that CI scattering introduced by Au impurities
exceeds the scattering initially present in the clean device.

We next consider the effect of the Au doping on the spin
transport properties. A model for lateral spin transport was
developed by Takahashi et al. [27], and we apply the same
method to obtain an expression for the nonlocal spin signal
of graphene spin valves with transparent contacts:

!Rnl ¼ C"fð#sÞ; C ¼ 4P2
F

ð1" P2
FÞ2

$2
F#

2
F

A2
J

W

L
;

fð#sÞ ¼
L

#s

!
expð"L=#sÞ

1" expð"2L=#sÞ

"
;

(1)

where L is the electrode spacing,W is the graphene width,
#s is the spin diffusion length of graphene, PF is the spin
polarization of the ferromagnet, and $F is the resistivity of
the ferromagnet, #F is the spin diffusion length of the

ferromagnet, and AJ is the area of the junction between
the ferromagnet and graphene. The prefactor,C, consists of
terms that are not altered by Au doping, and therefore we
can treat this as a constant factor for all !Rnl data. Doping
can affect!Rnl either through changes in the spin diffusion
length or the (spin independent) conductivity. Figure 2(b)
shows the gate dependence of the nonlocal magnetoresis-
tance for different Au coverages (0, 2, 4, 6, 8 s). In
agreement with Eq. (1), !Rnl tracks the gate dependence
of the conductivity, with minimum values of the !Rnl

curves coinciding with the Dirac point. Furthermore, the
overall magnitude of !Rnl remains relatively unchanged,
which indicates that the Au atoms do not dramatically
suppress the spin diffusion length. This demonstrates that
the manipulation of the nonlocal spin signal is mostly
attributed to the effect of Au doping on the conductivity.
To quantify the effect that Au doping does have on the

spin diffusion length, we consider the ratio !Rnl=".
Referring to Eq. (1), this ratio factors out the strong effect
that the Au doping has on the conductivity, thus leaving
only the part that depends on the spin diffusion length
[!Rnl=" ¼ Cfð#sÞ]. Because f is a monotonic function
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of !s [see Fig. 2(d) inset, with L ¼ 2:5 "m], an increase
(decrease) in!Rnl=# corresponds to an increase (decrease)
in !s. At typical values of !s between 1 and 3 "m, the
value of f varies significantly. For each Au coverage, we
average the value of !Rnl=# over gate voltages within
"35 V of the Dirac point. As shown in Fig. 2(d),
h!Rnl=#i does not decrease with Au coverage, which
implies that the average !s does not decrease with Au
coverage. This behavior shows that CI scattering is not
important for spin relaxation in graphene. An unexpected
trend is that h!Rnl=#i, and hence !s, actually increases
slightly with Au coverage. This suggests that the Au im-
purities produce a slight suppression of the spin relaxation.

The role of CI scattering on spin relaxation is investi-
gated further with a different type of experiment. We
directly measure $s by applying an out-of-plane magnetic
field to induce electron spin precession (Hanle effect) as
the spins diffuse from E2 to E3 in the nonlocal geometry
[2,11]. Figures 3(a) and 3(b) show the representative Hanle
data and best fit curves for different amounts of Au cover-
age (0 and 8 s). The top (bottom) curve is the nonlocal
resistance for the parallel (antiparallel) alignment of the E2
and E3 magnetizations. For the fitting, we first obtain the
symmetric part of the data, ½RnlðHÞ þ Rnlð'HÞ(=2, to re-
move effects unrelated to spin. A constant background is
subtracted and the parallel and antiparallel data are si-
multaneously fit with the following equation using the
same values for $s and D, but different values for the
amplitude S0:

RPðAPÞ
nl ¼ ð"ÞS0

Z 1ffiffiffiffiffiffiffiffiffiffiffiffi
4%Dt

p exp
"
' L2

4Dt

#
cosðg"BH?=@Þ

) expð't=$sÞdt; (2)

where g is the g factor,"B is the Bohr magneton,H? is the
out-of-plane magnetic field, the electrode spacing L is
2:5 "m, and theþð'Þ sign is for the parallel (antiparallel)
magnetization state. Figure 3(c) shows the best fit values of
$s as a function of Au coverage at the Dirac point and for a
electron and hole concentrations of 2:9) 1012 cm'2. In all
three cases, $s shows a slight enhancement with increasing
Au coverage. The inset of Fig. 3(c) shows the correspond-
ing values of D, which decrease as a function of Au
coverage.

The relationship between $s and $m, the momentum
scattering time, is particularly important for understanding
the spin relaxation. There are two mechanisms by which
spin-orbit coupling could generate spin relaxation in gra-
phene [28]. One is the Elliot-Yafet (EY) mechanism, in
which a spin flip occurs with finite probability during a
momentum scattering event, resulting in $s * $m. The
other is the Dyakonov-Perel (DP) mechanism, where spins
precess in internal spin-orbit fields, with $s * $'1

m . Recent
work by van Wees shows that $s *D (*$m, specifically
D ¼ ð1=2Þv2

F$m, where vF is the Fermi velocity [12]) for
graphene spin valves, indicating that the EY mechanism is
more important than the DP mechanism [12]. On the other

hand, in Fig. 3(c) we observe that D decreases with Au
coverage while $s exhibits a slight increase, illustrating
that the $s *D scaling is not obeyed. This does not nec-
essarily argue against EY, but rather points out that many
different types of momentum scattering can produce EY
spin relaxation (i.e. CI scattering, phonons, local sp3 de-
formation, edge scattering, short-range impurity potential,
etc.) [14–16], and each type of momentum scattering can
have a different efficiency for spin scattering. Stated in
another way, if the dominant momentum scattering mecha-
nism is different from the dominant EY spin relaxation
mechanism, then $m and $s need not show any particular
relation. Our results indicate that CI scattering is very
effective for momentum scattering, but it produces negli-
gible spin relaxation on the time scale of *100 ps.
While the lack of a strong decrease of $s establishes that

CI scattering is not the primary source of spin relaxation,
the slight increase of $s is rather unexpected and brings up
some interesting issues. There are several possible effects
which may result in the slight increase of $s with Au
coverage. The first possibility is that the spin relaxation
mechanisms are correlated. In our case, gold impurities
might actively inhibit some of the other spin relaxation
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FIG. 3 (color). (a, b) Hanle spin precession data (open circles)
and the best fit curves (red line) at hole concentration of 2:9)
1012 cm'2 for 0 and 8 s of Au deposition. (c) Dependence of
spin lifetime on Au coverage for electrons with concentration of
2:9) 1012 cm'2 (red circles), at the charge neutrality point
(blue triangles), and for holes with concentration 2:9)
1012 cm'2 (black squares). Error bars represent the 99% con-
fidence interval. Inset: the diffusion constant vs Au deposition
time. Error bars are omitted when they are comparable to the
symbol size.
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Figure 2.23: Au doping of Graphene Non-local Spin Valves with Ohmic Contacts. Adapted
from [171]. a) Gate dependent conductivity curves for several Au doping exposures at 18
K. Reproduces result of [144]. b) Effect on the non-local resistance for several gate voltages
and increasing Au coverage. c) Spin lifetime as a function of Au deposition at 18 K. Spin
lifetime is obtained by fits to the Hanle equation (eq. 1.2). Inset shows the corresponding
diffusion constants obtained by Hanle fitting.

Using the in-situ measurement system, Keyu Pi investigated the spin transport and re-

laxation in non-local graphene spin valves during systematic deposition of Au adatoms at

cryogenic temperatures in UHV [171]. Non-local graphene spin valves were fabricated using

standard one-step lithographic procedures with Co electrodes. The contacts were specially

fabricated using angle evaporation in an MBE chamber and using an MgO masking layer

and taking advantage of the MMA/PMMA bilayer undercut. This technique results in Co

directly contacted to the graphene layer with but with reduced contact area. These contacts,

developed by Wei Han [74, 25, 34], result in robust non-local spin valve devices with a rela-

tively high device yield. Key characteristics of these devices includes the linear relationship

between the measured non-local resistance and the graphene channel conductivity. This is
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shown explicitly in Fig. 2.23 b) for pristine graphene on SiO2 and at several different Au

depositions. Interestingly, the non-local resistance was not significantly modified by the de-

position of Au adatoms despite the large effect on the mobility (see for example Fig. 2.21).

This is surprising since the non-local voltage depends strongly on the spin diffusion length

(see equation 1.1), which can be related to momentum scattering through the Einstein relation

(equation 1.5).

Further, Pi, et al, [171] measured Hanle spin precession curves at several different Au

adatom coverages. By fitting the spin precession data to the non-local Hanle equation (eq.

1.2), the spin lifetimes could be obtained. As shown in 2.23 c), the spin lifetime determined

by the Hanle fits increased slightly from about 80 ps upwards of 120 ps. While the reason

for the increase in spin lifetime was not clear, the fact remained that the spin-lifetime was

certainly not decreasing as would be expected if CI scattering was not the dominant spin

relaxation mechanism. Further, the lack of a decrease in the spin lifetime is particularly

perplexing in light of Au’s large atomic weight, which could possibly induce large spin-orbit

coupling in the vicinity of the adatom. It was suggested that, while the relationship for EY

(⌧s / D) is not obeyed in the case of Au adatoms and CI scattering, that this does not

necessarily argue against EY as other mechanisms such as phonons, edges, and short range

impurity potentials may play a significant role in spin relaxation for non-local spin valves

with spin lifetimes in the range of 100 ps. Recently, the progressive work of Wei Han has

conclusively demonstrated that ohmic contacts to graphene spin-valves results in increased

spin relaxation, which is caused by back flow of spins into the ferromagnetic contacts [71].
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Currently, by employing tunneling contacts, spin lifetimes in graphene are roughly an order

of magnitude higher than ohmically contacted graphene. The Pi experiment remains the

only work, previous to this dissertation, which systematically studies the effects on the spin

lifetime in graphene in a UHV environment by adatom deposition as opposed to changing

the carrier density by tuning the back gate.

2.5 Conclusions and Outlook

MBE is a powerful technique that, due to the high purity and slow rate of growth, allows

for excellent control over materials growth at the atomic scale. MBE is an excellent method

for single crystal epitaxial growth of thin films, monolayers, and submonolayers. This the-

sis seeks to demonstrate the power of MBE in investigating novel-spin based phenomena

in candidate spintronics materials through a proximity effect. From an MBE point of view,

this thesis is divided into two parts, but each with the same focus. The first discusses high

quality MBE growth of thin films of functional ferromagnetic insulators onto interesting spin

transport materials for the future potential application of realizing exchange fields and other

interesting spin based phenomena induced in the non-magnetic material. In particular, Chap-

ter 5 investigates thin film growth of EuO on GaAs and Chapter 7 studies the integration of

EuO onto HOPG and graphene. These are two of the most important materials for spintron-

ics applications due to their long spin lifetimes. Also, Chapter 6 investigates the feasibility

of growing ultra thin ferromagnetic EuO onto TiO2 perovskite planes. This is of direct rele-
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vance for the nascent field of spin polarized transport and proximity induced phenomena in

the quasi-two dimensional correlated oxide materials.

The second part of the thesis is oriented on investigating spin based behavior induced

through proximity effects to adsorbates and defects introduced through submonolayer depo-

sitions by MBE. As discussed above, many interesting experiments have taken advantage of

graphene’s unique surface sensitivity in combination with its tunable Fermi level to examine

the effect on charge transport by various gases, adsorbates, and substrates in terms of charge

impurity scattering and resonant scattering. This dissertation aims to build on these founda-

tional works and investigate the effect on spin transport of both charge impurity scattering

and defects by employing tunneling non-local spin valves. In particular, Chapter 8 investi-

gates the effect of atomic hydrogen and lattice vacancies on the spin transport in the in-situ

measurement system. Chapter 9 builds on the work of Keyu Pi and investigates the effect

on the spin lifetime by systematically introducing charge impurities to non-local spin valves

with tunneling contacts which avoids the conductivity mismatch problem.
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Chapter 3

The Ferromagnetic Insulator EuO

3.1 Historical Perspective

The first fabrication of EuO samples in 1961 by Matthias was motivated by a standing

problem concerning strange magnetic behavior in EuIr2 and Eu2O3 [172, 173]. The problem

was simple: trivalent Eu should not be magnetic. Yet, in experiments, these materials exhib-

ited ferromagnetism with identical Curie temperatures. It was suggested that trace amounts of

EuO could be the reason. After the first synthesis and measurements of EuO [172], an entire

class of important materials, the chalcogenides, was born. Since its initial discovery, EuO has

demonstrated many remarkable properties [174]. It is the first rare-earth oxide to demonstrate

ferromagnetism. It is also characterized by the largest magnetization per unit volume of any

oxide [172, 175], fantastically large Faraday rotation [176], and a highly spin split 5d con-

duction band [174]. However, early samples were typified by oxygen deficiencies leading the
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discovery of unusual (interesting) behavior such as a metal-insulator transition (MIT) [177],

colossal magnetoresistance (CMR) [178], half-metallic behavior [179], and the anomalous

Hall effect [180]. Thereafter, EuO was the subject of intense theoretical and experimental

research regarding its electrical, optical, and magnetic properties that is thoroughly reviewed

in Mauger and Goddart 1985 [174] and Steeneken’s Ph.D. Thesis 2002 [181].

Following an intense research period in which the properties of EuO (and related metals

EuO1�x and doped MxEu1�xO) became well understood, EuO evolved into a fundamental

example for understanding phenomena in the spinels, other multifunctional oxides, and dilute

magnetic semiconductors, whose fields were beginning to gain significant momentum [174].

Interest in EuO began to fade as physicists lost interest and engineers saw no use in a mate-

rial with an ordering temperature of 69 K. Around the turn of the century, EuO resurfaced

for three reasons: 1) spintronics, 2) modern characterization techniques, and 3) advances in

materials synthesis. For spintronics, which seeks to realize novel routes for information pro-

cessing and storage by taking advantage of the electron’s spin degree of freedom, insulating

EuO offered a route towards realizing electrical control over magnetism and spins in solids.

In particular, EuO’s large magneto-optic response could be applied to laser-assisted writing

of the magnetization. Also, it is thought to be a prime candidate for realizing novel magnetic

control over spins and spin transport. This is evident by over 50 related theoretical publica-

tions since 2008 on the topic of inducing spin-based phenomena in graphene [182, 183, 184,

185, 186, 187, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198, 199, 200, 201, 202,

203, 204, 205, 206, 207, 208, 209, 210, 211, 212, 213, 214, 215, 216, 217, 218, 219, 220, 221,
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a

c

Figure 3.1: Crystal Structure of EuO. EuO crystallizes in the rock-salt structure represented
with blue Eu atoms and green Oxygen atoms. Generated using VESTA software ([245]).

222, 223, 224, 225, 226, 227, 228, 229, 230, 231, 232, 233, 234, 235, 236, 237, 238, 239].

Also, after 30 years since EuO fell out of favor, there have been significant advances in

synchrotron sources and electron spectroscopy as well as the realization of new surface tech-

niques such as scanning tunneling microscopy (STM). Lastly, the importance of advances

in materials synthesis cannot be understated as thin film UHV technology has replaced fur-

nace based bulk crystal growth for achieving technologically relevant materials. The first

generation of EuO research relied entirely on production of crystals through thermodynamic

reduction processes [172, 174, 181]. Currently, EuO is almost exclusively grown by reactive

MBE [181, 240, 241, 242, 243, 244]. In the modern growth era (since 2002 [181]), EuO has

been thoroughly re-examined as an interesting system from a growth perspective and as a

potential material for spintronics applications. EuO is precluded from industrial applications

due to it’s low Curie temperature, but from a research point of view, a low TC is desirable as

it allows for easy tuning of the system from the ferromagnetic to paramagnetic state.
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3.2 Electrical, Magnetic, and Optical Properties of EuO

EuO has the rock-salt crystal structure (a = 5.14 Å) based on FCC Eu atoms each with an

associated oxygen atom that forms an FCC oxygen sublattice as shown in Fig. 3.1. Eu is the

63rd element in the periodic table with an electronic structure of [Xe]4f75d06s2, while oxygen

has 1s22s22p6. Therefore, when Hund’s rules are applied to trivalent (Eu3+) Europium oxide

(Eu2O3), we obtain a S=6/2 and L=-3, resulting in total angular momentum J=0 and a non-

magnetic material. However, in the case of divalent (Eu2+) Europium monoxide, S=7/2, L=0,

and J=7/2 is maximized. Fig. 3.2 shows a schematic of the meaningful energy bands for the

Eu and O atoms when forming EuO [174]. The first several columns take into account the

electron affinity, the Madelung electrostatic lattice energy, and polarization effects [246, 247,

248]. The last column takes into account crystal field splitting of the 5d bands and optical

absorption data (see Fig. 3.3) to make final corrections to the energy spacings. The schematic

in Fig. 3.2 is useful in understanding the relative contributions to energy scales in EuO, but

are essentially an approximation in the atomic limit from tight binding theory. The O 2p

shell drops down below the Eu 4f and 5d shells to form the EuO fully occupied valence band

due to the ionic contribution of two electrons from the Eu atoms. The Fermi level sits in the

middle of the 4f shell, which is half occupied and highly localized. Because of this strong

localization of the 4f state (typical for the first occupied atomic n level), it does not contribute

to transport despite being a partially filled band.
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Figure 3.2: Energy Levels of Atomic Orbitals in EuO. Adapted from [174].

The unoccupied 5d band is highly delocalized and is the conduction band. Below the

Curie temperature, EuO orders ferromagnetically which breaks time reversal symmetry and

causes crystal field splitting which lifts the degeneracy of the 5d band into 5d t2g and 5d eg.

The ’eg’ and ’t2g’ represent the cubic symmetry for the FCC lattice and the 5d eg consists of

the dz2 and dx2�y2 orbitals, while the 5d t2g consits of the three dxy, dxz, and dyz orbitals.

These 5d states are themselves linear combinations of the more traditionally known solutions

to the hydrogen atom with l=2. The dz2 has orbital angular momentum of zero (ml=0), while

the dxz, and dyz are linear combinations of the ml = ±1 states, and the dx2�y2 and dxy states

are linear combinations of the ml = ±2 states. Another schematic representation of the band

alignments and the DOS is shown in 3.4 a), which shows the EuO band gap of 1.1 eV at room

temperature. In the ferromagnetic state as T ! 0 K, the 5d bands are split by an amount �EX
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Figure 3.3: Absorption Spectrum of EuO. Adapted from [249].

and the band gap decreases to 0.8 eV as schematically shown in 3.5. Lastly, a more realistic

DOS is shown in 3.4 b), calculated using LDA+U theory [250].

Magnetism in 4f rare earth materials obeys Hund’s rules very well, while magnetism

in the transition metals, which exists based on spins from the 3d-orbitals, tends to be highly

complex due to strong hybridization of the spin carrying 3d wavefunctions and orbital quench-

ing [26]. On the other hand, the highly localized 4f shell is essentially isotropic, which is why

EuO can be considered as the model example for a perfect Heisenberg ferromagnet, described

by the Heisenberg spin-spin Hamiltonian,

Hex = �J~si · ~sj. (3.1)
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Figure 3.4: Band Levels and Density of States for EuO a) Simple schematic of the band
locations and DOS for the band insulator EuO with the Fermi level in the middle of the
highly localized 4f shell. Adapted from [174]. b) Detailed spin resolved density of states for
EuO. Adapted from [250].

Figure 3.5: a) Temperature Dependence of 5d Band Splitting in EuO. Adapted from [251].
b) Absorption measurements demonstrating 5d band edge shift in EuO. Adapted from [252]

On the surface, this equation looks amazingly simple in explaining ferromagnetic ordering

[253, 254, 255, 26] and gives the appearance that magnetism is easily explained by a spin-

ordering phenomena, in which spins of electrons interact either parallel or antiparallel de-

pending upon the sign of the scaling factor, J . The term J is known as the exchange integral.

However, equation 3.14 is an effective and simplified Hamiltonian that is reduced from the
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full Hamiltonian of a solid with 10

23 interacting electrons in a periodic lattice. In fact, such a

system is subject to the Pauli exclusion principle and therefore, since electrons are fermions

and cannot be in the same state, their wavefunctions must be antisymmetrized [255]. Also,

and importantly, the full Hamiltonian includes the interactions of electrons through their

Coulomb interaction. If we take the simple problem of two interacting electrons through a

Coulomb potential, we arrive at the standard single electron Hamiltonian that depends only

on the interactions of a single electron and the lattice along with the kinetic energy as,

Hsingle = KE + V (Rk) (3.2)

where V (Rk) denotes the interaction of the electron with an atomic potential at position Rk.

Solutions to the single electron Hamiltonian yield the well known s,p,d, and f atomic orbitals.

However, taking into account electron-electron interactions, results in an extra interaction

term,

Hint =
e2

|r1 � r2| (3.3)

which is just the electron-electron coulomb energy for two electrons a distance |r1 � r2|

away from each other. In the case of a two electron system, there are two electrons at po-

sitions labeled ~r1 and ~r2, with two possible states,  i and  j . The two electrons can have

their orbital wavefunctions written in terms of symmetric and antisymmetric single particle
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wavefunctions,

 + =  i(~r1) j(~r2) +  i(~r2) j(~r1) (3.4)

 � =  i(~r1) j(~r2) �  i(~r2) j(~r1) (3.5)

and the spin part is given by,

�+ = �1"�2" + �1#�2# (3.6)

�� = �1"�2# � �1#�2" (3.7)

where �1" represents an electron at ~r1 with spin +1/2. The total electron wavefunction must

comprise both the orbital and spin components and be antisymmetric, leading to

 +,� = [ i(~r1) j(~r2) +  i(~r2) j(~r1)] [�1"�2# � �1#�2"] =  +�� (3.8)

 �,+ = [ i(~r1) j(~r2) �  i(~r2) j(~r1)] [�1"�2" + �1#�2#] =  ��+ (3.9)

For this two electron Heitler-London problem, there are two energy eigenvalues determined

by examining the quantities  ⇤Htotal =  ⇤
(Hsingle +Hint) . The solutions of which are

E+ = EKE + EV + Ee�e + Jij (3.10)

E� = EKE + EV + Ee�e � Jij (3.11)
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where Ee�e and Jij are given by

Ee�e =

Z Z
 ⇤
i (~r1) 

⇤
j (~r2)

e2

~r1 � ~r2
 i(~r1) j(~r2)dV1dV2 (3.12)

Jij =

Z Z
 ⇤
i (~r1) 

⇤
j (~r2)

e2

~r1 � ~r2
 j(~r1) i(~r2)dV1dV2 (3.13)

and the integral is taken over the spacial volume. The only difference between equations 3.12

and 3.13 is that the states  j and  i are swapped in the second half of the integral. This can

be understood as follows. The first term, Ee�e represents the electron-electron interaction

term between single electron states  ⇤
i (~r1) i(~r1) at ~r1 and  ⇤

j (~r2) j(~r2) at ~r2. On the other

hand, the second term, which is the exchange integral mentioned previously, is so named

since it couples the swapped electron states.

The eigenvalue solutions E+ and E� are associated with the spin states �+ and ��, re-

spectively. �+ is the “ferromagnetic” state with total spin S = 1/2 + 1/2 = 1, while �� is

the “anti-ferromagnetic” state with spin S = 1/2 - 1/2 = 0. Therefore, simply based on sym-

metrization of the wavefunction and Coulomb interactions, there is a forced requirement that

the two electron spins must either align or anti-align. The exchange term, which relies funda-

mentally on the Pauli exclusion principle and Coulomb interactions between electrons allows

for the problem to be reduced to the simple form of the exchange Hamiltonian (3.14) which

can be ferromagnetic or anti-ferromagnetic depending upon the precise nature of the overlap

of the wavefunction and Coulomb term. This examination of the Heitler-London problem

serves to demonstrate how exchange leads to magnetism. For real materials, for which the
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exchange is much more complex by involving virtual transitions and multiple orbitals, the

basic principle of exchange remains, along with the usefulness of the phenomenological

Hamiltonian 3.14.

In the case of the 4f magnetic metals, such as Gd, direct exchange via nearest neighbors

is negligible due to the localized nature of the 4f shell. Instead, the exchange mechanism is

either through double exchange or by exchange using the delocalized conduction electrons

to mediate the interaction [256]. However, in the 4f magnetic insulator EuO, the 5d con-

duction band is unoccupied, which means that free electrons cannot mediate the exchange

interactions responsible for magnetism. Exchange in EuO can be thought of to have two

main contributions, J1 and J2 related to the interactions between nearest neighbors and next

nearest neighbors,

Hex = �
X

nn

J1~si · ~sj �
X

nnn

J2~si · ~sk (3.14)

as discussed in [174, 257, 258]. Experimentally it has been determined from neutron scat-

tering measurements that J1/kB = +0.606 K, and J2/kB = +0.119 K [174, 259], which

are in good agreement with the theoretically calculated values by Kasuya [258, 174] of

J1/kB = +0.406 K, and J2/kB = +0.163 K. It should be noted here, that the calculated

values for Heisenberg exchange are an approximation in that they do not employ realistic 5d

density of states or momentum-dependent wavefunctions. Nevertheless, a great success of

the calculations of Kasuya were the predictions for ferromagnetic J2 for EuO and antiferro-

magnetic J2 for the other europium chalcogenides (EuS, EuSe, and EuTe).
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Currently, it is generally thought that there is one majority exchange mechanism for J1

and several competing exchange mechanisms that contribute to J2 [258, 174, 181]. Ferro-

magnetic J1, which involves nearest neighbor Eu-Eu 4f electrons arises from the following

process: an Eu 4f electron at one Eu atom undergoes an excitation (dipole transition) to the

delocalized 5d conduction band and experiences exchange with a 4f electron on the nearest

Eu atom. Subsequently, the excited electron undergoes a second transition back down to the

first Eu 4f atom, thus resulting in an exchange process through dipole transitions, but which

have net energy of zero and are therefore called virtual transitions.

On the other hand, J2, consists of exchange mechanisms involving the next nearest neigh-

bor Eu atoms through the intervening oxygen p orbitals. This type of exchange is commonly

called superexchange. There are three important contributions to J2 for EuO and they are the

Kramers-Anderson superexchange (JK�A), the d-f superexchange (Jd�f ), and the “crossed”

exchange term (Jc) [258, 174]. The Kramers-Anderson superexchange involves mediation

of 4f-4f next nearest neighbor exchange via oxygen p orbitals and is almost always antifer-

romagnetic as is true for for the entire class of europium chalcogenides. The value for K-A

exchange calculated by Kasuya is JK�A/kB = �0.0058 K. The d-f superexchange mech-

anism involves transferring an Eu 4f electron through the oxygen anion p state to the next

nearest neighbor 5d conduction band where 5d-4f exchange takes place. This is the key

mechanism for J2 in EuO as it was found to be ferromagnetic [258] (Jd�f/kB = +0.075

K). In the other EuX materials, the d-f superexchange mechanism is an order of magnitude

larger and antiferromagnetic. In those materials, the lattice constant increases with increas-
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ing size of the anion atom from S to Te, which causes the nearest neighbor exchange J1 to

decrease and be dominated by the antiferromagnetic superexchange terms JK�A, and pri-

marily, Jd�f . Lastly, the crossed exchange term, which arises from interference between the

Kramers-Anderson mechanism and the d-f superexchange mechanism, is also ferromagnetic

in EuO and is estimated to be Jc/kB = +0.95 K.

More recently, EuO has been theoretically revisited by several authors [260, 261, 262,

263, 264, 265, 250, 266, 267, 268] in order to improve upon the simple exchange model

employed by Kasuya. In particular, with the advent of more advanced band calculations

such as density functional theory (DFT), theorists have improved upon the simple s-like

approximation for modeling the 5d band and 5d-4f exchange [260, 261, 262, 264, 265, 250,

267, 268, 269]. Unfortunately, it is a known problem that DFT local density approximation

(LDA) calculations cannot account for the observed band gap between the itinerant 5d band

and localized 4f states. This is can be dealt with by taking the 4f states as core levels to

obtain realistic 5d states, or by adding in an onsite coulomb (Hubbard-like) energy U (so

called LDA (or LSDA) + U models) that can then account for the band gap and provide

realistic 5d DOS. This allows for the calculation of J1 an J2 exchange constants that are

in relatively good agreement with those experimentally determined from neutron scattering

experiments [259]. In particular, key issues that have come under debate in recent years

concern fundamental understanding of the nature of the exchange interactions, including

the role of 4f-2p hybridization [250, 265, 270, 271, 267], momentum dependence of the
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5d states [270, 260], and limiting factors in realizing an increase in the Curie temperature

[250, 265, 272, 266, 271, 273, 274, 275, 276, 277, 278, 279].

Interestingly, a recent Monte Carlo study of EuO exchange constants [266], determined

that the mean field relationship of TC with J1 and J2 is inaccurate, calling into question the

entire understanding of the nature of exchange (and superexchange) in EuO as originally

proposed by Kasuya in 1970 [258]. In many experiments, the measurable quantity is J =

J1 + J2, and J1 and J2 values are determined by the mean field relationship [259, 266],

TC =

2

3

S(S + 1)(12J1 + 6J2)/kB (3.15)

which is used to determine the values listed above (J1/kB = +0.606 K, and J2/kB = +0.119

K [174, 259]). Subsequent theoretical treatments have mainly worked within this frame

work, while improving upon the the Kasuya approximations by including more realistic 5d

DOS [260, 261, 262, 264, 265, 250, 267, 268], relativistic effects [261], and hybridization

[250, 265, 270, 271, 267]. However, the Monte Carlo method indicated that equation 3.15

underestimates J1 significantly and calculated J1/kB ⇠ 1.2 K, almost double the mean field

value. In this picture, for which the experimentally determined J = J1 + J2 = 0.755 is

accepted as valid, the implication is that the J2 must be antiferromagnetic, as opposed to the

prediction of Kasuya. This has recently been supported by an experiment that induces tensile

strain in EuO through epitaxial growth on CaF2. These authors observed an enhancement in

the Curie temperature, which is unexpected for ferromagnetic J2 as shown by Ingle [250],
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as well as observing strong hybridization effects between the Eu 4f and O 2p states. Thus,

the ‘simple’ issue of exchange in EuO remains a matter of contentious debate evan after 40

years of intense research. Yet, if we only consider the basic properties of a ferromagnetic

isotropic system with Jtotal, EuO can still be considered a model system for understanding

Hund’s rules and the Heisenberg Hamiltonian.

So far, only the basic properties of EuO have been discussed. However, there are sev-

eral variations on EuO, including insulating stoichiometric EuO, Eu rich EuO (EuO1�x),

and substitutionally doped XxEu1�xO. In XEuO, Eu is replaced with small amounts of an-

other cation, usually Gd, or La [274, 278, 269, 276]. However, experiments have also been

performed with X= Ce, Lu, and Fe [280, 281, 282]. Interestingly, these dopants demon-

strate an enhanced Curie temperature up to ⇠ 200 K for Gd doping. Also, such samples are

known to exhibit a unique ‘double dome‘ M-T curve. Several factors have been proposed

to explain the TC enhancement and M-T curve shape, including magnetic bound polaron,

strain, and enhanced exchange due to donor doping [174, 276, 278]. A key difference in

behavior for EuO1�x and substitutionally doped XxEu1�xO is the deviation from insulating

behavior in stoichiometric EuO. In fact, both Eu1�x and XEuO exhibit an electrical phase

transition, known as the metal to insulator transition (MIT), around the ferromagnetic order-

ing temperature and changes in resistance of over 8 orders of magnitude have been observed

[174, 181, 269]. Strikingly, as the nature of exchange is a many-body effect that involves elec-

tron correlations, large colossal magneto resistance (CMR) is typical for these materials[178].

The field of doped EuO has been a very active research field in the last decade, mainly due to
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the recent advances in growth techniques. It is now possible to accurately control the growth

process and doping through MBE to obtain stoichiometric, doped, or Eu rich films. How-

ever, for the purpose of a magnetic gate dielectric for spintronics applications, it is crucial

to maintain the insulating properties of EuO. Thus, this thesis is concerned with achieving

stoichiometric films.

Much of the work regarding EuO concerns the bulk properties, but almost all modern

day growth produces thin films at the nanometer scale. Thus, it is essential to understand

EuO thin films from this perspective. There have been theoretical suggestions of interesting

phases such as a surface induced MIT [263]. Otherwise, there is little existing material dis-

cussing the potential effects of nanoscaling EuO. Experimentally, there have been conflicting

reports as to the magnetic nature of thin EuO films (< 10 nm). It has been shown that at these

reduced thicknesses, that the magnetic quality decreases along with a reduction in the Curie

temperature [283, 284, 285]. On the other hand, it has also been demonstrated by several

other groups that, even down to just a couple unit cells, EuO demonstrates the bulk Curie

temperature [243] and is supported by structural investigations by STM [286] and RHEED

oscillations [241]. These contradictory results appear to originate from differences in growth

methods, conditions, and regimes. This is an important issue since the proximity exchange

interaction discussed in this dissertation requires high quality magnetic behavior at the inter-

face, even for ultrathin films. In this dissertation, it is shown that the special growth regime

(discussed below), in which stoichiometry is maintained, produces high quality EuO films

with bulk TC values.
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3.3 Reactive Molecular Beam Epitaxy (rMBE) of EuO

High quality stoichiometric EuO can be reliably grown thanks to a special growth regime

that is called ‘distillation and oxygen-limited’ or equivalently, ‘adsorption-controlled’ [181,

269, 240, 241, 242, 243, 244]. Fundamentally, this regime is analogous to the one discussed

in Chapter 2 regarding the early growths and development of GaAs films. The Ph.D. disser-

tation by P. G. Steeneken [181] (L. H. Tjeng group) provided the first experimental guide to

growing high quality EuO films in a way that could maintain stoichiometry. In this work, sto-

ichiometric EuO was shown to grow on YSZ, Al2O3, and MgO. Growth on YSZ and MgO

were shown to grow epitaxially, while growth on Al2O3 was polycrystalline. This growth

regime centers on the principle of flux distillation. In typical MBE growth, an elemental Eu

flux is incident on a substrate causing the growth of a Eu film. However, Eu is a low tempera-

ture growth material with an evaporation temperature close to 400 �C under UHV conditions.

Therefore, it is possible that if the substrate temperature is raised above the evaporation tem-

perature of Eu, the sticking probability of the Eu flux will be zero. Therefore, the incident

material will not be adsorbed onto the surface, but will be re-evaporated (distillation). This

can be confirmed by monitoring the in-situ RHEED pattern. Next, to commence the growth

of EuO, a small amount of oxygen can be introduced to the chamber. As long as the incident

Eu flux exceeds the oxygen flux, then stoichiometric EuO will form. If the flux ratio Eu:O

favors oxygen content, even slightly, then Eu2O3 or Eu3O4 will form. This is due to the ther-
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modynamic stability of Eu2O3 compared to EuO [287]. This growth regime is presented in

Fig. 3.6.

Further, Steeneken showed that by simply controlling the substrate temperature (as op-

posed to the flux ratio), that the oxygen vacancies could be carefully introduced into the

sample. The first published paper in a peer reviewed journal that employed the adsorption-

controlled regime investigated the exchange splitting in EuO1�x with a strong MIT [269].

These seminal works in the field of EuO growth were not immediately recognized for what

they were. In 2008, the Schlom group published a milestone paper on the growth of EuO

on well lattice-matched YAlO3 and termed the name for this kind of growth as adsorption-

limited. One year later, Sutarto (Tjeng group) published a thorough investigation of the

growth of EuO on lattice-matched YSZ [241]. Remarkably, it was shown that EuO can be

grown on YSZ without introducing oxygen into the chamber. Instead, the Eu flux can steal

oxygen from the substrate. This phenomenon is now called substrate-supplied oxidation or

substrate-assisted oxidation. Interestingly, the growths on different oxide substrates exhibited

noticeable differences including minimum substrate temperature for distillation, crystallinity,

ability for substrate supplied oxidation, magnetic behavior, and electrical properties.

However, to this point, all growths taking advantage of this regime, involved oxide sub-

strates. In particular the growth on lattice-matched substrates YAlO3 and YSZ (with substrate-

supplied oxidation) had been thoroughly investigated and shown to be of superb quality

[240, 241]. On the other hand, growth on MgO had been demonstrated but generally with

varying results, which was mainly attributed to the large lattice mismatch [288, 241]. MgO is
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an important oxide for spintronics due to it’s ubiquitous use as a growth substrate [289] and

spin filter tunneling [6, 27, 5]. In this dissertation, Chapter 5, section 5.2 briefly summarizes

the first growth experiments in our group that reproduce the work of the Tjeng group in the

Sutarto paper [241, 242]. Chapter 5 goes on to present the growth of EuO on GaAs. This is

the first demonstration of the growth of high quality stoichiometric EuO on GaAs, and the

first demonstration of the adsorption-limited growth regime on any semiconductor.

Through this work it was discovered that the growth quality of EuO on MgO is not re-

liable. While it is possible to growth single crystal EuO on MgO, two substrates prepared

exactly the same way, may result in entirely different films when grown under the same condi-

tions. After a careful and systematic debugging of the growth chamber, it was determined that

the this was a real growth mode issue relating to the MgO surface. A general trend was found

that smoother MgO films (>10 nm e-beam MgO buffer layer), demonstrated the poor growth

regime. On the other hand, films grown with either a very thin buffer layer of e-beam MgO

(< 10 nm) or directly on the bare MTI corporation MgO substrate, would sometimes result

in highly ordered epitaxial films with cube-on-cube orientation. The question of contamina-

tion or roughness was not determined and these growth results are unpublished and only of

preliminary status. However, this led to the work presented in Chapter 6 which demonstrates

high quality growth on MgO through a special TiO2 electrostatic template which alleviates

the growth problems associated with MgO substrate. The results presented in Chapter 6 are

directly relevant for the growth of EuO on perovskite planes and opens the door for possible

studies of growth on perovskite materials such as LaAlO3 and SrTiO3. This is an important

91



direction due to the prediction of a spin-polarized 2-D electron gas at the interface of EuO

and LaAlO3, due to the polar catastrophe effect [125, 124].

Graphene is a promising spintronics materials as it has the longest spin diffusion length at

room temperature and should theoretically have long spin lifetimes. However, oxide growth

on graphene is nontrivial due to the low surface energy of sp2 bonded carbon materials [290].

Chapter 7 presents the integration of EuO onto graphene. The primary aim of this dissertation

is to provide original research towards realizing novel spin-based phenomena in a candidate

spintronic material via a proximity effect. The growth and integration of EuO onto GaAs,

TiO2 perovskite planes, and graphene provide a major advance in the field toward realizing

these goals.
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Figure 3.6: Diagram of Adsorption-controlled Growth Regime. a) Simplified schematic of a
standard MBE chamber equipped with a Eu effusion cell, O2 molecular leak valve, RHEED
electron gun, and CCD camera for monitoring the RHEED pattern in-situ. The black line
connecting the RHEED gun to the CCD camera signifies the electron beam path. The sub-
strate is mounted in the center of the chamber facing the Eu source and can be radiatively
heated. b) Typical MBE growth when the substrate is maintained at room temperature. The
Eu material is sublimed from the source cell and due to the long mean free path in the cham-
ber, the flux extends out as an atomic beam resulting in the growth of a thin Eu film (shown
in red). Lower panel ( c) - e) ): Schematic of adsorption-limited regime. c) Schematic of
the Eu flux distillation. When the substrate is maintained at an elevated temperature for
which the sticking probability of Eu atoms on the substrate surface is zero, then the Eu flux
re-evaporates. This effect is highly substrate and temperature dependent. d) Schematic of
the growth of EuO under distillation condition at perfect flux matching, Eu:O 1:1. In this
case, all the incident Eu is converted to EuO. However, due to the difficulty of perfect flux
matching between Eu and O, combined with the thermodynamic favorability to form Eu2O3

for flux ratios where O>Eu, leads to the requirement that the Eu flux always exceed the O
flux. However, this does not form Eu rich EuO (EuO1�x) due to the distillation condition as
excess Eu is re-evaporated, as is shown in e).
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Chapter 4

Spin-Based Proximity Induced

Phenomena

4.1 Induced Proximity Effects in Thin Film Systems

4.1.1 Introduction

Control over (nanoscale) magnetism is not a new field and there have been many dis-

coveries particularly in trying to realize electric field control over magnetism [291]. Such

achievements include electric field control over interfacial anisotropy [292, 293], exchange

bias [294], magnetoresistance [295, 296], spin transport [109], and correlated phase tran-

sitions [297]. However, induced magnetism or spin-based phenomena through a proximity

effect is also of great interest, but has been more difficult to achieve and study. In 1971

Mersevey and Tedrow [4] demonstrated that when a superconductor is brought into contact
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splitting equivalent to an enhanced field 8" of 1.73 T
in an applied field of 0.44 T. The conductance of the
control junction did not show splitting at any field.

These results are in accordance with the discussion of
Fig. 1(d). Above the critical field of the EuO-Al film,
we obtained the symmetrical spin-split curves of the

type shown in Fig. 1(b) (because the Al counter elec-

trode was still superconducting), indicating that the

electrons tunneling from the EuO-Al film were not po-

larized in the normal state. Otherwise, asymmetrical

curves of the type shown in Fig. 1(c) would result. As

expected, the normal Al film is not strongly affected

by being in contact with a ferromagnet.

The normalized tunneling conductance for a EuO-

Al/A1203/Fe junction in a magnetic field is shown in

Fig. 4(a). A curve in an applied field 0.8 T higher for

an Al/A1203/Fe junction on the same substrate is

shown for comparison. The two curves are nearly

identical, sho~ing that the enhanced field causes the

same depairing as an equivalent applied magnetic field.

Analysis of these data by the method of Ref. 11 pro-
duced the spin-resolved conductances shown in Fig.
4(b). Comparison of these curves with earlier data in-

dicates that the spin-orbit scattering is small in both

films, with 6 —0.05. Thus the proximity of the EuO

does not affect the strength of the spin-orbit scatter-

ing. The dependence of 8' on applied field for this

sample is sho~n by the open circles in Fig. 3, demon-
strating that the size of 8 was sample dependent.

In Fig. 5, the parallel critical magnetic field 0
II
of

an EuO-Al film is compared to that of an Al film

deposited at the same time but not in contact with the

EuO, the same pair of films as produced the tunneling

curves of Fig. 4. %e see that H,
~~
for the EuO-Al film

is about 0.9 T lower than H,
~~
for the plain Al film.

This result is consistant with the tunneling results.

To summarize our findings, the EuO-Al layered sys-

tem behaves like a superconductor with an internal

magnetic field. The mechanism involved is presum-

ably that the quasiparticle density of states is altered

because the quasiparticles can tunnel some distance

into the ferromagnet and are subjected to its exchange
field or its magnetization. The fact that 8' is of the
same magnitude as p,oM, the magnetization of EuO,
suggests the coupling of the quasiparticles to be with

M. The exchange coupling between conduction elec-

trons and the Eu ions has been estimated by Penney,
Schafer, and Torrance' to be about 100 meV, 10'

times our observed splitting. However, a proximity

model described by de Gennes' in which the coupling
is to the exchange field can account qualitatively for

the results (see also Ref. 3). In this model, the coup-
ling would be reduced by the ratio of the atomic spac-

ing in EuO to the thickness of the Al film and by inter-

face degradation effects such as Al oxide between the

Al and EuO. The similarity between 8' and p,oM
should then be coincidental. In either case, since the
Al film is very thin compared to the coherence length

and the spin mean free path, the effect of the fer-

romagnet is uniform throughout the film. The ob-

served combination of superconductivity and apparent

internal field results. The boundary conditions for a
magnetic field applied parallel to a thin slab of fer-
romagnet guarantee that for a smooth interface, the

quasiparticles in the Al would experience only the ap-

plied field 8 if they did not tunnel into the EuO. Any

explanation of an enhanced field in the Al based on
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FIG. 4. (,a) Normalized tunneling conductances of a

EuO-Al/Al203/Fe junction in an applied field of 3.1 T and

an Al/Al203/Fe junction in an applied field of 3.94 T. The
curves have been offset vertically for clarity. (b) The spin-
resolved conductance for the curves in a.
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FIG. 5. Critical magnetic field vs temperature for two

similar Al films, one of which (solid circles) was in contact
with EuO.

Figure 4.1: Proximity Effect in EuO/Al. Adapted from [298].

with a ferromagnet, that interesting behavior stemming from the ferromagnet can be detected

in the superconducting current. In particular, due to the overlap of wavefunctions, an ex-

change field can be penetrate some small depth into the superconductor. Tedrow went on to

demonstrate evidence for a proximity induced magnetic field in the superconducting layer

due contact with EuO [298]. This technique has become useful in measuring the spin po-

larization of the conduction band of the ferromagnetic metal, as was demonstrated with La

doped EuO for which a spin polarization close to 100% was measured [179]. Very recently,

the issue of proximity induced magnetism has resurfaced in the metallic bilayer systems that

are used in inverse spin Hall measurements [299]. In this case, it is suspected that the spin

Hall layer (Pd, Pt) is polarized some thickness near the interface, but accurate measurements

on the nature of the magnetic interface, importance of growth quality, as well as the effect of

such proximity effects on interfacial angular momentum transfer remain open questions.

Here, it is proposed to take advantage of exchange overlap of wavefunctions, an elec-

tronic effect, which has the potential for gate tunability, and attempt to induce new behavior
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in candidate spin transport materials. In this dissertation two approaches along this theme

are investigated. First, the growth of epitaxial ferromagnetic insulators is studied. EuO is

the ferromagnetic insulator of choice as it is discussed extensively as a possible material to

induce exchange by a proximity effect. Further, EuO behaves as a model isotropic Heisen-

berg ferromagnet with excellent properties. Since overlap of wavefunctions will require high

quality materials at the atomic scale, MBE is used to grow EuO in a special growth regime on

several non-magnetic candidate spin transport materials (GaAs, oxide interfaces, graphene).

4.1.2 EuO/GaAs

There exists no theoretical predictions, experiments, or even materials growth studies for

the EuO/GaAs system. However, GaAs is a great spin system due to its long spin lifetimes

and direct band gap. There are several possible ways to study induced phenomena at the

interface. One is to use ultrathin GaAs layers and use electrical measurements. The second

involves taking advantage of the optical access provided by the direct band gap [104] and

investigate the spin dependent properties at the interface for which there have been significant

advances in interfacial optical probes including second harmonic generation [300, 301] and

ferromagnetic proximity polarization [105, 302, 303]. In Chapter 5, I demonstrate for the

first time, the epitaxial growth of EuO on GaAs.
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4.1.3 EuO/LaAlO3

Correlated oxide interfaces have generated new and interesting phenomena not present in

the bulk constituent materials [112, 113]. Further, these systems have demonstrated fasci-

nating conducting behavior due to the polar catastrophe effect [304]. In this picture, due

to the buildup in electric potential, charge is transferred from the surface to the interface in

order to reduce the electric field built-up inside the polar oxide material. The charge trans-

ferred to the interface lies in a surface conducting channel provided by the non-polar band

insulating material. This was observed for the first time at the SrTiO3/LaAlO3 interface in

2004 [110]. This system can be considered quasi-2D and demonstrates Subnikov de-Haas

(SdH) oscillations [110], is confined to a region approximately 2 nm near the interface [305],

demonstrates gate tunable confinement and mobility [116], and possibly has two or more

conducting channels [306]. Further, there have been reports of gate tunable superconductiv-

ity [114] and the coexistence of dilute magnetic moments and superconductivity [119]. From

a spin transport point of view, there have been reports for gate tunable spin orbit coupling

[118], but few discussions of potential as a spin transport layer. There exists one study of

spin injection into this system by three terminal Hanle method [111]. In this technique spins

are injected from a Co contact into interfacial states in the LaAlO3 tunnel barrier and de-

tected there. Clear demonstration of spin injection and transport in this system is lacking.

There have also been amazing reports of fully 2D interfacial transport in MgZnO/ZnO which

has demonstrated SdH oscillations but also the quantized Hall effect (a clear signature of 2D

transport) [120], as well as the fractional quantized Hall effect [307]. Further, since interface
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termination which unavoidably introduces additional
charges.13,14 We use density-functional theory within the
generalized gradient approximation !GGA" as implemented
in the VASP code29,30 and projector augmented wave pseudo-
potentials. We use the kinetic energy cutoff of 600 eV, and
8!8!8 !bulk" and 4!4!2 !slab" k-point meshes for the
Brillouin-zone integration. For bulk LAO this results in a
lattice constant of 3.794 Å to be compared to the experimen-
tal value of 3.789 Å. The band gap of 3.6 eV is underesti-
mated compared to the experimental value of 5.6 eV, as is
common for DFT calculations.19 For EuO, we apply a Hub-
bard U correction with U=8.0 eV !Refs. 31–34" to the
strongly localized Eu 4f states and obtain a lattice constant
of 5.180 Å and band gap of 1.10 eV !between the valence
Eu 4f and conduction 5d bands". Both are in good agreement
with the experimental values of 5.144 Å and 1.12 eV. The
energy gap between the Eu 5d and O 2p bands is about 3.3

eV for the spin-up state and 3.6 eV for the spin-down state
!oxygen 2p bands are also spin split by 0.3 eV". An experi-
mental gap of 3.9 eV has been reported for the spin-down
state.20 For the LAO/EuO heterostructures we fix the in-
plane lattice constant of the slab to be that of EuO which
gives rise to a 3.4% in-plane compressive strain in LAO !the
experimental lattice mismatch is #4.1%". Since the LAO
layers are treated as epilayers, the strain effect on the elec-
tronic structure is considered in our calculations. To mimic a
bulk EuO substrate, only the LAO and two interfacial EuO
layers are allowed to relax while atoms in the bulk region of
EuO are fixed at their bulk positions. We have verified that
the results do not change when more EuO layers are included
in the structural relaxation.

In Fig. 3!a" we plot the planar-averaged and macroscopi-
cally averaged electrostatic potential for the m=5 and n
=17 !9-nm-thick" heterostructure. The large size of the simu-
lation cell ensures the convergence of potential to its bulk
value in the central region of the EuO layer. In Fig. 3!b" we
show the macroscopically averaged potential for the n=7
heterostructures with the LAO thickness varied from m=3 to
m=5. The internal electric field of 0.2 V /Å is estimated
from the potential slope in the LAO region. As the thickness
of LAO increases, the potential across the LAO film contin-
ues to shift up in energy. This in turn causes the band edges
on the vacuum side of LAO to shift up in energy. When the
potential rise is large enough, a charge transfer from LAO
into EuO should be expected !see Fig. 1". We note that al-
though in thick polar films a diverging potential can be ther-
modynamically unstable and lead to reconstructions on the
surface that remove the potential difference,35 we show that
the internal field is sustained in the LAO film within the
thickness sufficient to induce the interface charge injection.

To understand the mechanism of charge transfer caused
by the internal field in LAO, we project the density of states
!DOS" of the heterostructure on every EuO layer and LAO
unit cell along the stacking direction. Figure 4 shows the

FIG. 1. !Color online" Ball and stick model of the
!LAO"4 / !EuO"7 / !LAO"4 heterostructure with 16 Å of vacuum
separating periodically repeated slabs.
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FIG. 3. !Color online" !a" The planar-averaged and macroscopi-
cally averaged electrostatic potential for the 90 Å
!LAO"5 / !EuO"17 / !LAO"5 heterostructure as a function of distance
along the stacking direction. !b" The macroscopically averaged
electrostatic potential of the !LAO"m / !EuO"7 / !LAO"m supercell
with m=3, 4, and 5. In each supercell, the potential at the center of
the EuO unit cells is shifted to zero for comparison.
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Figure 4.2: Spin Polarized 2DEG at the EuO/LAO3 Interface. Adapted from [124].

properties in these systems are strongly driven by broken symmetries (inversion, time, gauge)

[113], which depends strongly on the materials of choice and correlated behavior, there exists

great potential for realizing unique and exciting behavior.

There have been exciting predictions [125, 124] for the formation of a spin-polarized 2D

conducting channel at the interface of EuO and LaAlO3 due to the polar catastrophe effect.

Because of the electric potential build up in the polar LaO interface, charge is transfered

from the surface to the interface and causes band bending in the EuO at the interface. If

there is enough band bending, the conduction band can drop below the fermi level which

creates a populated conduction channel at the interface as is shown in Fig. 4.2. Because

of the strong spin splitting in the EuO 5d conduction band, the conduction channel created

at the interface is expected to be strongly spin polarized as predicted by DFT calculations

[125, 124]. There has been one experimental work suggesting the possibility of a proximity
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effect [308], but more experiments are needed. Chapter 6 presents the high quality epitax-

ial growth on specially templated TiO2 planes which are the building blocks of perovskite

structures. It is demonstrated that ultrathin EuO films with bulk like TC can be realized. This

is highly promising for potentially realizing spin-polarized 2DEGs as the material structural

and magnetic quality can be maintained at the interface.

4.1.4 EuO/Graphene

As briefly mentioned in Chapter 3, there have been many theoretical predictions for in-

duced spin-based phenomena in graphene which require an exchange field in graphene [182,

183, 184, 185, 186, 187, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198, 199, 200, 201,

202, 203, 204, 205, 206, 207, 208, 209, 210, 211, 212, 213, 214, 215, 216, 217, 218, 219, 220,

221, 222, 223, 224, 225, 226, 228, 229, 230, 231, 232, 233, 234, 235, 236, 237, 238, 239].

In 2007, Semenov et al., [210] proposed a variation of the Datta-Das spin transistor. In this

scheme (see Fig. 4.3) the method of spin manipulation originally proposed by Datta and

Das (Rashba spin-orbit coupling) is replaced with a gate tunable exchange interaction in-

duced through a proximity effect. Subsequently, a simple calculation by Haugen et al., [190]

based on the Tedrow experiments with EuO predicted a 5 meV spin splitting induced in

the graphene layer through the exchange proximity interaction (EPI). There have since been

some interesting device applications including graphene mediated exchange bias, spin torque,

and gate tunable magnetoresistance. Despite the extensive interest in this system, there has

yet to be any experimental progress in this direction. Part of the reason for this is graphene’s
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Spin field effect transistor with a graphene channel
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A spin field effect transistor !FET" is proposed by utilizing a graphene layer as the channel. Similar
to the conventional spin FETs, the device involves spin injection and spin detection by
ferromagnetic source and drain. Due to the negligible spin-orbit coupling in the carbon based
materials, spin manipulation in the channel is achieved via electrical control of the electron
exchange interaction with a ferromagnetic gate dielectric. Numerical estimates indicate the
feasibility of the concept if the bias can induce a change in the exchange interaction energy of the
order of meV. When nanoribbons are used for a finite channel width, those with armchair-type edges
can maintain the device stability against the thermal dispersion. © 2007 American Institute of
Physics. #DOI: 10.1063/1.2798596$

Spintronics,1,2 which may provide a potential alternative
in the path to device downscaling, operates by controlling
the electronic spin state. A typical spintronic logic device or
a spin field effect transistor !FET", as conceived by Datta and
Das assumes three operating principles:3,4 !1" spin polarized
carrier injection into the device active channel, !2" spin ma-
nipulation !i.e., rotation" by the applied bias, and !3" spin
selective detection at the device drain. In turn, the feasibility
of such spin manipulation imposes limitations on the semi-
conductor channel of length L. Main requirements include !i"
a long spin relaxation time !S compared to the mean transit
time through the channel, !ii" a sufficient difference in the
spin rotation angles between the “on” and “off” states, and
!iii" the insensitivity of spin rotation to the carrier energy
!thus, stable against the thermal dispersion". Note that spin
manipulation via the Bychkov-Rashba effect assumes strong
spin-orbit coupling, which in turn induces rapid spin relax-
ation. Moreover, in case hole spins are used !in place of
electron spins" for the enhanced Bychkov-Rashba effect, it
also introduces a significant broadening in the output signal
due to the nonlinear spin splitting in the valence band.5–7 An
ideal combination would be ballistic spin transfer in the
channel and, simultaneously, its efficient manipulation via
electrical control without broadening, which are contradic-
tory to each other in most cases.

In this work, a spin FET based on the unique properties
of monolayer graphene is examined theoretically for the pos-
sibility of achieving the aforementioned conditions. Long
electronic mean paths8,9 and negligible spin-orbit coupling of
the carbon based system makes graphene an attractive can-
didate with an expectation of near ballistic spin transport.

The device design assumes a ferromagnetic source/drain
for spin polarized injection/detection, which resembles con-
ventional spin transistor !see Fig. 1". Spin rotation in the
graphene channel, however, relies on the electron exchange
interaction with the ferromagnetic dielectric layer placed be-
tween the gate electrode and the channel !in place of the
Bychkov-Rashba effect". This exchange interaction can be

treated as an effective magnetic field !for example, as illus-
trated in Fig. 1". Then, a spin-polarized electron traveling
through the graphene channel experiences spin rotation "
around the axis of this effective magnetic field during the
flight time td. If an external electric field applied perpendicu-
lar to the graphene sheet can modify the exchange interac-
tion, the spin rotation angle !thus, the drain current" is con-
trolled by the gate bias. This forms the basis of a spin valve10

or a spin transistor function when sufficiently large.
To operate the device reliably, spin relaxation should not

influence " during td !i.e., !S# td". As mentioned above, this
condition is expected in graphene due to the extremely small
spin-orbit coupling. In addition, thermal dispersion of the
electron energies at a finite temperature must not influence
the spin rotation. Note that in the case of Datta-Das device,3

this problem was resolved naturally by the linear-on-k de-

a"Electronic mail: kwk@ncsu.edu

FIG. 1. Schematic illustration of the spin FET utilizing a graphene channel
!circles with bonds" and a ferromagnetic gate dielectric. The ferromagnetic
source !S" and drain !D" have collinear magnetic moments along the y axis
!large arrows", while the ferromagnetic dielectric directs its magnetization
along the x axis !filled circle with a dot". The figure illustrates the condition,
where the electron spin !small arrow" reverses its direction due to the ex-
change interaction with the ferromagnetic gate dielectric, leading to a sup-
pressed conductance of the device. When an applied bias Vg !along the z
axis" alters the exchange interaction and, subsequently, the degree of spin
rotation, the electron has a finite probability to be collected by the drain. A
similar scenario can be realized when the magnetic orientations of the
source and drain are antiparallel to each other.

APPLIED PHYSICS LETTERS 91, 153105 !2007"

0003-6951/2007/91"15!/153105/3/$23.00 © 2007 American Institute of Physics91, 153105-1

Figure 4.3: Exchange Interaction for Spin Manipulation in a SFET. Adapted from [210].

chemically inert nature, which makes epitaxial oxide growth very difficult. Effective gate

dielectrics require pinhole free, relatively flat and uniform oxides on graphene. Further, the

EPI also has stringent requirements on the materials quality at the interface. In Chapter 7, I

demonstrate epitaxial growth of EuO on graphene and demonstrate that the growth of these

films leaves the graphene in good condition.

4.2 Induced Magnetism in Graphene by Dopants and De-

fects

4.2.1 Introduction to pz-orbital Defects in Graphene

Magnetism in graphene is an emerging field [309] but difficult to achieve since intrinsic

pristine graphene is magnetically uninteresting. This is due to low intrinsic spin-orbit cou-

pling [61, 62, 63], low abundance of nuclear carbon [64], and graphene produced in experi-

ments by CVD and mechanical exfoliation can be single crystal and defect free [310, 48]. It is
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Figure 16. Atomic structures of primary point defects produced
upon irradiating graphite by high-energy protons: (a) single-atom
vacancy, (b) interstitial bridging the neighboring graphene layers
and (c) hydrogen chemisorption. The dangling bond (DB) of the
reconstructed vacancy defect and the chemisorbed hydrogen atom
(H) are labeled.

6. Magnetism in graphene and graphite

6.1. Radiation damage and defects in carbon materials

Experimental observations of ferromagnetic ordering in
irradiated graphite have already been mentioned in the
introductory part of this review. These results are particularly
exciting because of the fact that the induced magnetic ordering
is stable at room temperature and well above. Let us now try to
understand the origin of magnetism in irradiated graphite. The
present section covers the cases of both graphene and graphite
which has a three-dimensional crystalline lattice composed of
weakly coupled graphene layers.

The basic picture of the radiation-damage process in
carbon materials is relatively simple. Irradiation of graphite
with high-energy particles (e.g. protons) produces several types
of point defects. In carbon materials the defects are created
as a result of so-called ‘knock-on collisions’ (Banhart 1999,
Krasheninnikov and Banhart 2007). This process involves
the direct transfer of kinetic energy from the high-energy
incident particles to the individual atoms in the material’s
lattice. If the transferred energy is larger than the displacement
threshold Td, the recoil atom may leave its equilibrium
position leading to the formation of a pair of point defects—
a vacancy defect and an interstitial. The structure of
the vacancy defect in graphene and graphite is shown in
figure 16(a). In graphene the interstitial defects have a bridge
structure (Lehtinen et al 2003), while in graphite the stable
configuration corresponds to a carbon atom trapped between
the adjacent graphene layers (Telling et al 2003, Li et al 2005)
as shown in figure 16(b). The displacement threshold Td for
carbon atoms in graphitic materials was found to be ∼20 eV in
a number of studies (Crespi et al 1996, Smith and Luzzi 2001,
Yazyev et al 2007, Zobelli et al 2007). Creation of defects
due to electron stopping, i.e. the process involving possible
electronic excitations and ionization of individual atoms, is
less important in carbon materials since electronic excitations
in metals are delocalized and quench instantly (Banhart 1999,
Krasheninnikov and Banhart 2007).

After slowing down, reactive particles may also produce
chemisorption defects. In particular, protons are able to bind
to individual carbon atoms in graphene lattice resulting in
their rehybridization into the sp3-state (figure 16(c)). Such

defects are referred to as hydrogen chemisorption defects.
From the point of view of one-orbital models that we use in
our review, both vacancy and hydrogen chemisorption defects
are equivalent. In both cases a defect removes one pz-orbital
from the π -system of graphene. In the first case, the pz-orbital
is eliminated together with the knocked-out carbon atom. The
hydrogen chemisorption does not remove the carbon atom from
the crystalline lattice, but once rehybridized the atom is unable
to contribute its pz-orbital to the π -electron system. These two
types of defects are further referred to as pz-vacancies.

The defects described above are the primary defects
in the radiation-damage process. More complex defects
can be produced at later stages of the process. For
instance, single-atom vacancies and interstitials may aggregate
producing extended defects. Complexes involving two or
more different defects can also be formed upon irradiation.
Examples are complexes of hydrogen with vacancies and
interstitials (Lehtinen et al 2004) and intimate Frenkel pairs
(Ewels et al 2003, Yazyev et al 2007). Radiation damage in
graphitic materials may also produce the Stone–Wales defects
(Kaxiras and Pandey 1988, Stone and Wales 1986).

6.2. Defect-induced magnetism in graphene

The single-atom pz-vacancies described above have a
particularly profound effect on the electronic structure of
ideal graphene. Let us consider a periodically repeated
supercell of graphene composed of 2N (NA = NB = N )
carbon atoms. Elimination of one atom from sublattice A
introduces a zero-energy state in the complementary sublattice
(α = NB; thus η = 2NB − ((NA − 1) + NB) = 1).
Such zero-energy states extending over large distances are
called quasi-localized states since they show a power-law
decay (Pereira et al 2006, Huang et al 2009). The quasi-
localized states have been observed in a large number of STM
studies of graphite as triangular

√
3×

√
3R30◦ superstructures

extending over a few nanometers and localized around
point defects (Mizes and Foster 1989, Kelly and Halas 1998,
Ruffieux et al 2000). For the single-defect model we have
adopted, Lieb’s theorem predicts a magnetic moment of |(NA−
1) + NB| = 1µB per supercell, that is, the presence of a defect
induces ferromagnetic ordering.

This result has been widely confirmed using both
first-principles (Duplock et al 2004, Lehtinen et al 2004,
Yazyev and Helm 2007) and mean-field Hubbard-model
(Kumazaki and Hirashima 2007, Palacios et al 2008) calcula-
tions. Figure 17(a) shows the spin-resolved density of
states (DOS) plots for hydrogen chemisorption and va-
cancy defects obtained using first-principles calculations
(Yazyev and Helm 2007). In the first case, the sharp peak
close to the Fermi level corresponds to the quasi-localized
state induced by the chemisorbed hydrogen atom. The peak
is fully split by exchange and the system is characterized by
a magnetic moment of 1µB at any defect concentration. The
distribution of spin density around the defective site clearly
shows a

√
3 ×

√
3R30◦ superstructure (figure 17(b)). The

case of vacancy defect is somewhat more complicated. In
addition to the quasi-localized state, there is also a localized
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Figure 16. Atomic structures of primary point defects produced
upon irradiating graphite by high-energy protons: (a) single-atom
vacancy, (b) interstitial bridging the neighboring graphene layers
and (c) hydrogen chemisorption. The dangling bond (DB) of the
reconstructed vacancy defect and the chemisorbed hydrogen atom
(H) are labeled.
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present section covers the cases of both graphene and graphite
which has a three-dimensional crystalline lattice composed of
weakly coupled graphene layers.

The basic picture of the radiation-damage process in
carbon materials is relatively simple. Irradiation of graphite
with high-energy particles (e.g. protons) produces several types
of point defects. In carbon materials the defects are created
as a result of so-called ‘knock-on collisions’ (Banhart 1999,
Krasheninnikov and Banhart 2007). This process involves
the direct transfer of kinetic energy from the high-energy
incident particles to the individual atoms in the material’s
lattice. If the transferred energy is larger than the displacement
threshold Td, the recoil atom may leave its equilibrium
position leading to the formation of a pair of point defects—
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due to electron stopping, i.e. the process involving possible
electronic excitations and ionization of individual atoms, is
less important in carbon materials since electronic excitations
in metals are delocalized and quench instantly (Banhart 1999,
Krasheninnikov and Banhart 2007).

After slowing down, reactive particles may also produce
chemisorption defects. In particular, protons are able to bind
to individual carbon atoms in graphene lattice resulting in
their rehybridization into the sp3-state (figure 16(c)). Such

defects are referred to as hydrogen chemisorption defects.
From the point of view of one-orbital models that we use in
our review, both vacancy and hydrogen chemisorption defects
are equivalent. In both cases a defect removes one pz-orbital
from the π -system of graphene. In the first case, the pz-orbital
is eliminated together with the knocked-out carbon atom. The
hydrogen chemisorption does not remove the carbon atom from
the crystalline lattice, but once rehybridized the atom is unable
to contribute its pz-orbital to the π -electron system. These two
types of defects are further referred to as pz-vacancies.

The defects described above are the primary defects
in the radiation-damage process. More complex defects
can be produced at later stages of the process. For
instance, single-atom vacancies and interstitials may aggregate
producing extended defects. Complexes involving two or
more different defects can also be formed upon irradiation.
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graphitic materials may also produce the Stone–Wales defects
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The single-atom pz-vacancies described above have a
particularly profound effect on the electronic structure of
ideal graphene. Let us consider a periodically repeated
supercell of graphene composed of 2N (NA = NB = N )
carbon atoms. Elimination of one atom from sublattice A
introduces a zero-energy state in the complementary sublattice
(α = NB; thus η = 2NB − ((NA − 1) + NB) = 1).
Such zero-energy states extending over large distances are
called quasi-localized states since they show a power-law
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localized states have been observed in a large number of STM
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extending over a few nanometers and localized around
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Ruffieux et al 2000). For the single-defect model we have
adopted, Lieb’s theorem predicts a magnetic moment of |(NA−
1) + NB| = 1µB per supercell, that is, the presence of a defect
induces ferromagnetic ordering.

This result has been widely confirmed using both
first-principles (Duplock et al 2004, Lehtinen et al 2004,
Yazyev and Helm 2007) and mean-field Hubbard-model
(Kumazaki and Hirashima 2007, Palacios et al 2008) calcula-
tions. Figure 17(a) shows the spin-resolved density of
states (DOS) plots for hydrogen chemisorption and va-
cancy defects obtained using first-principles calculations
(Yazyev and Helm 2007). In the first case, the sharp peak
close to the Fermi level corresponds to the quasi-localized
state induced by the chemisorbed hydrogen atom. The peak
is fully split by exchange and the system is characterized by
a magnetic moment of 1µB at any defect concentration. The
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case of vacancy defect is somewhat more complicated. In
addition to the quasi-localized state, there is also a localized
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Figure 4.4: Single pz-orbital Defects in Graphene. Adapted from [309]. a) Single lattice
vacancy in graphene. Removal of a carbon atom leaves three � dangling bonds and removes
an electron from the pz band locally. c) Single hydrogen atom generates sp3 hybridization
which effectively removes an electron from the pz band locally.

exactly for these reasons that graphene has such great potential as a spin transport layer with

long spin lifetimes [32, 71]. However, some interesting spintronics devices and fundamental

physics can be realized in magnetic graphene [213, 226, 228, 204, 202, 200, 199, 185]. Two

ways in which magnetic graphene can be realized is through proximity to a ferromagnetic

insulator [190, 210], as discussed above, or through pz-orbital defects [309]. Such defects

can be chemically and structurally distinct, so long as they effectively remove a pz-orbital

electron from the band structure. Fig. 4.7 displays two scenarios that can create these kind

of defects. One is through adsorption of adatoms that cause sp3 hybridization. Another is

through actual lattice vacancies. The vacancy picture is more complicated since there are also

remainder dangling bonds in the � band. However, a general picture for magnetic moment

formation through pz-orbital defects can be understood for both cases.

The creation of magnetic moments by localized defects has been studied extensively by

theorists [309]. Localized defects, such as vacancies and sp3 bonded adsorbates, remove a

pz electron locally which creates a defect state close to the Fermi energy [311, 312]. On-site
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coulomb interactions generates spin-splitting of the defect state and is therefore an electron-

electron correlated effect. This is a variation of the Hubbard model and has been studied

from first principles [313, 314, 315, 316] and from the point of view of mean-field Hubbard

exchange [317, 318, 319, 320]. Fig. 4.5 a) and b) presents the calculated spin-resolved DOS

for graphene with hydrogen adsorbates and single lattice vacancies, respectively. In the case

of pz-orbital vacancies (Fig. 4.5 a)) there are two clear peaks in the DOS near the Fermi

energy on top of the intrinsic graphene band structure for tight binding theory. Notably, the

two defect states are spin split in energy, with one state lying above the Fermi energy and

the other lying below. Thus, the state is half occupied and has a net spin, S = 1/2 and 1

µB per defect site is expected. The phenomenon can be understood even more generally in

terms of Lieb’s theorem [321] which states that, for such a two-part (A and B sublattice)

lattice with on-site Hubbard exchange, there should be a net spin-moment in the system

given by 2S = |NA � NB| [309, 319]. This connects local defects and pz-orbital defects

with nanostructured graphene such as islands and ribbons with magnetism. In fact, this same

physics is the foundation for the prediction of magnetism in specially patterned structures

and edge magnetism in graphene nanoribbons [322, 323].

The case of single lattice vacancies in graphene is more complicated as demonstrated in

the spin-resolved DOS shown in Fig. 4.5 b). For lattice vacancies the picture of exchange

splitting of defect states for the removal of a pz orbital remains and these states are appro-

priately labeled in Fig. 4.5 b). However, the removal of a carbon atom to form the vacancy

leaves dangling � bonds which also experience on-site coulomb repulsion [315]. These dan-
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lations for the models with n=2–4 were reproduced using
the basis set of double-! plus one polarization function
!DZP" quality. For all electronic structure quantities dis-
cussed in this study !magnetic moment, Fermi levels, and
band maxima", there is good agreement between the results
of the two basis sets, despite the slight overestimation of the
C–C bond length found in the SZP calculations.

III. DISCUSSION OF RESULTS

In the following, we present our results for the two types
of defects mentioned above. The structure of the hydrogen
chemisorption defect is shown in Fig. 1!b". This defect is
characterized by the slight protrusion of the hydrogenated
carbon atom and the very small displacement of all other
neighbor carbon atoms.7,30 The single-atom vacancy defect
in graphene is nearly planar #Fig. 1!c"$. The local threefold
symmetry breaks down due to the Jahn-Teller distortion in-
duced by the reconstruction of two dangling bonds left after
removing the carbon atom. This gives rise to the in-plane
displacement of other carbon atoms in the graphene
lattice.6,31 The third dangling bond is left unsaturated provid-
ing a contribution of magnitude 1"B to the intrinsic magnetic
moment of the defect. For the case of the vacancy-type de-
fect #Fig. 1!d"$ in the closest packing geometry !n=1" no
single six-membered ring remains. This interesting structure
can be considered as yet another hypothetical allotropic
modification of carbon for which one may expect a high
specific magnetic moment.

Magnetism induced by the presence of quasilocalized de-
fect states #d!r!" has been observed in the case of both defect
types. The hydrogen chemisorption defect gives rise to the
strong Stoner ferromagnetism32 with a magnetic moment of
1"B per defect at all studied concentrations #Fig. 2!a"$. The
flat defect bands give rise to the very narrow peaks !W

$0.2 eV", which are necessary for the stability of magnetic
ordering at high temperatures.22 The defect band maxima for
the majority spin and the minority spin components lie, re-
spectively, lower and higher than the Fermi levels for both
defective and ideal graphene #Fig. 2!b"$. The hydrogen
chemisorption motif is charge neutral and spin polarized in
the wide range of defect concentrations. On the contrary,
fractional magnetic moments and weak Stoner ferro-
magnetism32 have been observed for the vacancy-type defect
models. A magnetic moment of 1.15"B has been predicted
for the closest packing of vacancy type defects !n=1" #Fig.
1!d"$, while for smaller defect concentrations the magnetic
moment was found to vary in the range of 1.45–1.53"B per
defect #Fig. 2!a"$. For the vacancy-type defect, the total mag-
netic moment is determined by the contribution !1"B" of the
localized sp2 dangling bond state !atom 1 in Fig. 4 and the
contribution !$1"B" of the extended defect state #d!r!" !la-
beled pz in Fig. 3".

FIG. 1. !a" Definition of the extendable two-dimensional hex-
agonal lattice of defects in the graphene sheet. The unit cell and the
Voronoi cell are shown as full and dashed lines, respectively. The
defective atom is labeled by the triangle according to the orientation
of the defect state %3%%3 superstructure. The size of the supercell
shown here corresponds to 9acc separation between neighbor de-
fects !n=3". !b" Structure of the hydrogen chemisorption defect. !c"
Structure of the vacancy defect. !d" Hexagonal closest packing !n
=1" of vacancy defects with the corresponding unit cell.

FIG. 2. !a" Calculated magnetic moment per defect vs the sepa-
ration d between the neighbor hydrogen chemisorption defects !!"
and the neighbor vacancy defects !!". !b" Fermi energies !!,!",
majority spin !",#", and minority spin !$,%" band maxima versus
the defect separation d for the hydrogen chemisorption defects
!filled symbols", and the vacancy defects !open symbols". The
Fermi level of ideal graphene is taken as zero.

FIG. 3. Density of states plots for the systems with !a" the hy-
drogen chemisorption defects and with !b" the vacancy defects !n
=4". The dashed line shows the density of states of the ideal
graphene. Labels indicate the character of the defect states.
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Figure 4.5: Spin-dependent DOS of Graphene with Exchange Split Quasi-localized Defect
States. Adapted from [315]. a) DOS for hydrogen induced sp3 bonding with quasi-localized
defect state near the Fermi level that is spin split by on-site exchange interaction. b) DOS for
single lattice vacancy showing both the quasi-localized defect state near the Fermi level and
the strongly exchange split defect states arising from the � band dangling bonds.

gling bonds also generate a defect state which is also subject to an on-site coulomb exchange

interaction. These states are labeled sp2 in Fig. 4.5 b) and the exchange interaction for the

dangling bonds is large compared with the pz defect states. Thus, the magnetic moment aris-

ing from the � band dominates in the case of vacancies [315, 319]. Because there are two

bands contributing defect spin-split defect states, the expected moment per defect is between

1.1 and 1.5 µB per defect state [309]. As depicted in Fig 4.5 b), the quasi-localized pz-orbital

defect state is suppressed in the vacancy case compared to the hydrogen case due to electronic

reconstruction of the vacancy [315].

For the A sublattice, according to Lieb’s theorem, a defect should generate spin, S =

+1/2, while on the B sublattice the sign should be reversed. Further, the quasi-localized

state extends radially several unit cells and the total magnetic moment is correspondingly
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The width of the defect state bands and the overall modi-
fication of the band structure are larger in the case of the
vacancy type defects !Fig. 3"b#$. The partial spin polarization
of !d"r!# "filled majority spin band and half-filled minority
spin band# is explained by the self-doping !charge transfer
from the bulk to !d"r!#$, which arises from the stabilization of
the defect state. The stabilization of vacancy defect extended
states is possible in the case of a significant coupling be-
tween the second-nearest-neighbor atoms belonging to the
same sublattice.20 In the case of the vacancy defect, the in-
direct coupling is justified by the formation of the covalent
bond between the two carbon atoms 1! !Fig. 4"b#$ that fol-
lows the defect reconstruction. No such bond is possible in
the case of hydrogen chemisorption. Thus, the character of
the defect-induced magnetism depends on the possibility of
covalent bonding between the second-nearest-neighbor at-
oms due to the reconstruction. This provides an interesting
opportunity for tailoring magnetic properties of materials.

The defect state exchange splitting, defined as the differ-
ence between the corresponding majority spin and minority
spin band maxima, decreases as the defect concentration de-
creases. This is not surprising since the degree of the local-
ization of the defect states depends on the defect concen-
tration.20 At the lowest studied defect concentration of 0.5%,
the exchange splitting d"x were found to be 0.23 and 0.14 eV
for the hydrogen chemisorption and vacancy defects, respec-
tively. In the latter case, the splitting is smaller due to the
partial spin polarization of the defect band. Since in both
cases d"x#kBT for T%300 K, the Stoner theory predicts TC
above room temperature for defect concentrations of the or-
der of 1%. The decrease of the Stoner theory TC due to

spin-wave excitations is expected to be ineffective for the
case of carbon-based materials.22 At low concentrations, the
magnetism in defective nanographites is expected to be sen-
sitive to the variations of the Fermi energy resulting from
self-doping, to the presence of other defects or applied bias,
and to the disorder-induced broadening.

The distributions of the electron spin magnetization den-
sity in the vicinity of both types of defects clearly show the
characteristic &3$&3 patterns also observed for the charge
density in the STM experiments. For the hydrogen chemi-
sorption defect the projection of the spin density !Fig. 4"a#$
on the graphene plane clearly shows threefold symmetry. For
the vacancy-type defect, the symmetry is broken due to the
Jahn-Teller distortion !Fig. 4"b#$. The localized magnetic
moment associated with the dangling bond of atom 1 can
also be observed. The simulated STM images !Figs. 4"c# and
4"d#$ based on our calculations agree with experimental
observations.10,18,19 The distribution of the electron spin den-
sity is represented in Fig. 5 "n=6 model# by means of the
Mulliken spin populations averaged over ith nearest neigh-
bors to the defect atom. The spin populations show a damped
oscillation behavior as a function of the nearest-neighbor in-
dex and, therefore, of the distance to the defect. The magne-
tization pattern is explained by the fact that the defect state is
distributed over the sites of the sublattice complementary to
the one in which the defect was created "i.e., over the odd
nearest neighbors#, and shows a power law decay.20 The ma-
jor positive contribution to the electron spin density is de-
fined by the exchange splitting of the defect states. In addi-
tion, the exchange spin-polarization effect "i.e., the response
of the fully populated valence bands to the magnetization of
the defect states# results in a negative spin density on the
even-nearest-neighbor sites and in the enhancement of a
positive spin density on the odd-nearest-neighbor sites "see
Fig. 4#. A similar phenomenon takes place in the case of the
neutral bond-length alternation defect states "neutral soli-
tons# in one-dimensional polyene chains.33,34 The calculated
magnitude of the negative spin-polarization is %1/3 of the
positive spin populations on the neighbor sites in the vicinity
of the defect site. This is close to the ratio observed for the
trans-polyacetylene.33 The magnitudes of the spin popula-

FIG. 4. "Color online# Spin-density projection "in %B / a.u.2# on
the graphene plane around "a# the hydrogen chemisorption defect
"!# and "b# the vacancy defect in the & sublattice. Carbon atoms
corresponding to the & sublattice ""# and to the ' sublattice "!# are
distinguished. Simulated STM images of the defects are shown in
"c# and "d#, respectively.

FIG. 5. Dependence of the spin populations averaged over ith
nearest neighbors of the hydrogen chemisorption defects "!# and
the vacancy defects ""#. The spin population for the first-nearest-
neighbor atoms of the vacancy defect "0.39# are out of scale due to
the contribution of the localized sp2 dangling-bond state.
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Figure 4.6: Spatial Distribution of the Quasi-localized Induced Magnetic Moment. Adapted
from [315]. a) Distribution of magnetic moment for the quasi-localized state for hydrogen
adsorbed onto graphene. A and B sublattice have opposite signs of the induced moment.
b) Distribution of magnetic moment for the quasi-localized state a single lattice vacancy in
graphene.

distributed with spin texture that is positive and negative depending on the sublattice. This is

shown in Fig. 4.6 for both chemisorbed hydrogen and for a single lattice vacancy [315].

Regarding interactions between localized moments, the coupling is expected to be of the

RKKY nature since graphene is a semimetal [317]. However, for graphene this is expected

to be very weak and magnetic ordering might only be realized low temperatures [309]. In

the limit of relatively dilute local moments, there is a general consensus that both type of

defects should generate spin-half paramagnetism [319]. At high concentration of defects,

the localized moment is actually quenched due to strong interactions between the quasi-

localized states [319, 316]. In the intermediate regime, it has been shown that for a realistic

defect topography, which places single defects randomly and on each sublattice, the coupling

should be antiferromagnetic [319]. Ferromagnetic order is only expected for defects on a

single sublattice, which is not possible to realize in typical experiments [309].
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4.2.2 Experimental Progress on Magnetism in Graphene by Localized

Defects

There have been many experimental studies of magnetism and magnetic order in graphene

and it’s allotropes. Much of the progress in this field has revolved around investigations of

defected graphite by magnetometry measurements [309, 324, 325, 326, 327, 328, 329, 330,

331]. In particular, there have been several reports of ferromagnetic ordering in graphene and

graphite [324, 325, 326, 327, 328, 329]. As discussed above, there is a universal explanation

for the production of magnetic moments in defected graphene, defected carbon nanotubes,

defected fullerenes, defected graphite, and nanostructured graphene. This is based on the fact

that all these systems have the A-B sublattice and are subjected to Lieb’s theorem. However,

it has also been discussed that ferromagnetic ordering is unlikely to be observed since all the

defects must exist on only one sublattice in order to realize ferromagnetic coupling [309].

Further, it is known that magnetometry measurements are prone to artificial signals of mag-

netism due to the fact that the whole magnetic signal is measured and the signal is not sen-

sitive locally. Recently, a careful study [330] showed that many types of commercial HOPG

substrates are littered with Fe and other magnetic impurities which give ferromagnetic results

at room temperature. The authors go on to show that carefully constructed graphene ‘lam-

inates’ derived from high quality HOPG from SPI (does not demonstrate ferromagnetism)

exhibits spin-1/2 paramagnetism when fluorinated or proton irradiated irradiated. To date,
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a b

Figure 1 | Experimental samples. a,b, Optical images of starting (a) and
fully fluorinated (b) graphene laminates. The scale bar is 2 cm. The
laminates consist of 10–50 nm graphene crystallites, predominantly mono-
and bilayers15, aligned parallel to each other (as seen in a scanning
electron microscope), rotationally disordered and, consequently,
electronically decoupled22.

more than an order of magnitude with respect to the background
signal in the initial samples. Figure 2 shows the evolution of the
magnetization in the CFx samples with x increasing from 0.1 to 1
(fluorographene). At all fluorine concentrations the behaviour is
accurately described by the Brillouin function

M =NgJµB
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where z = gJµBH/kBT , g is the g -factor, J the angular momentum
number, N the number of spins and kB the Boltzmann constant.
The Brillouin function provides good fits only for J = S = 1/2
(free electron spin). Other J unequivocally disagree with the
functional form of the measured M (H ), as they give qualitatively
different, sharper changes with faster saturation (for details
of defining J , see Supplementary Information). This behaviour
is corroborated by fits of M (T ) to the Curie law curves
� =M/H =NJ (J +1)g 2µ2

B/(3kBT ), which were calculated for
J = 1/2 and N inferred from theM (H ) curves—see Fig. 2b. Given
the many reports of defect-induced ferromagnetism in carbon
systems, we paid particular attention to any signs of magnetic
ordering in our samples. No signatures were found with accuracy
better than 10�5 e.m.u. g�1—see inset in Fig. 2b.

The evolution of the number of spins N , extracted from the
measured M (H ,T ), with an increasing degree of fluorination is
shown in Fig. 3. N increases monotonically with x up to x ⇤ 0.9,
then shows some decrease for the fully fluorinated samples. It is
instructive to replot the same data in terms of the number of
Bohr magnetons, µB, per attached F atom (inset in Fig. 3). It is
clear that the initial increase (up to x ⇤ 0.5) in the number of
paramagnetic centres is proportional to x , as expected, but for
higher x the behaviour reveals amore complicated relation between
the number of adatoms andN . Furthermore, for all x the measured
number of paramagnetic centres is three orders of magnitude less
than the measured number of F adatoms in the samples, that
is, only one out of ⇥1,000 adatoms seems to contribute to the
paramagnetism. This may seem surprising because the general
expectation is that each adatom should contribute ⇥µB to the
total M (refs 1–11). However, we recall that fluorine atoms on
graphene have a strong tendency towards clustering because of low
migration barriers26–28. The tendency towards clustering is further
enhanced by the presence of corrugations (ripples)26,28. The value of
µB/F_atomof⇥10�3 implies clusters of⇥8 nm in size, which agrees
with the measured typical sizes of ripples in graphene29. In the case
of clustering, the magnetic moment from the interior of a cluster is
expected to be zero because of the bipartite nature of the graphene
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Figure 2 | Paramagnetism due to fluorine adatoms. a, Magnetic moment
⇥M (after subtracting linear diamagnetic background) as a function of
parallel field H for different F/C ratios. Symbols are the measurements and
solid curves are fits to the Brillouin function with S= 1/2 and assuming
g= 2 (the fits weakly depend on g (ref. 15)). b, Example of the dependence
of susceptibility � =M/H on T in parallel H= 3 kOe for CFx with x=0.9;
symbols are the measurements and the solid curve is the Curie law
calculated self-consistently using theM/H dependence found in a. Inset:
Inverse susceptibility versus T demonstrating a linear, purely paramagnetic
behaviour with no sign of magnetic ordering.

lattice1,3,30. Therefore, a magnetic contribution can come only from
cluster edges andwould be determined by a particular configuration
of adatoms near the edges, that is, only those adatoms on the A
sublattice that have no counterparts on the neighbouring sites of
the B sublattice will contribute to M . Accordingly, each cluster is
expected to contribute only a few µB to the total magnetization,
which could explain our observations.

As x increases, it is reasonable to expect that at some
point all strongly curved areas of the graphene sheet become
occupied with fully formed F clusters so that there appears an
increasing number of isolated (that is, magnetic) adatoms or small
clusters. Their contribution can explain the observed nonlinear
increase in µB per adatom for x > 0.5. As CFx approaches
the stoichiometric compound (x =1), we observe a notable
(⇥20%) decrease in M as compared with x ⇤ 0.9 (confirmed
in several independent measurements) but the material remains
strongly paramagnetic. The latter is somewhat surprising, because
stoichiometric fluorographene should probably11 be nonmagnetic.
However, even for x = 0.999, there are still a large number of
defects present in the fluorographene lattice (⇥ one missing F atom
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Figure 1 | Experimental samples. a,b, Optical images of starting (a) and
fully fluorinated (b) graphene laminates. The scale bar is 2 cm. The
laminates consist of 10–50 nm graphene crystallites, predominantly mono-
and bilayers15, aligned parallel to each other (as seen in a scanning
electron microscope), rotationally disordered and, consequently,
electronically decoupled22.

more than an order of magnitude with respect to the background
signal in the initial samples. Figure 2 shows the evolution of the
magnetization in the CFx samples with x increasing from 0.1 to 1
(fluorographene). At all fluorine concentrations the behaviour is
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where z = gJµBH/kBT , g is the g -factor, J the angular momentum
number, N the number of spins and kB the Boltzmann constant.
The Brillouin function provides good fits only for J = S = 1/2
(free electron spin). Other J unequivocally disagree with the
functional form of the measured M (H ), as they give qualitatively
different, sharper changes with faster saturation (for details
of defining J , see Supplementary Information). This behaviour
is corroborated by fits of M (T ) to the Curie law curves
� =M/H =NJ (J +1)g 2µ2

B/(3kBT ), which were calculated for
J = 1/2 and N inferred from theM (H ) curves—see Fig. 2b. Given
the many reports of defect-induced ferromagnetism in carbon
systems, we paid particular attention to any signs of magnetic
ordering in our samples. No signatures were found with accuracy
better than 10�5 e.m.u. g�1—see inset in Fig. 2b.

The evolution of the number of spins N , extracted from the
measured M (H ,T ), with an increasing degree of fluorination is
shown in Fig. 3. N increases monotonically with x up to x ⇤ 0.9,
then shows some decrease for the fully fluorinated samples. It is
instructive to replot the same data in terms of the number of
Bohr magnetons, µB, per attached F atom (inset in Fig. 3). It is
clear that the initial increase (up to x ⇤ 0.5) in the number of
paramagnetic centres is proportional to x , as expected, but for
higher x the behaviour reveals amore complicated relation between
the number of adatoms andN . Furthermore, for all x the measured
number of paramagnetic centres is three orders of magnitude less
than the measured number of F adatoms in the samples, that
is, only one out of ⇥1,000 adatoms seems to contribute to the
paramagnetism. This may seem surprising because the general
expectation is that each adatom should contribute ⇥µB to the
total M (refs 1–11). However, we recall that fluorine atoms on
graphene have a strong tendency towards clustering because of low
migration barriers26–28. The tendency towards clustering is further
enhanced by the presence of corrugations (ripples)26,28. The value of
µB/F_atomof⇥10�3 implies clusters of⇥8 nm in size, which agrees
with the measured typical sizes of ripples in graphene29. In the case
of clustering, the magnetic moment from the interior of a cluster is
expected to be zero because of the bipartite nature of the graphene
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Figure 2 | Paramagnetism due to fluorine adatoms. a, Magnetic moment
⇥M (after subtracting linear diamagnetic background) as a function of
parallel field H for different F/C ratios. Symbols are the measurements and
solid curves are fits to the Brillouin function with S= 1/2 and assuming
g= 2 (the fits weakly depend on g (ref. 15)). b, Example of the dependence
of susceptibility � =M/H on T in parallel H= 3 kOe for CFx with x=0.9;
symbols are the measurements and the solid curve is the Curie law
calculated self-consistently using theM/H dependence found in a. Inset:
Inverse susceptibility versus T demonstrating a linear, purely paramagnetic
behaviour with no sign of magnetic ordering.

lattice1,3,30. Therefore, a magnetic contribution can come only from
cluster edges andwould be determined by a particular configuration
of adatoms near the edges, that is, only those adatoms on the A
sublattice that have no counterparts on the neighbouring sites of
the B sublattice will contribute to M . Accordingly, each cluster is
expected to contribute only a few µB to the total magnetization,
which could explain our observations.

As x increases, it is reasonable to expect that at some
point all strongly curved areas of the graphene sheet become
occupied with fully formed F clusters so that there appears an
increasing number of isolated (that is, magnetic) adatoms or small
clusters. Their contribution can explain the observed nonlinear
increase in µB per adatom for x > 0.5. As CFx approaches
the stoichiometric compound (x =1), we observe a notable
(⇥20%) decrease in M as compared with x ⇤ 0.9 (confirmed
in several independent measurements) but the material remains
strongly paramagnetic. The latter is somewhat surprising, because
stoichiometric fluorographene should probably11 be nonmagnetic.
However, even for x = 0.999, there are still a large number of
defects present in the fluorographene lattice (⇥ one missing F atom
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Figure 4.7: Spin-1/2 Paramagnetism in Graphene. Adapted from [330]. a) SQUID mag-
netometry measurements of fluorinated graphene ‘laminates’ derived from HOPG. Authors
report observation of diamagnetism before fluorination. After fluorination, clear onset of
S=1/2 paramagnetism is observed with increasing net magnetization increasing with increas-
ing concentration. Solid lines are best fits with J=1/2 Brillouin function. Not shown: Fits
with other values for J do not satisfactorily match the observed behavior. b) Temperature
dependent magnetic susceptibility demonstrates that the observed moment disappears above
20 K, with the diamagnetic signal returning.

this is the most clear evidence for magnetic moment formation in agreement with the theo-

retical considerations discussed above.

Further, there have been several transport experiments regarding magnetism in graphene.

This has the advantage of locally probing the graphene flake, but does not directly probe the

magnetic degree of freedom. In 2011, Candini et al., [332] observed hysteretic magnetore-

sistance in narrow graphene ribbons and Hong et al., [165] observed negative colossal mag-

netoresistance and weak (anti)localization in dilute fluorinated graphene. Notably, Chen et

at., [333] reported the observation of gate tunable Kondo effect in defected graphene through

measurements of the temperature dependent resistance which demonstrated a possible loga-

rithmic dependence that could be suggestive of the Kondo effect. This claim was disputed by

Jobst and Weber [334]. To date, Kondo in graphene remains a controversial topic.
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4.3 Conclusion

Induced magnetism in graphene is an interesting and exciting problem that is just emerging

from an experimental point of view. There have been many theoretical works that have inves-

tigated both induced magnetism through proximity to a ferromagnetic insulator and through

localized defects. In the former case, most theoretical works have taken induced exchange

splitting for fact, and suggested new and novel spintronics applications for the FMI/graphene

materials system. The standing prediction of 5 meV splitting through contact by EuO with

graphene is possibly large enough to have implications for transport experiments. However,

to date, the field is lacking in concrete experimental works that try to realize the EPI. The

current problem is that the FMI graphene system does not exist and meet the materials qual-

ity at the interface necessary to realize the EPI. Chapter 7 discusses a significant materials

advance in this field by demonstrating the epitaxial integration of EuO onto graphene.

On the other hand, induced magnetism in doped and defected graphene appears to have an

excellent theoretical grounding but careful experiments are lacking. Essentially, the problem

of generating induced magnetism in graphene on a local scale, is highly related to inducing

the exchange proximity interaction (EPI) by a ferromagnetic insulator. In both cases, the

mechanism for induced magnetism is the exchange interaction. Further, both require high

quality surfaces and interfaces to be realized. The reports of ferromagnetic ordering in de-

fected graphene and graphite have motivated significant interest. The work of Nair et al.,

which demonstrates S=1/2 paramagnetic behavior for initially diamagnetic graphene lami-
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nates agrees well with the theoretical predictions but is in stark contrast with the rest of the

field. Transport measurements are able to locally probe the graphene flake but must rely on

localization models or observations of hysteretic behavior in the resistance which could stem

from various causes. Further, the recent report of Kondo complicates these reports. Clear

experiments that can take the advantages of both of these techniques is necessary. In Chapter

8 this issue is revisited. By employing non-local spin valves in the unique in-situ UHV mea-

surement system, the spin degree of freedom can be directly probed locally on the graphene

flake immediately before and after defects are carefully introduced to the sample. This work

represents a significant advance in the field towards understanding induced magnetic behav-

ior in graphene.
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Chapter 5

Epitaxial EuO Thin Films on GaAs

5.1 Introduction

Stoichiometric EuO is an attractive material for spintronics because it is a ferromagnetic

insulator with a large exchange splitting of its conduction band [251], as well as having the

largest magneto-optic response of any oxide [176], and large magnetic moment of 7 Bohr

magnetons (µB) per Eu atom [174]. When used as a tunnel barrier, the EuO is an effective

spin filter [251] due to its spin dependent barrier height. EuO’s insulating nature enables its

use as a gate dielectric for which it is predicted to generate a gate tunable exchange field for

spin manipulation [190]. Historically, the growth of stoichiometric EuO has been notoriously

difficult to achieve. For reactive molecular beam epitaxy (MBE), the growth requires fine-

tuning of the Eu and O2 fluxes because a low oxygen flux results in the formation of Eu-rich

EuO (EuO1�x) [288, 179]. On the other hand, a high oxygen flux leads to the formation of
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non-magnetic Eu2O3, which is more thermodynamically favorable [287]. While EuO1�x is

interesting for its metal-insulator transition and colossal magnetoresistance, its ferromagnetic

phase is metallic and therefore does not possess the unique properties of a ferromagnetic

insulator.

Recently, the high quality and reliable epitaxial growth of stoichiometric EuO on oxide

substrates has been accomplished using a high temperature, adsorption-controlled growth

mode [181, 335, 240, 241]. In this regime, the Eu flux is set to be much higher than the O2

flux and a high substrate temperature (⇠450 �C) is maintained to re-evaporate any excess

Eu. Only Eu atoms that have paired with an oxygen atom remain on the sample, leading to

a stoichiometric EuO film whose growth rate is controlled by the adsorption of the oxygen

gas. Furthermore, the europium overpressure inhibits the formation of Eu2O3.

The integration of a magnetic insulator, such as EuO, with semiconductors is important

for spintronic devices since semiconductors are the mainstay of the current electronics indus-

try. While there has been great progress in the MBE growth of EuO1�x on silicon and GaN

[179, 336], the growth of stoichiometric EuO on a semiconductor has yet to be achieved.

We are particularly interested in EuO/GaAs because GaAs is well suited for optical probes

of the spin polarization and spin dynamics [105, 101, 106]. However, the direct growth of

stoichiometric EuO on GaAs presents significant challenges. It is well known that elemental

rare-earths grown on GaAs(001) result in highly reacted interfacial phases [337]. In addi-

tion, the elevated substrate temperatures required for stoichiometric growth will enhance the

interface reaction and also promote interdiffusion. This suggests that a diffusion barrier will
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be necessary for the integration of stoichiometric EuO with GaAs, similar to the approach

utilized for integrating epitaxial oxides onto silicon [336, 338, 339, 340].

Here, we report the epitaxial growth of EuO films on GaAs(001) in the adsorption-

controlled regime using an MgO diffusion barrier. EuO is deposited on yttrium-stabilized

cubic zirconia (YSZ) and MgO substrates to demonstrate high quality, adsorption-controlled

growth. When deposited directly onto GaAs, EuO exhibits poor crystalline structure and

weak or no ferromagnetic behavior. To solve this problem, we employ MgO diffusion bar-

riers on GaAs(001) and subsequently deposit EuO overlayers in the adsorption-controlled

regime. These samples exhibit high quality single-crystal structure and possess good mag-

netic properties including a Curie temperature (TC) of 69 K (equal to bulk TC [174]), hystere-

sis loops with substantial remanent magnetization, and a large magneto-optic Kerr rotation

of 0.57 degrees.

5.2 Experimental Determination of Eu Distillation Off Lat-

tice Matched YSZ(001)

Samples are grown by MBE in an ultrahigh vacuum chamber with a base pressure of

1⇥10

�10 Torr. For all samples, pure Eu metal (99.99%) is evaporated from a thermal effusion

cell at a rate of 7.4-7.8 Å/min. For all EuO depositions, the samples are held at 450 �C for

the re-evaporation of Eu. Growths are initiated with Eu flux, followed by molecular oxygen

gas (99.994% pure) that is leaked into the chamber to a stable pressure of 1.0 ⇥ 10

�10 Torr.
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Figure 5.1: Investigation of EuO on YSZ(001) and MgO(001). a) and b) EuO RHEED
patterns on YSZ(001) along [100] and [110], respectively. c) Temperature dependence of
the Kerr rotation at saturation for EuO/YSZ(001). Inset: longitudinal MOKE hysteresis
loop at 5 K. d) RHEED pattern of 5 nm MgO buffer layer on MgO(001). e) RHEED pat-
tern of EuO/MgO(5 nm)/MgO(001) along [100]. f) MOKE hysteresis loop of EuO/MgO(5
nm)/MgO(001)

For all samples, the growth time is 30 minutes and is terminated by closing the oxygen leak

valve and then closing the Eu shutter within 30 s. Samples are capped with 3 nm MgO

from an electron beam source to protect the EuO from further oxidation. For growth on

GaAs, GaAs(001) substrates with GaAs buffer layers are prepared by III-V MBE and capped

with As. After transferring in air to the EuO/MgO MBE system, the As cap is desorbed

to yield a 2⇥4 GaAs(001) surface. An atomic force microscopy (AFM) profile scan of a

sample grown under these conditions gives a film thickness of 5.54 ± .07 nm, for which a
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saturation magnetization value of 6.93 ±0.26 µB/Eu atom is measured by vibrating sample

magnetometry at 5 K (not shown). Within the error, this is nearly identical to the theoretical

value of 7 µB/Eu atom for EuO.

The epitaxy of EuO on YSZ(001) (Y2O3:ZrO 8% mol) serves as a reference for the

adsorption-controlled growth due to the excellent lattice match of 0.3% (aEuO=5.140 Å,

aYSZ=5.125 Å) [241]. Fig. 5.1 a) and Fig. 5.1 b) show typical reflection high energy electron

diffraction (RHEED) patterns for EuO/YSZ(001) along the [100] and [110] directions, re-

spectively. RHEED oscillations (not shown) are seen up to eight monolayers (ML) indepen-

dent of the oxygen partial pressure, indicating that the initial growth is substrate assisted in

agreement with previous reports [241]. Samples are characterized by longitudinal magneto-

optic Kerr effect (MOKE) (635 nm, 150 µW) in an optical flow cryostat with an angle of

incidence of 45 � and p-polarized incident beam. The inset of Fig. 5.1 c) shows a typical

MOKE loop for EuO/YSZ measured at 5 K. The coercive field (HC) is 202 Oe, the ratio of

the remanent magnetization to saturation magnetization (MR/MS) is 0.69, and the measured

Kerr rotation is 0.65 �. The remanent Kerr rotation as a function of temperature (Fig. 5.1 c))

indicates a TC of 69 K, in agreement with the bulk TC. These magnetic properties indicate

the growth of high quality EuO.

Following the growth on YSZ(001), we deposit EuO on both As- and Ga-terminated sur-

faces of GaAs(001) at 450 �C. In all cases, RHEED patterns are nonexistent and MOKE char-

acterizations show either weak or no ferromagnetic behavior. The high temperature likely

aides in the out-diffusion of As and the formation of reactive phases. A possible method to
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suppress the interdiffusion and interface reaction is to employ a thin MgO diffusion barrier

(i.e. EuO/MgO/GaAs).

5.3 MgO as a Diffusion Barrier for Deposition of EuO on

GaAs

To systematically develop the MgO diffusion barrier, we grow EuO on an MgO(001) sub-

strate because the large lattice mismatch of 22.5% (aEuO=5.140 Å, aMgO=4.212 Å) makes the

epitaxial growth non-trivial and magnetic quality uncertain. Prior to growth, the MgO sub-

strates are annealed at 600 �C in an oxygen environment (1 ⇥ 10

�7 Torr), followed by a 5

nm MgO buffer layer deposited at 350 �C [289] in an oxygen environment (8 ⇥ 10

�8 Torr).

The RHEED pattern of the MgO buffer layer is shown in Fig. 5.1 d). At the onset of EuO

growth, the RHEED pattern fades, with only the central peak remaining. After approximately

2 nm, the pattern reappears (Fig. 5.1 e)), and the side diffraction streaks are shifted by 22%

(compared to MgO), indicating high quality epitaxy and cube-on-cube growth. Longitudinal

MOKE loops (Fig. 5.1 f)) taken at 5 K indicate excellent magnetic properties with an HC of

58 Oe and MR/MS of 0.97.

Since it is well known that the epitaxy of MgO on semiconductors is highly temperature

dependent [338, 341, 342], we next investigate the growth of MgO diffusion barriers on

GaAs(001) and optimize the quality of e-beam deposited MgO by systematically varying the

growth temperature. Starting with a 2⇥4 GaAs(001) surface (Fig. 5.2 a) and 5.2 b)), 2 nm
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Figure 5.2: Integration of EuO on GaAs(001). a)-f) RHEED patterns of the GaAs substrate
with 2⇥4 reconstruction and subsequent growths of 2 nm MgO grown at 300 �C and EuO
grown at 450 �C. The left column is in the [100] direction and the right column is in the
[110] direction. g)-i) AFM measured at RT on 2 nm MgO grown at 50 �C, 300 �C and 400
�C, respectively, on 2�4 reconstructed GaAs. j) RMS roughness of 2 nm MgO on GaAs
displayed as a function of growth temperature.

MgO films are grown in an oxygen environment (8 ⇥ 10

�8 Torr) at substrate temperatures

ranging from 50 �C to 420 �C (the limit for 2⇥4 reconstruction). Because the adsorption-

controlled growth of EuO requires a substrate temperature of 450 �C, the MgO films are

subsequently annealed for 30 minutes at 450 �C. After post annealing, samples are removed

for ex situ AFM. Figures 5.2 g), 5.2 h), and 5.2 i) show AFM scans of MgO films grown
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Figure 5.3: Magnetization Characterization by MOKE on EuO /MgO(2 nm)/GaAs (001). a)
Longitudinal MOKE hysteresis loops taken at 5 K, 40 K, and 65 K. b) Temperature depen-
dence of the Kerr rotation at saturation.

at 50 �C, 300 �C, and 400 �C, respectively. As summarized in Fig. 5.2 j), AFM scans yield

RMS roughness values between 0.540 nm and 0.198 nm, with the optimal growth of MgO

on GaAs at 300 �C. The corresponding RHEED patterns of the optimized MgO are shown

in Fig. 5.2 b) and 5.2 c) for [100] and [110], respectively, and indicate good single-crystal

structure. Lastly, adsorption-controlled EuO is deposited on MgO/GaAs(001) at 450 �C with

an optimized MgO diffusion barrier. RHEED patterns, as shown in Fig. 5.2 e) and 5.2 f)

along [100] and [110], respectively, indicate that the growth of EuO is single crystal and

cube-on-cube.

Fig. 5.3 a) shows longitudinal MOKE hysteresis loops taken at 5 K, 40 K, and 65 K. At 5

K, the HC is 102 Oe, MR/MS is 0.44, and the saturation Kerr rotation is 0.57 �. With increasing

temperature, both HC and the Kerr rotation decrease monotonically as expected for magnetic

thin film behavior. Figure 5.3 b) shows a detailed measurement of the remanent Kerr rotation
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as a function of temperature. The measured Curie temperature, TC=69 K, agrees with the bulk

value. Comparing these properties to the EuO films on YSZ(001) and MgO(001) substrates

indicates that the magnetic properties of EuO/MgO/GaAs(001) are weaker but still very good.

5.4 Conclusion

In conclusion, we have grown EuO on YSZ(001), MgO(001), and GaAs(001) in the

adsorption-controlled regime. For growth on GaAs(001), an MgO diffusion barrier is em-

ployed to suppress the interface reaction and interdiffusion between the EuO film and GaAs

substrate. All films exhibit a TC of 69 K, large MOKE signals, and relatively square hystere-

sis loops. The growth of single-crystal, stoichiometric EuO films on GaAs enables alternative

approaches for injecting, detecting, and manipulating spin in GaAs.

117



Chapter 6

TiO2 as an Electrostatic Template for

Epitaxial Growth of EuO on MgO(001)

6.1 Introduction

The spin filter effect [251], possible use as a magnetic gate dielectric [190, 242], and a large

magneto-optic response [176], makes stoichiometric EuO, a ferromagnetic insulator, promis-

ing for spin-based applications [15]. Also of great interest are doped and nonstoichiometric

EuO due to their demonstration of a metal-insulator transition [177], colossal magnetoresis-

tance [178], half metallic behavior [179], and the anomalous Hall effect [180]. The recent

resurgence of interest in EuO is largely due to the advances in synthesis of high quality EuO

films by reactive molecular beam epitaxy (MBE) [242, 335, 240, 241]. More specifically,

the stoichiometric growths have been reliably achieved only within an adsorption-controlled
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growth regime [335, 240]. Two separate conditions determine this regime. First, the substrate

is maintained at an elevated temperature, which allows for Eu re-evaporation (distillation)

from the substrate. Second, a carefully maintained oxygen partial pressure determines the

growth rate and chemical composition (EuxOy).

MgO is an important oxide for spintronics due to its �1 band spin filtering in magnetic

tunnel junctions [6, 5, 27] and its effective use as a tunnel barrier for spin injection into

semiconductors and graphene [343, 344, 345, 71]. Also, MgO has long served as a popular

commercially available substrate for the deposition of a wide variety of materials such as

transition metals, perovskites, and spinels [6, 346, 347]. Several authors have reported suc-

cessful deposition of EuO on MgO [241, 288] and cube-on-cube growth with a magnetization

of 7 Bohr magnetons per Eu atom despite the large lattice mismatch of ⇠22% ((aEuO�aMgO)

/ aMgO = (0.514 nm�0.421 nm) / 0.421 nm = 22.1%) [242]. However, while single crys-

tal deposition on MgO(001) is possible, the initial stages of the growth have yet to be fully

investigated and require further exploration [241, 286].

Here, I present the results of high quality EuO epitaxy on MgO by the introduction of a

TiO2 interfacial layer. Conceptual electrostatic arguments are introduced to explain why TiO2

alleviates many of the problems associated with rock salt heteroepitaxy. Time evolution of

the growths are compared and the TiO2 surface is shown to produce single crystal EuO in the

monolayer regime by inducing a 45� in plane rotation, which decreases the lattice mismatch,

and by serving as an electrostatic template for which like-ion repulsion is alleviated. On the

other hand, direct epitaxy of EuO on MgO is shown to be of reasonable quality only after
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2 nm. Interestingly, ultrathin EuO can be produced without the introduction of oxygen partial

pressure through substrate-supplied oxidation to yield films in the monolayer regime. Such

ultrathin films are ferromagnetic with bulk Curie temperatures.

6.2 Methods

In this study, 10 mm x 10 mm x 0.5 mm double-side polished MgO(001) substrates are

first rinsed in DI water, then loaded into a MBE system with a base pressure ⇠ 1 ⇥ 10

�10

torr. The crystal surface quality of the sample is monitored throughout the annealing and

subsequent layer growths with in-situ reflection high energy electron diffraction (RHEED).

The substrate is annealed for 60 minutes at 600 �C as measured by a thermocouple located

near the sample. The substrate is then cooled to 350 �C for the deposition of a 10 nm MgO

buffer layer grown by e-beam evaporation at a typical rate of ⇠1 Å/min [289]. The MgO

buffer layer smoothes the substrates surface, indicated in the RHEED pattern as sharpened

streaks and Kikuchi lines (Fig 6.2 a) and 6.2 b)). To create the TiO2 layer, Ti is first deposited

from an e-beam source onto the MgO buffer layer at room temperature (RT). The Ti thickness

is chosen according to the number of desired surface Ti atoms corresponding to 1, 1.5, or

2 monolayers of lattice matched 2⇥2 reconstructed TiO (chemical composition TiO2) as

described more fully in the following section. The Ti layer is exposed to molecular oxygen

(5 ⇥ 10

�8) at 500 �C for 30 minutes. For subsequent growths on either the TiO2 or directly

on the MgO buffer layer, EuO films are produced by reactive MBE where a high purity metal
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source is sublimed and allowed to react with a molecular oxygen partial pressure. Typical

stoichiometric growth in the adsorption-controlled (distillation and oxygen-limited) regime

proceeds as follows. 99.99% pure Eu metal is evaporated from a thermal effusion cell and

the flux (⇠8 Å/min) is incident upon the heated substrate which is maintained at 500 �C.

Next, molecular oxygen is leaked into the chamber with a partial pressure of 1 ⇥ 10

�8 torr

enabling the growth of stoichiometric EuO [242, 240, 241]. Such films on bare MgO have

been shown to be approximately 5 nm thick for a 30 minute growth time by AFM profiling

giving a growth rate of 0.17 nm/min [242].

6.3 Electrostatic Considerations at the EuO/MgO(001)

Interface

Heteroepitaxy between insulating oxides, such as of large cation oxides on MgO, is greatly

determined by interface electrostatics [346]. Purely structural considerations are insuffi-

cient to fully understand the EuO/MgO interface. The cube-on-cube (EuO(001)[100] //

MgO(001)[100]) growth on MgO [242, 241] suggests that some structural arrangement (i.e.

either 1:1, 3:4, 4:5, etc) is favored. A 3:4 spacing has a reduced lattice mismatch of 8.4%

and a 4:5 spacing has a mismatch of 2.3%. For a clearer picture, a 4:5 (EuO:MgO) stacking,

displayed using VESTA software [245], is shown in Figure 6.1 a). An examination of the 4:5

stacking shows that while the center Eu2+ ion has a favorable position above an O2� ion, at
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Eu O in EuO 
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Ti O in TiO2 
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Figure 6.1: Various Crystal Structure Schematics of EuO on MgO. a) Schematic of cube-on-
cube EuO/MgO(001) in a 4:5 (EuO:MgO) configuration at the interface. Ions are represented
as follows: the Mg ions are shown as small spheres (orange), the O in MgO ions are large
white spheres, Eu ions are the medium spheres (blue) and O in EuO are the large dark spheres
(green). b) Shows the ion size effect for cube-on-cube growth of EuO (transparent over
layer) on MgO (under layer). c) Configuration for a 45� rotated EuO over-layer on MgO
demonstrating the anion-anion overlap between the oxygen ions of the EuO and MgO. d)
Structure of the EuO/TiO2/MgO layers. Ti ions are the smallest gray spheres and O ions in
TiO2 are the large gray spheres (red). Boxes show the unit cells for each oxide. For a)-d),
the ions in each schematic are sized according to their ionic radius. The MgO and TiO2 are
drawn to scale with the bulk MgO lattice parameter while all EuO layers correspond to the
bulk EuO lattice constant.
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the left edge, the first Eu2+ ion is sitting above an Mg2+ ion and the first O2� ion is above

another O2� ion.

This is repeated at the right edge of the 4:5 configuration. From an electrostatic point

of view, strong Coulomb repulsion between like ions suggests that such a stacking is not

ideal despite the improved lattice match and would certainly lead to surface roughening at

the interface. Another concern for the cube-on-cube growth mode for direct heteroepitaxy

is the ion-size difference effect [346], which is related to the difference in size between the

Mg-O bond and the Eu-O bond. The Mg2+ ionic diameter, 0.130 nm, combined with two

Oxygen (O2�) ionic radii of 0.140 nm, forms a nearly close- packed system with the ions

spanning 97% of the lattice constant [348]. Figure 6.1 b) illustrates that replacing the Mg2+

ion with a Eu2+ ion changes the cation ionic diameter to 0.234 nm and increases the O-O

nearest neighbor bond by 22% from 0.298 nm to 0.363 nm. Effectively, the deposition of an

atomically flat EuO layer on a pristine MgO(001) surface is equivalent to 100% substitutional

doping the Mg atoms in the top layer of an MgO surface with Eu atoms. In such a case,

the ion-size difference would force the Eu or O atoms to find equilibrium positions in a

roughened structure.

Alternatively, another possible structural alignment would be a 45� in-plane rotation of

the EuO lattice relative to the underlying MgO orientation. Figure 6.1 c) shows a 45� rotated

EuO layer on an MgO underlayer with the placement of a Eu ion on an oxygen bonding site.

This configuration would remove the ion-size effect (aEuO / 2 = 2.57 < aMgO /
p

2 = 2.91),

reduce the lattice mismatch to 12% and could potentially improve the growth mode. How-
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ever, anion-anion or cation-cation electrostatics makes the structure energetically unfavorable

because the oxygen ions in the EuO overlayer sit atop oxygen ions in the underlying MgO

surface. With these considerations in mind, any attempt to engineer the interface to mini-

mize the electrostatic repulsion of like ions, while simultaneously maintaining an atomically

smooth surface, could greatly improve the epitaxy.

To alleviate the interfacial electrostatic repulsion and stabilize EuO epitaxy on MgO(001),

we propose a special TiO2 template at the interface. Such an approach has been employed

to produce high quality epitaxy of BaTiO3 films on MgO(001) [346]. Figure 6.1 d) shows

the stacking for subsequent depositions of a TiO2 layer followed by EuO on MgO(001).

Starting from left to right in Figure 6.1 d) is the MgO buffer layer, followed by a monolayer

of TiO2, and lastly, a single unit cell of EuO is shown rotated 45� relative to the MgO in-

plane orientation. The displayed MgO lattice spacing is that of bulk MgO and the TiO2 layer

is shown lattice matched to the MgO. The EuO is shown with bulk EuO lattice constant. For

the single monolayer of TiO2, O atoms are positioned above Mg atoms. The Ti atoms and

vacancy positions are located above the O atoms of the MgO layer. This configuration allows

for the subsequent EuO layer to be positioned such that the Eu atoms are located above

the vacant positions in the TiO2 layer, while the O atoms are located above the Ti atoms.

Within this EuO/TiO2/MgO(001) interface, all nearest neighbor ions have opposite charge to

produce attractive Coulomb forces for an energetically stable interface. Specifically, there

are no O-O or Eu-cation nearest neighbor bonds. Thus, the TiO2 interfacial layer eliminates
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TiO2 (1.5 ML) / MgO [100] 

MgO(001) [110] 

TiO2 (1.5 ML) / MgO [110] 

(H) (G) 
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(J) (I) 

TiO2 (2 ML) / MgO [100] TiO2 (2 ML) / MgO [110] 

TiO2 (1 ML) / MgO [100] TiO2 (1 ML) / MgO [110] 

EuO [110]/TiO2/MgO [100] EuO [100]/TiO2/MgO [110] 

Figure 6.2: RHEED patterns for the 10 nm MgO buffer layer in the a) MgO(001)[100] and b)
MgO(001)[110] directions. c) and d) are the RHEED patterns for 1 ML TiO2 monolayer on
MgO(001) in the [100] and the [110] directions, respectively. e) and f) are the RHEED pat-
terns for 1.5 ML TiO2 in the [100] and the [110] directions. g) and h) are the RHEED patterns
for 2 ML TiO2 in the [100] and the [110] directions. Final RHEED patterns for a 5 nm EuO
film on TiO2 (2 ML) showing i) EuO(001)[110] // MgO(001)[100] and j) EuO(001)[100] //
MgO(001)[110].

the ion-size effect and electrostatic problems described for the growth of EuO directly onto

MgO(001).
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6.4 Results and Discussion

Figure 2 shows the RHEED patterns for TiO2 monolayers on MgO(001). Figure 6.2 d) and

b) show the 10 nm MgO/MgO(001) buffer layer pattern along the [100] and [110] directions,

respectively. Figure 6.2 c), e), and g) are the RHEED images for oxidized Ti layers of 1, 1.5,

and 2 ML along the [100] direction, while Figure 6.2 d), f), and h) are the corresponding TiO2

monolayers along the [110] direction of MgO. The main features of the oxidized Ti patterns

remain that of MgO with a slight broadening of the outer diffraction rods. In the RHEED

image of 2 ML TiO2/MgO(001)[100] (Figure 6.2 g)) the underlying MgO structure is readily

visible with the important addition of inner streaks between the main MgO(001)[100] rods.

As discussed previously, the TiO2 layer is comprised of both Ti sites and vacant sites above

the underlying oxygen atoms. Thus, the unit cell periodicity is increased to twice the size

creating diffraction rods of half-spacing in the [100] direction. Equivalently, this TiO2 layer

can be perceived as a TiO rock salt surface of identical unit cell with the MgO lattice, but

missing the face-centered Ti atoms [349]. This would then be a 2⇥2 reconstructed TiO

surface producing diffraction streaks inside the MgO [100] rods. However, in no instances

were inner streaks seen for the case of 1 ML oxidized Ti. Interestingly, as seen in Figure

6.2 d) and f), inner rods appeared for 1.5 and 2 ML of oxidized Ti along the [110] direction.

This suggests decreased periodicity of the 2⇥2 reconstructed TiO2, possibly from an ordered

stacking effect or superstructure causing increased periodicity in the k-space lattice along

the [110] direction. The subsequent RHEED patterns of a 5 nm EuO film grown on 2 ML
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TiO2/MgO(001) in the adsorption-controlled regime are shown in Figures 6.2 i) and j). These

final films have an in-plane orientation of EuO(001)[110] // MgO(001)[100] and are thus 45�

rotated. Importantly, as Fig 6.1 b) and Fig 6.1 d) illustrate, the ion-size effect is eliminated

since the rotated EuO lattice has a smaller unit cell than the underlying TiO2 template. While,

generally, EuO growths on 1 ML TiO2 surfaces resulted in polycrystalline films, deposition

on 1.5 ML TiO2 surfaces produced high quality EuO single crystal films of identical growth

behavior and evolution to depositions on 2 ML TiO2 (see Fig 6.3 a) and 6.3 b)). This is

interesting since the 1.5 ML TiO2 RHEED only shows part of the features seen in the 2

ML RHEED, suggesting that the 1.5 ML TiO2 still has the critical structure of the 2⇥2

reconstructed TiO layer. Because of this result, and in combination with the desire to keep

the TiO2 interface as thin as possible, the 1.5 ML TiO2 layer will be used throughout the

remainder of this study.

To further examine the growth of EuO on the TiO2 layer, the time evolution of a line cut

across the RHEED pattern is monitored along the MgO(001)[110] in-plane crystal direction

over the first 10 minutes of EuO growth. A line cut is obtained by plotting the intensity of

the image against the CCD cameras horizontal pixel position and therefore crosses several

diffraction rods. The initial line cut of 1.5 ML TiO2 (in MgO(001)[110] direction) is shown

at the top of Figure 6.3 c). After 20 seconds (dashed line (C1)), the Eu flux is introduced and

immediately the RHEED begins to change. After the RHEED pattern is stabilized, oxygen

is introduced into the chamber (dashed line (C2)), and the RHEED pattern changes to that

of EuO(001)[100]. During this period, the RHEED quickly shifts (1 minute) to that of bulk
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EuO indicating epitaxy within 1 ML with the introduction of oxygen. The final line cut (1 nm

EuO) is shown below the time lapse. Analysis of the final EuO/TiO2 line cut compared to the

MgO lattice constant gives a EuO lattice parameter of 0.513 ± 0.006 nm. For comparison, the

time evolution for direct deposition of EuO on the MgO buffer layer is shown in Figure 6.2 d).

As indicated by dashed line (D1), elemental Eu flux is directed onto the MgO(001) substrate

held at 500 �C. During this period, the RHEED pattern remains that of MgO, indicating that

Eu is re-evaporating and not bonding to the surface. Once oxygen is leaked into the system

(dashed line (D2)), the time evolution of the RHEED pattern consists of a fading out of

the MgO(001)[110] pattern followed by a gradual recovery to a EuO(001)[110] pattern over

several minutes (⇠2 nm). The diffraction rods increase in intensity over the subsequent 20

minutes of the growth.

Several key differences are immediately apparent between the two growths. First, com-

parative analysis of the diffraction pattern peak positions in the final line cuts between

EuO/TiO2/MgO and EuO/MgO demonstrates that EuO epitaxy on the TiO2 is rotated 45-

degree in-plane with respect to MgO, while the direct growth on MgO is cube-on-cube.

Second, the evolution from the initial line cut to single crystal EuO takes place at a faster

rate for the deposition on TiO2/MgO and indicates fast strain relaxation for 45� rotated EuO

in agreement with observations of EuO growth on Ni [286]. Third, during the distillation

period, before the introduction of an oxygen partial pressure, the re-evaporation for each

surface is distinctly different. While in both cases the opening of the Eu shutter decreases

the RHEED intensity, on bare MgO buffer layer, the incident Eu flux re-evaporates leaving
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Figure 6.3: Time Evolution and Magnetic Properties of EuO Growth on TiO2/MgO and MgO. a)
and b) are the RHEED patterns for a 5 nm EuO thin film deposited on TiO2 (1.5 ML)/MgO (10
nm)/MgO(001) along EuO(001)[110] // MgO(001)[100] and EuO(001)[100] // MgO(001)[110], re-
spectively. c) is the time evolution of the initial 10 minutes EuO growth on TiO2 (1.5 ML)/MgO. The
initial and final line cuts are shown above and below, respectively. In Fig. 6.2 c), the peaks in the
initial line cut correspond to diffraction rods seen in the 1.5 ML TiO2 RHEED pattern (Fig. 6.2 f)),
while the final line cut corresponds to the diffraction rods seen for EuO [100] // MgO [110] (Fig. 6.3
b)). (C1) (dashed line) indicates when the Eu flux is incident on the TiO2 layer and (C2) (dashed line)
indicates the introduction of O2 into the system. d) The time evolution of direct deposition of EuO on
MgO (10 nm)/MgO(001) in the MgO [110] direction and the peaks in the initial line cut shown above
correspond to the diffraction rods in Fig. 6.2 b). (D1) (dashed line) indicates when the Eu flux is
incident on the MgO and (D2) (dashed line) indicates the introduction of O2. Below d) is the final line
cut of EuO after 30 minutes of growth directly on the MgO buffer layer. e) Temperature dependence
of the measured MOKE angle (degrees) taken at 0 Oe (remanence) for EuO (5 nm)/TiO2/MgO(001).
Inset shows representative hysteresis loops for T = 6 K (Black), T = 60 K (Red or grey) and T = 74 K
(Blue or dark grey)

the MgO(001)[110] RHEED pattern unaltered. However, on the TiO2, the incident flux only

re-evaporates after an initial time period for which the inner diffraction streaks associated

with the TiO2 are lost but the overall MgO diffraction positions in the RHEED pattern are

maintained. Lack of bonding and full re-evaporation at 500 �C on bare MgO suggests, in
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agreement with the discussion in section 6.3, that there is some additional interfacial energy

at the EuO/MgO interface that inhibits Eu bonding. Interestingly, this is not seen for Eu depo-

sition on either the TiO2/MgO or YSZ [241] at elevated temperatures. At this point, while the

in-plane rotation, in conjunction with the TiO2 RHEED pattern and lack of re-evaporation,

would suggest that we have successfully reduced the interfacial energy at the interface by

limiting electrostatic effects, one possibility that cannot be ruled out is Eu-Ti-O reactivity at

the interface and that the lack of re-evaporation is due to some complex composition.

To investigate the magnetic properties of the EuO within the

MgO cap (2 nm)/EuO (5 nm)/TiO2 (1.5 ML)/MgO (10 nm)/MgO(001) structure, the magneto-

optic Kerr effect (MOKE) is measured ex situ in an optical flow cryostat with variable tem-

perature control. Longitudinal MOKE was measured with a p-polarized 635 nm diode laser

and an incident angle near 45 degrees with respect to an applied in-plane magnetic field (H).

Figure 6.3 e) inset shows representative M-H hysteresis loops at T = 6 K with a coercivity

(Hc) of 117 Oe and ratio (Mr/Ms) between magnetization remanence (Mr) and saturation (Ms)

of 0.53. Representative loops at T = 60 K and T = 74 K are also shown. In Figure 6.3 e),

Mr is plotted (in degrees) as a function of temperature. Starting at 6 K, the Kerr rotation

at remanence is 0.19 degrees and decreases with increasing temperature, following typical

Curie-Weiss behavior down to the transition temperature at 69 K, the bulk TC value for EuO.

We next investigate the interfacial structure and material quality at the interface between

EuO and the 1.5 ML TiO2/MgO stacking in the following manner. 1.5 ML TiO2 is grown
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Figure 6.4: Magnetic Characterization of Ultrathin EuO. RHEED patterns for Eu deposi-
tion on the TiO2 layer without leaking O2 into the system in the a) MgO(001)[100] and b)
MgO(001)[110] directions. c) Temperature dependence of the MOKE signal measured at
saturation and the insert shows a representative hysteresis loop at T = 6 K.

on an MgO buffer layer and maintained at 500 �C. Next, a Eu flux is exposed to the heated

TiO2 without introducing an oxygen partial pressure. Unlike the case for Eu flux incident on

the bare MgO, the RHEED pattern immediately changes (Fig. 6.4 a) and 6.4 b)), indicating

bonding of Eu atoms to the TiO2 surface. Furthermore, the faint streaks between the underly-

ing MgO(001) [100] RHEED pattern (Fig 6.4 a)) indicates layer-by-layer epitaxial growth of

EuO(001)[110] // MgO(001)[100] in the ultrathin limit. As in the case of oxygen-free growth

of EuO on YSZ(001) [241], the oxygen atoms are believed to be supplied by the substrate.

After a few minutes, the RHEED pattern stabilizes indicating steady state re-evaporation of

the incoming Eu flux and thus the growth is terminated. The short time frame and visible
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underlying MgO RHEED pattern suggests that at most, only a few monolayers of material

are deposited.

The sample is then capped with 3 nm MgO and MOKE measurements are performed

as shown in Fig 6.4 c). Hysteresis loops taken at 6 K (Fig 6.4 c) inset) clearly show ferro-

magnetic behavior with Hc = 98 Oe and Mr/Ms = 0.24. A temperature dependence of the

magnetization remanence shows the transition temperature to be 69 K, indicating that the

initial growth mode for Eu flux incident on the TiO2/MgO interface is EuO and not a reacted

Eu-Ti-O compound. Interestingly, the fact that TC is equal to the bulk value suggests that the

resulting film thickness is large enough to avoid finite size effects, which should decrease TC

[350]. Furthermore, these magnetic results shed light on the initial growth mode seen in the

RHEED time evolution (Fig 6.3 c)). The reconstruction streaks immediately fade once the

Eu flux is incident upon the TiO2 surface. This occurs because the TiO2 layer minimizes the

electrostatic interactions between the EuO and MgO layers and creates nucleation sites for

subsequent EuO epitaxy. The ability for Eu atoms to find a favorable binding site in the 2⇥2

reconstructed TiO (see Fig 6.1 d)), results in the formation of EuO with oxygen supplied by

the substrate.

6.5 Conclusion

In conclusion, electrostatic interactions at the interface between EuO and MgO can greatly

determine the growth sequence of the EuO layer. To improve the epitaxy of EuO on MgO,
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a TiO2 interfacial template was introduced and shown to alleviate like-ion repulsion and

decrease the structural mismatch between EuO and MgO. Furthermore, the initial growth se-

quence is drastically different with the TiO2 interface than on the bare MgO as demonstrated

by in-plane rotation and fast strain relaxation. Also, the addition of the TiO2 layer allows for

substrate-supplied oxidation leading to ultrathin ferromagnetic EuO films. Such a template

could be an avenue for combining emerging materials onto MgO such as EuTiO3 or other

rock salt magnetic oxides in single crystal heterostructures
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Chapter 7

Integration of the Ferromagnetic

Insulator EuO with graphene

7.1 Introduction

The exchange proximity interaction (EPI) has been predicted to exist at the interface be-

tween a ferromagnetic insulator (FMI) and graphene, originating from an overlap of elec-

tronic wavefunctions [190, 210]. In particular, the ferromagnetic insulator EuO has been

theoretically estimated to induce a spin splitting in graphene of the order 5 meV [190]. EPI

has been suggested for novel spintronic device functionality in a wide variety of applications

such as induced magnetism in graphene [190, 228, 218, 184], controllable magnetoresistance

[190, 212, 351, 230], gate tunable manipulation of spin transport [210, 199], gate tunable ex-

change bias [213], spin transfer torque [239, 229], as well as being a necessary requirement
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for the observation of the quantized anomalous Hall effect in graphene [207, 222]. While

theoretical predictions have been numerous, EPI at the FMI/graphene interface has yet to be

experimentally observed.

EuO is a model FMI as it exemplifies an isotropic Heisenberg ferromagnet [174]. EuO

has a half filled 4f shell which determines the magnetic properties leading to a magnetization

of 7 Bohr magnetons per Eu atom. Further, because the 4f shell is electrically inert due to

its localized orbitals, the unoccupied exchange split 5d band governs the charge transport

characteristics and exchange overlap in stoichiometric EuO. However, part of the reason that

EPI has yet to be observed in the EuO/graphene system is due to the difficulty in materials

synthesis of high quality stoichiometric EuO thin films. EuO is not thermodynamically stable

and readily converts to nonmagnetic Eu2O3 [287]. Furthermore, oxygen deficient EuO1�x

exhibits a metal to insulator transition [177] with a conductive ferromagnetic phase [179,

181]. In typical materials synthesis techniques such as reactive molecular beam epitaxy

(MBE), maintaining stoichiometry by flux matching generally leads to the formation of either

Eu2O3 or EuO1�x. In order to possibly realize EPI in graphene, a critical first step is the

integration of high quality stoichiometric EuO thin films with graphene.

Only recently, through the development of a special growth regime, have reliable stoichio-

metric films been readily produced [181, 240, 241, 242, 243]. The regime can be understood

as follows: a high-purity elemental Eu flux is incident upon a heated substrate maintained

at a temperature for which the incident Eu atoms re-evaporate off the substrate surface (i.e.

distillation). Notably, distillation is highly substrate dependent and works well on certain
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oxides [241, 243], but fails in the case of direct growth on GaAs [242]. Once distillation is

achieved, the introduction of a small oxygen partial pressure allows for the formation of EuO

while excess Eu atoms are re-evaporated. This ensures proper stoichiometry of the EuO film

[181, 240, 241, 242, 243]. If the oxygen partial pressure is increased, the EuO growth rate

increases until a critical O2 pressure is reached and Eu2O3 forms. In this way, the growth rate

is determined by the oxygen pressure and is termed adsorption-controlled (distillation) and

oxygen-limited. To date there is no evidence that stoichiometric EuO can be integrated with

sp2 bonded carbon based materials.

In this study, we employ reactive MBE to investigate the deposition of EuO thin films onto

graphene. First, we examine the viability of Eu distillation for sp2 bonded carbon materials

by examining highly-oriented pyrolitic graphite (HOPG) substrate, which allows for standard

thin film characterization techniques such as Auger spectroscopy, reflection high energy elec-

tron diffraction (RHEED), and x-ray diffraction (XRD). Within the distillation and oxygen-

limited regime, stoichiometric EuO(001) is shown to grow epitaxially on HOPG(0001) sub-

strate. Such films are shown to be uniform and flat by ex-situ atomic force microscopy

(AFM). Further, EuO is integrated onto mechanically exfoliated graphene flakes as well as

large area graphene grown by chemical vapor deposition (CVD). Raman spectroscopy after

EuO deposition on exfoliated graphene exhibits the absence of a D peak, indicating that, de-

spite the high temperatures of deposition, EuO thin films do not induce significant defects

to the underlying graphene. This is supported by four point resistivity measurements that

indicate only a slight reduction of mobility. Also, we investigate the magnetic properties of
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EuO on HOPG and CVD graphene and find a Curie temperature (TC) of 69 K, the bulk EuO

value. This advance in materials synthesis allows for future studies of EPI at FMI/graphene

interfaces.

7.2 Results and Discussion

First, we establish the growth parameters by investigating EuO growth on HOPG using

Auger spectroscopy, RHEED, and XRD. Fresh surfaces of HOPG (SPI, grade ZYA) are ob-

tained by peeling with 3M scotch tape and subsequently loaded into the UHV growth cham-

ber and annealed at 600 �C for 30 min. Auger spectroscopy for a pristine HOPG surface

is shown in Fig. 7.1 (top curve). The spectrum is characterized by a peak at 272 eV identi-

fying carbon. Since the temperature required for efficient Eu distillation is highly substrate

dependent, we cannot rely on previous results for distillation temperatures based on oxide

substrates [181, 240, 241, 243]. Therefore, we first investigated the optimal re-evaporation

temperature on HOPG. Without introducing a partial pressure of molecular oxygen, an in-

cident Eu flux (8-9 Å/min.) is introduced to the substrate, which is maintained at a fixed

temperature. Fig. 7.1 shows Auger spectra for Eu metal deposited at room temperature (RT),

450 �C, 500 �C, 550 �C, and 600 �C. For each substrate temperature, Eu is deposited for

the time equivalent to produce a 5 nm Eu film at RT. Eu Auger peaks at 83, 104, 124, and

138 eV can be seen in the RT spectrum of Fig. 7.1. As the substrate temperature is increased,

the relative peak height of Eu to C decreases indicating a smaller amount of Eu material on
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Figure 7.1: Auger Spectroscopy of Eu Deposited on HOPG at Several Different Substrate
Temperatures. Pristine HOPG (black) shows a carbon peak at 272 eV. 5 nm Eu deposited at
room temperature (red) shows Eu peaks only. At higher growth temperatures a combination
of Eu and C peaks are present. Above 550 �C there is no evidence of Eu in the spectrum.

HOPG. This indicates the onset of re-evaporation of the Eu atoms. For the case of 550 �C

and 600 �C, the Auger spectra shows only the carbon peak at 272 eV and no evidence of Eu

material. Therefore, full distillation of Eu on HOPG is achieved above 550 �C.

Once in the distillation regime, the introduction of an oxygen flux smaller than the el-

emental Eu flux should produce stoichiometric EuO films. We investigate the formation of

EuO on HOPG substrate by maintaining the substrate at 550 �C for distillation and then in-

troduce a molecular oxygen partial pressure (PO2 = 1.0 ⇥ 10

�8 Torr) into the UHV system.

In-situ RHEED images probe the sample surface crystalline structure. Fig. 7.2 a) and b)

show the RHEED patterns for HOPG and the EuO layer after 5 nm of growth, respectively.

The RHEED pattern for the HOPG substrate is unaltered upon in-plane rotation. This is ex-

pected since HOPG has out-of-plane (0001) orientation but has in-plane rotational disorder.

The RHEED pattern of the EuO layer shows double streak features and in-plane rotation has
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no effect on the RHEED pattern, similar to the HOPG substrate. Examination of the EuO

RHEED diffraction rods indicates EuO(001) with a superposition of both [100] and [110]

in-plane orientations [243]. We can better understand the growth evolution of the EuO film

by examining the time lapse of a line cut of the RHEED pattern. A typical line cut, as de-

picted in Fig. 7.2 a) (red dashed line), samples the intensity of several diffraction rods across

the RHEED pattern. Fig. 7.2 d) displays the time evolution of a line cut for EuO growth on

HOPG in the distillation and oxygen-limited regime. Between 0 min. and dashed line d1, the

high intensity streaks correspond to the diffraction rods as seen in Fig. 7.2 a) of the pristine

HOPG pattern. Dashed line d1 indicates the introduction of Eu flux, during which time the

HOPG diffraction rods remain unchanged as Eu re-evaporates off the HOPG surface. A par-

tial pressure of oxygen (PO2 = 1.0 ⇥ 10

�8 Torr) is leaked into the chamber at dashed line

d2. The subsequent time evolution shows a smooth transition from HOPG streaks to EuO

indicating epitaxial growth.

Eu2O3 can be grown by increasing the O2 partial pressure to 3 ⇥ 10

�7 Torr. The Eu2O3

RHEED pattern is displayed in Fig. 7.2 c) and shows a clear distinction from the oxygen-

limited growth which produces EuO. We further investigate the difference between the two

oxygen regimes by looking at their respective Auger data as shown in Fig. 7.2 e). An oxygen

peak at 510 eV is present for both samples. To our knowledge this is the first report on

Auger spectroscopy for EuO. Taking the Eu 104 eV peak, EuO has a Eu:O peak ratio of

6.63, while Eu2O3 has a Eu:O ratio of 4.34 indicating increased oxygen content in Eu2O3.

Comparison of the ratios 6.63/4.34 = 1.53 to the expected Eu:O/Eu2:O3 = 1.5 is in close
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Fig. 2. Characterization of EuO thin films on HOPG. (a)–(c) RHEED patterns for pristine HOPG, 
5nm EuO deposited on HOPG, and Eu2O3 on HOPG. (d) Time evolution of dashed red curve in 
(a). Dashed line d1 indicates the opening of the Eu shutter and incidence of Eu flux to the 
substrate. Dashed line d2 signifies the introduction of molecular oxygen into the chamber. (e) 
Auger spectroscopy of EuO/HOPG and Eu2O3/HOPG. (f) XRD θ-2θ scan showing the HOPG 
(0002) peak and EuO (002) peak. 
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Figure 7.2: Characterization of EuO Thin Films on HOPG. a)-c) RHEED patterns for pris-
tine HOPG, 5nm EuO deposited on HOPG, and Eu2O3 on HOPG. d) Time evolution of
dashed red curve in a). Dashed line d1 indicates the opening of the Eu shutter and incidence
of Eu flux to the substrate. Dashed line d2 signifies the introduction of molecular oxygen
into the chamber. e) Auger spectroscopy of EuO/HOPG and Eu2O3/HOPG. f) XRD ✓-2✓
scan showing the HOPG (0002) peak and EuO (002) peak. g)-i) ex-situ AFM scans for
peeled HOPG, EuO(5 nm)/HOPG(0001), and MgO(2 nm)/EuO(5 nm)/HOPG(0001) in order
from left to right.
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agreement. However, it should be noted that while this analysis is useful in verifying oxygen

content between the two growths (i.e. EuO vs. Eu2O3), it is not sufficient for determining

precise stoichiometry of the EuO oxidation state.

Ex-situ XRD ✓-2✓ scans, Fig. 7.2 f), serve to elucidate the structure of EuO deposited

on HOPG. For XRD measurements, approximately 50 nm EuO was grown on HOPG and

capped with 3 nm polycrystalline Al. A clear EuO (002) peak is seen in the ✓-2✓ scan and

there are no other peaks associated with another EuO orientation indicating that entire EuO

film is oriented (001), in agreement with the RHEED analysis. There are no detectable peaks

associated with Eu2O3. There are two small peaks at 29.63 � and 30.43 � associated with

Eu3O4 (040) and (320), possibly due to oxidation through the thin capping layer.

It is generally expected that FCC materials (EuO, Ni, etc..) would favor (111) orientations

with hexagonal materials due to the surface symmetry. However, the RHEED and XRD data

clearly indicate the orientation EuO(001)/HOPG(0001) is preferred. In the absence of other

factors, the orientation preference may be partly explained by the lattice mismatch between

EuO and graphene. EuO has a bulk lattice constant of 0.514 nm and 0.246 nm for graphite,

leading to a lattice mismatch of 4.3% for EuO(001)/HOPG(0001) growth orientations. The

mismatch for EuO(111)/HOPG(0001) is either 10% or 17% depending on the ratio of relative

lattice spacings (i.e. 1:4 or 1:3 for EuO:graphene). However, while mismatch considerations

might suggest a favorable orientation, it cannot explain the lack of symmetry between the

rock salt surface and graphene. Previous work [243] has shown lattice mismatch to be less of

a key factor for EuO epitaxy than other growth concerns. Surface energies, which are lowest
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Figure 7.3: Schematic of EuO Crystal on Graphene. VESTA drawing of EuO(001) on
graphene surface. Blue atoms correspond to europium, red to oxygen, and grey to carbon.

for (100) rock salt surfaces [352], are likely relevant and may provide a possible explanation

for the observed growth orientation. A schematic for the structure is displayed in 7.3.

To investigate the surface morphology of the EuO films, we have performed ex-situ AFM

on peeled HOPG(0001) substrate, a EuO(5 nm)/HOPG(0001) film, and a MgO(2 nm)/EuO(5

nm)/HOPG(0001) bilayer. The resulting AFM scans are displayed in Fig. 7.2 g), h), and i),

with rms roughness values 0.1 nm, 0.2 nm, and 0.5 nm, respectively. It must be noted that

the EuO surface is likely oxidized to Eu2O3 during the ex-situ measurement. In any case, the

scans clearly show that the films are uniform, relatively flat, and pinhole free. This is crucial

for possible use as a gate dielectric.

Due to EuO’s large magneto-optic response [176], the magneto-optic Kerr effect (MOKE)

serves as a sensitive probe of the magnetic behavior of the sample. Linearly polarized light

is reflected off the sample surface and the resulting polarization rotates an amount, ✓K, which

is proportional to the magnetization of the film. The sample structure is Al (2 nm)/EuO (5

142



5 K 
60 K 
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Figure 7.4: Temperature Dependence of the Magnetization of EuO/HOPG. Data is obtained
through the Magneto-optic Kerr effect (MOKE). Inset shows several characteristic hysteresis
loops at different temperatures.

nm)/HOPG(0001) and is measured in an optical flow cryostat separate from the UHV growth

chamber. Fig. 7.4 inset shows magnetic hysteresis loops measured at 5 K, 60 K, and 71 K.

At 5 K, the remanence (MR/MS) is 0.37, the coercive field (HC) is 87 Oe, and the saturation

Kerr rotation is 0.93 degrees. Fig. 7.4 shows a temperature dependence of the saturation

magnetization with TC = 69 K, the bulk value for EuO.

While EuO/HOPG serves as a useful system for examining the epitaxy of EuO on sp2

bonded carbon and allows for the use of standard thin film characterization techniques, re-

alization of EPI at EuO/graphene interfaces requires direct integration of EuO on either

exfoliated or CVD graphene. Graphene flakes are mechanically exfoliated onto 300 nm

SiO2/Si substrate using standard techniques [41]. Single layer (SLG), bilayer (BLG), and

trilayer (TLG) flakes are identified under an optical microscope and confirmed by Raman

spectroscopy [353]. A 5 nm EuO film is deposited on top of exfoliated graphene flakes on

SiO2 and capped with 2 nm MgO. Fig. 7.5 a) shows an optical microscope image of pristine
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graphene flakes while Fig. 7.5 b) shows the same flakes after EuO deposition with notice-

able darkening of the graphene flakes. Raman spectroscopy (535 nm laser) of EuO/graphene

for several flake thicknesses is shown in Fig. 7.5 c). Several key features are immediately

apparent for EuO deposited onto graphene flakes. First, we do not observe a D peak above

the noise level of the measurement. The D peak is typically associated with induced disorder

[310, 354, 355] suggesting that the deposition process does not induce significant defects

when compared with reports for oxide growth by PLD, e-beam, and sputter deposition [356].

Second, the G peak shrinks in relative size compared with features above 2200 cm�1 due to

decreased signal from the impeding EuO overlayer. Lastly, the spectra exhibit a significant

modification around the graphene 2D peak. To better understand this behavior, we compare

with single crystal EuO on lattice-matched YSZ(001) [241, 242]. Fig. 7.5 d) shows the Ra-

man spectra for EuO/SLG and EuO/YSZ around the graphene 2D peak. The features are

nearly identical, indicating they are not related to graphene phonon modes.

Raman spectroscopy is a useful technique for investigating external effects on graphene

such as doping, strain, and defects [354, 355, 356, 357, 358, 359, 360, 361, 362]. A closer

examination of the graphene G peak for 5 nm EuO deposited on SLG (Fig. 7.5 e)) shows

blue shifting of the G peak by 14 cm�1, from 1581 cm�1 to 1595 cm�1. We also note

blue shifts for EuO/BLG and EuO/TLG of 10 cm�1 and 6 cm�1, respectively. Both charge

doping and induced strain could possibly explain the blue shifted G peak after EuO deposition

[357, 358, 359, 360, 361, 362]. For SLG, while a shift of 14 cm�1 would suggest an induced

charge doping greater than 6 ⇥ 10

12 cm�2, an increase in the carrier concentration of that
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Figure 7.5: EuO Thin Films Deposited on Exfoliated Graphene Flakes. a) Optical micro-
scope image of SLG, BLG, and TLG on SiO2/Si substrate before EuO deposition. The scale
bar indicates 1 µm. b) Optical microscope image of of the same sample after EuO deposition.
c) Raman spectroscopy of EuO deposited on single layer, bilayer, and trilayer graphene. d)
Raman spectroscopy of EuO/SLG (black) compared to EuO/YSZ(001) (blue) in the region
around the 2D peak. e) Raman spectroscopy of the G band for pristine SLG (black) com-
pared to EuO/SLG (red) with the intensities scaled for ease of viewing. Dashed black line is
a Lorentzian fit to the G peak for EuO deposited on SLG.
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magnitude is expected to decrease the FWHM by approximately 8 cm�1 [357]. Interestingly,

for EuO deposited on graphene flakes, the FWHM of the G peak is 13 cm�1 for pristine

graphene and 15 cm�1 with EuO, making charge doping unlikely as the sole cause of the G

peak shift. Alternatively, the shift could be caused by strain and is comparable to that reported

for annealed SiO2/graphene/SiO2 [359]. The 2D peak would shed light on this issue, but is

not accessible due to the EuO overlayer.

Next, we discuss the effect of an EuO overlayer on charge transport. Graphene devices

are fabricated using standard e-beam lithography techniques with Ti/Au (10 nm/60 nm) elec-

trodes [51]. The resistivity is measured using 1 µA excitation at 11 Hz AC for lock-in de-

tection in a four point geometry. Fig. 7.6 shows the resistivity for pristine SLG (black curve)

with charge neutrality point at VCNP = 8 V. The device is then loaded into the MBE chamber

for growth of 2 nm EuO followed by a 2 nm MgO capping layer. The charge neutrality point

after growth (red curve) is VCNP = -2 V. The electron mobility can be determined from the

slope of the conductivity (µ = ��/e�n). The carrier concentration, n, is determined from

the relation n = �↵(VG � VCNP ), where ↵ = 7.2 ⇥ 10

10 V�1cm�2 for 300 nm SiO2 gate

dielectric. The resulting electron mobility for pristine SLG and EuO/SLG are µe = 4600

cm2/Vs and µe = 4080 cm2/Vs, respectively. Thus, the deposition of EuO on the graphene

surface, does not significantly decrease the mobility.

Lastly, we investigate the magnetic properties of EuO/graphene. For this, we employ

large-area graphene which has been demonstrated to produce high-quality films with large

grains [48], and is therefore desirable for MOKE characterization which has a spot size with
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Figure 7.6: Gate Dependent Resistivity for EuO/graphene. Au/Ti Hall geometry device is
patterned on exfoliated graphene flakes. Black curve corresponds to pristine graphene and
red curve for the same device with MgO(2 nm)/EuO(2 nm) overlayer.
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⇠40 µm diameter. Large area graphene is grown by chemical vapor deposition on copper foil

and subsequently transferred to SiO2/Si [48]. Next, 5 nm EuO thin film with 2 nm MgO cap-

ping layer is deposited on the CVD graphene in the distillation and oxygen-limited regime.

Fig. 7.7 a) shows several MOKE hysteresis loops taken at 11 K, 60 K, and 72 K. As typical

with EuO thin films, we observe a large Kerr rotation above 1 degree, which subsequently

decreases in magnitude as the temperature is increased towards the Curie temperature of 69

K as shown in Fig. 7.7 b).

7.3 Conclusion

We have investigated the integration of the ferromagnetic insulator EuO with graphene.

Using Auger spectroscopy, we find that distillation (re-evaporation) of Eu from the graphene

surface occurs for temperatures above 550 �C. Employing the distillation and oxygen-limited

regime, EuO was deposited on HOPG and graphene. The structural, chemical, and mag-

netic properties of these heterostructures were investigated by RHEED, XRD, AFM, Raman,

Auger, and MOKE. EuO films grow epitaxially on honeycomb carbon with (001) orienta-

tion and the EuO does not induce significant defects in the exfoliated graphene. The growth

technique presented here, demonstrates a significant materials advance in the field of oxide

growth on graphene, which is notoriously difficult due to the chemically inert nature of the

sp2 surface. EuO films exhibit ferromagnetism with a Curie temperature of 69 K, equal to

the bulk value. The excellent structural and magnetic properties combined with the direct in-
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tegration without the aid of a buffer layer is a key advance towards experimental observation

of the exchange proximity effect at the EuO/graphene interface.

7.4 Experimental Methods

Elemental europium metal (99.99%) is evaporated from a low temperature thermal cell.

After proper degassing, a Eu background pressure below 4⇥10

�9 Torr is maintained for rates

between 8-9 Å/min. Molecular oxygen (99.999%) is leaked into the chamber and the partial

pressure is determined by leaking in an amount PO2 above the background pressure as mea-

sured by an ion gauge. Typically, a partial oxygen pressure of 1⇥10

�8 Torr is used for which

30 min. growth time produces films approximately 5 nm thick [242]. The substrate tempera-

ture is monitored by a thermocouple located on the platen face. The UHV MBE chamber has

a base pressure of ⇠ 1 ⇥ 10

�10 Torr and is equipped with in-situ RHEED. Samples are trans-

ferred to an adjacent chamber for 3 keV Auger spectroscopy with a base pressure less than

5 ⇥ 10

�9 Torr. XRD measurements were performed at UCSB MRL Central Facilities. Lon-

gitudinal MOKE is performed in an optical flow cryostat with a p-polarized laser beam (635

nm) and an incidence angle of 45 degrees with respect to the in-plane magnetization direc-

tion. The laser intensity is 100 µW focused to a spot size of ⇠40 µm in diameter. Large-area

graphene is produced by low pressure CVD as reported by Li, et al. [48]. 25 µm thick Cu

foil (Alfa Aesar, item No. 13382) is loaded into a tube furnace and heated to 1035 �C. After

a 10 min. anneal in H2 with a flow rate of 2 sccm and pressure, Pfurnace= 2.5 ⇥ 10

�2 mbar,
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7 sccm of CH4 is introduced for a total pressure of 1.4 ⇥ 10

�1 mbar. After cooling down

and removal from the furnace, the Cu is etched away with iron nitrate and transferred onto

SiO2/Si substrate with the aid of poly-methyl methacrylate (PMMA) as mechanical support.

The PMMA is removed with acetone at room temperature and followed by IPA cleaning. Be-

fore EuO growth, the large area graphene sample is annealed at 600 �C under UHV condition.

Reprinted (adapted) with permission from (ACS Nano, 2012, 6 (11), pp 1006310069). Copy-

right (2012) American Chemical Society.
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