
Chapter 8

Magnetic Moment Formation in

Graphene Detected by Scattering of Pure

Spin Currents

8.1 Introduction

Many fascinating predictions have been made regarding magnetism in graphene includ-

ing the formation of magnetic moments from dopants, defects, and edges [315, 316, 363,

364, 320, 317, 322, 365]. While several experimental techniques provide insight into this

problem [330, 309, 329, 328, 327, 325, 324, 326, 332, 333, 165, 366, 367], lack of clear

evidence for magnetic moment formation hinders development of this nascent field. Studies

based on bulk magnetometry [330, 309, 329, 328, 327, 325, 324, 326] directly measure mag-
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netic properties, but because it measures the total magnetic moment (not just the signal from

graphene) it is difficult to rule out artifacts from environmental magnetic impurities. Trans-

port [332, 333, 165] and scanning tunneling microscopy (STM) [366, 367] locally probe

the graphene, but so far these measurements have been charge-based, so data are subject to

various interpretations [334]. Thus, in order to convincingly demonstrate the formation of

magnetic moments inside graphene due to dopants and defects, it is essential to employ tech-

niques that directly probe the intrinsic spin degree-of-freedom of the magnetic moment while

ensuring the signal originates from the graphene sheet under investigation.

Here, we utilize pure spin currents to demonstrate that hydrogen adatoms and lattice va-

cancies generate magnetic moments in single layer graphene. Pure spin currents are injected

into graphene spin valve devices and clear signatures of magnetic moment formation emerge

in the non-local spin transport signal as hydrogen adatoms or lattice vacancies are system-

atically introduced in an ultrahigh vacuum (UHV) environment. Specifically, introduction

of these point defects generate a characteristic dip in the non-local signal as a function of

magnetic field. This feature is due to scattering (relaxation) of pure spin currents by localized

magnetic moments in graphene and is explained quantitatively by a phenomenological theory

based on spin-spin exchange coupling between conduction electrons and magnetic moments.

Furthermore, we observe effective exchange fields due to this spin-spin coupling, which are

of interest for novel phenomena and spintronic functionality [190, 210, 199, 207] but have not

been seen previously in graphene. This work provides the strongest and most clear evidence

for magnetic moment formation in graphene to date, and does so for the following reasons:
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(1) certainty that the signal comes from the graphene flake, (2) as a spin-dependent mea-

surement, it directly probes the magnetic moments spin degree of freedom, (3) systematic

in-situ measurement with appropriate control experiments, (4) comprehensive phenomeno-

logical theory developed in conjunction with the experimental data, and (5) the observation of

similar effects resulting from hydrogen and vacancies, which are structurally and chemically

dissimilar, thereby supporting the mechanism predicted for both systems based on removal

of pz-orbitals from the ⇡-band. Lastly, these results demonstrate a method for utilizing local-

ized magnetic moments to manipulate conduction electron spins and demonstrate magnetic

field effect behavior as demonstrated by gate tunability of the effective g-factor.

8.1.1 The Proposed Experiment

For a systematic investigation, the spin transport measurement is first performed on a pris-

tine single layer graphene (SLG) spin valve as a control measurement. Then, dopants/defects

are controllably introduced to the SLG and the measurement is repeated. The sample re-

mains in UHV during the entire process. Therefore, observed signatures of magnetic mo-

ment formation are caused by the adsorbed hydrogen or lattice vacancies. A schematic of the

proposed experiment is displayed in Fig. 8.1.
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Figure 8.1: Schematic of the in-situ deposition of H and Interaction with the Spin Current.
The magnetic moments (green arrows) induced by hydrogen doping interact (red dashed line)
via exchange with the injected spins (blue arrows) diffusing along the graphene channel.

8.2 Spin Transport in Pristine Graphene

Experiments are performed on non-local SLG spin valves [29, 32, 25] (Fig. 8.2 a)) con-

sisting of two outer Au/Ti electrodes (a and d) and two ferromagnetic (FM) Co electrodes

that make contact to SLG across MgO/TiO2 tunnel barriers (b and c). The Co electrodes are

capped with 5 nm Al2O3 to protect from hydrogen exposure. The tunnel barrier and capping

layer are present only at the site of the FM electrodes, leaving the rest of the graphene uncov-

ered. The device is fabricated on a SiO2/Si substrate (300 nm thickness of SiO2) where the

Si is used as a back gate. Details of device fabrication are published elsewhere [71, 25, 34].

The charge and spin transport properties of pristine SLG spin valves are measured at 15

K using lock-in techniques. The gate dependent resistivity (⇢G) of a representative sample A

(black curve in Fig. 8.2 b)) exhibits a maximum at the gate voltage (VG) of 0 V, which defines

the Dirac point (VD = 0 V). This sample exhibits mobility (µ) of 6105 cm2/Vs. To investigate

spin transport in the SLG device (Fig. 8.2 a)), a current (I) is applied between electrodes b
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Figure 8.2: The Effect of Hydrogen Exposure on Charge and Spin Transport in SLG at 15
K. a) Schematic illustration of the non-local spin valve device. b) Gate dependent resistivity
for the pristine graphene (black) and following exposure to atomic hydrogen for 2 s (red)
and 8 s (blue). Upon hydrogen doping, the Dirac point shifts from 0 V to -1 V. c) Non-local
spin transport measurement for pristine graphene. d) Hanle spin precession measurement
on pristine graphene. e), f) Non-local spin transport measurements after atomic hydrogen
exposure for 2 s and 8 s, respectively. Both curves exhibit a dip in RNL at zero applied field,
which is caused by spin relaxation induced by localized magnetic moments.
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and a, injecting spin-polarized carriers into graphene directly below the FM injector, b. The

spin population diffuses along the sample as a pure spin current (x-axis) and the spin density

is measured at the FM spin detector, c, as a voltage difference (V ) between electrodes c and

d. An applied magnetic field (Bapp,y) along the electrode magnetization direction (y-axis)

is used to control the relative orientation of spin injector and detector magnetizations. For

parallel alignment, the measured non-local resistance (RNL = V/I) is positive whereas for

antiparallel alignment RNL is negative. The non-local spin signal is defined as the difference

between parallel and antiparallel states (�RNL = RP
NL � RAP

NL ). A typical scan of RNL as

a function of Bapp,y (Fig. 8.2 c)) displays discrete jumps as the electrode orientation changes

between parallel and antiparallel. This sample exhibits a �RNL of 8.8 ⌦ (sample A with

VG � VD = -15 V). A constant spin-independent background is subtracted from all RNL data

presented in this study. Out-of-plane magnetic fields are applied to generate spin precession,

and the resulting data (Fig. 8.2 d), red for parallel, blue for antiparallel) are fit by the standard

Hanle equation [32, 25] (solid curves) to determine the spin lifetime (⌧so = 479 ps) and

diffusion coefficient (D = 0.023 m2/s ). The corresponding spin diffusion length is � =

p
D⌧ so = 3.3 µm. Based on these values and a non-local spin signal of 8.8 ⌦, the spin

polarization of the junction current (PJ ) is calculated to be 20% [31].
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8.3 Hydrogen Doping of Graphene Spin Valves

A commercial Omicron source is used to expose SLG spin valve devices to atomic hy-

drogen at 15 K. Diatomic hydrogen is cracked inside a tungsten capillary tube that is heated

by electron bombardment. The amount of hydrogen introduced to the chamber is controlled

via a leak valve, which is tuned to maintain a chamber pressure of 1 ⇥ 10

�6 torr (the base

pressure of the chamber is below 1 ⇥ 10

�9 torr). The heating power of the Omicron source

is determined by the high voltage (HV) applied to the capillary and the emission current be-

tween capillary and filament (Iem). We use the parameters HV=1 kV and Iem=80 mA. The

distance from source to sample is 100 mm. A shutter positioned between the SLG spin valve

and hydrogen source is used in order to control the exposure time. Additionally, deflector

plates are used to steer any charged ions away from the sample.

The exposure of SLG spin valves to atomic hydrogen substantially modifies charge trans-

port properties, such as ⇢G and µ (Fig. 8.2). We obtain an order of magnitude estimate for

the hydrogen concentration based upon the changes in charge transport properties assuming

adsorbed hydrogen induces resonant scattering. Comparing with previous experimental work

on resonant scattering in graphene via fluorine doping [165] and lattice vacancies [161], the

hydrogen concentration is estimated to be on the order of 0.1% for 8 s hydrogen exposure to

sample A. This indicates samples are in the dilute limit of hydrogen coverage.

Atomic hydrogen is introduced to spin valve devices at 15 K at a chamber pressure of

1⇥10

�6 torr. Following 2 s hydrogen exposure, the gate dependent ⇢G (red curve in Fig. 8.2b)
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is dramatically increased. An additional 6 s of exposure (8 s total) further increases ⇢G (blue

curve of Fig. 8.2 b)) and decreases the mobility to 495 cm2/Vs. Based on the change in

the resistivity, we make an order of magnitude estimate for the hydrogen coverage of 0.1%.

Accompanying the changes in charge transport are also changes in spin transport. Figures 8.2

e) and 8.2 f) display RNL of sample A at VG � VD = -15 V as a function of Bapp,y following

2 s and 8 s of exposure, respectively. The initial �RNL of 8.8 ⌦ is reduced to 2.6 ⌦ after 2

s of hydrogen exposure and further reduced to 1.4 ⌦ after 8 s. Interestingly, the RNL scans

exhibit a dip centered at zero applied field. The dip in RNL is prevalent for both up and

down sweeps of Bapp,y at all measured gate voltages and has been reproduced on multiple

samples following hydrogen exposure. The ratio of the dip magnitude to �RNL is found to

increase with increasing hydrogen exposure (comparing Fig. 8.2 e) and 8.2 f)), indicating the

dip feature is dependent on the amount of adsorbed hydrogen.

8.4 Origin of the Dip in RNL: Control Experiments

To understand the origin of the dip in RNL, we examine the expression for non-local

resistance generated by spin transport [31],
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(8.1)

where RG = ⇢G�/w is the spin resistance of graphene, w is the graphene width, RF =

⇢F�F/AJ is the spin resistance of the cobalt, ⇢F is the cobalt resistivity, �F is the cobalt spin

158



diffusion length, AJ is the junction area, PF is the spin polarization of cobalt, R1 and R2 are

the contact resistances of the spin injector and detector, respectively, and L is the distance

from injector to detector. This equation shows that the spin density at the detector electrode

depends on both charge and spin properties. First, we confirm that the SLG resistivity does

not change with magnetic field, so the dip is not related to changes in charge transport (8.4.1).

Also, we verify that the dip is not related to hydrogen-induced changes to the magnetic

properties of the FM electrodes. Specifically, the effect of hydrogen exposure is reversible

upon thermal cycling to room temperature and the anisotropic magnetoresistance of the Co

electrodes are not affected by hydrogen exposure (8.4.3). Next, we perform minor loop

analysis on sample B (Fig. 8.8 a)) by reversing the magnetic field sweep immediately after

the first magnetization reversal. The inversion of the dip in the antiparallel state (red curve)

proves that the dip is due to increased spin relaxation at low fields. Furthermore, we rule out

hyperfine coupling to nuclear spins as the origin of this increased spin relaxation (8.4.2).

8.4.1 Excluding Field-Dependent Resistivity Effects

Equation 8.1 shows that changes in the resistivity of graphene could change the spin

density at the detector electrode. Thus, magnetic field dependent changes to the graphene

resistivity could in principle produce variations in RNL. To investigate this possibility in

hydrogen-doped graphene, gate dependent ⇢G measurements are performed on sample B at

three distinct in-plane magnetic fields (Fig. 8.3). The three curves are indistinguishable,

showing that the applied magnetic field has no effect on the measured ⇢G of hydrogen-doped
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samples. As presented in the Figs. 8.2 e), f) and 8.8 a), b), the RNL signal increases by tens of

m⌦ as the magnetic field is increased away from Bapp,y= 0 mT, corresponding to an increase

of several percent. If this change is due to a magneto-resistance effect, the gate dependent

resistivity curves measured at discrete in plane fields must also differ by hundreds of ⌦ to k⌦

and will be clearly detected in the scan presented in Figure 8.3. As evident in Fig. 8.3, ⇢G vs.

VG is unaffected by the applied magnetic field, confirming the source of the measured dip in

RNL does not stem from any magnetoresistance effects.

For completeness, we present a detailed scan of the four point (4pt.) resistance vs. Bapp,y

performed on Sample C and compare it to the field dependence of non-local resistance. Fig.

8.4 a displays a large dip feature on a hydrogen doped graphene sample at T=15 K and

associated minor loop to verify the signal is due to spin scattering. On this sample, the RNL

signal at Bapp,y=0 mT is 24% of the high field value. In Fig. 8.4 b), we show the in-plane

field dependence (Bapp,y) of the 4pt resistance. The noise level of the data is 8-10 ⌦ while

4pt Resistance is 7535 ⌦ which is 0.1% of the signal and no dip feature is observed. 8.4

c) compares the relative change in resistances, �RNL/RNL (left axis) and 4pt �R/R (right

axis), normalized to the high field values. The data shows there is no field dependence in

the charge transport of hydrogen-doped graphene, therefore excluding variations in ⇢G as the

source of the measured dip in RNL.
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Fig. S1. Investigating the source of the dip measured in RNL. Gate-dependent ρG of SLG 
after hydrogen exposure measured at several discrete in-plane applied magnetic fields. The 
applied field has no effect on the charge transport behavior of the graphene device. 

Fig. S2. Test of nuclear spin effects. The non-local spin transport signal is measured for 10 
min while Bapp,y=30 mT (black). This ensures any possible nuclear spins will reach steady state. 
The field is ramped to zero, and held constant for the following 20 min (red). The observed 
response excludes hyperfine coupling to nuclear spins as the origin of the dip in RNL.  

Figure 8.3: Investigating the Source of the Dip Measured in RNL: Changes in Resistivity.
Gate-dependent ⇢G of SLG after hydrogen exposure measured at several discrete in-plane
applied magnetic fields. The applied field has no effect on the charge transport behavior of
the graphene device.
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Fig. R1. Field dependent resistivity check. a, Non-local MR (RNL) (black curve) and corresponding minor loop (red curve) for 

hydrogen doped graphene. b, 4pt Resistance of the same graphene channel as a function of the in-plane applied field (Bapp,y)). 

Noise level is ~8-10 ! for ~7.5 kOhm or ~0.1% of the signal. c, Relative change of the RNL (black) and the 4pt Resistance 
(blue).   

Figure 8.4: Comparison of Percent Change for RNL and Resistivity. a) Non-local MR (RNL)
(black curve) and corresponding minor loop (red curve) for hydrogen doped graphene sample
C at T = 15 K. b) Four point (4pt.) resistance of the same graphene channel as a function of
the in-plane applied field (Bapp,y)). Noise level is 8-10 ⌦ for 7.5 k⌦ or 0.1% of the signal.
c) Relative change of RNL (black) and the 4pt Resistance (blue).
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Fig. S1. Investigating the source of the dip measured in RNL. Gate-dependent ρG of SLG 
after hydrogen exposure measured at several discrete in-plane applied magnetic fields. The 
applied field has no effect on the charge transport behavior of the graphene device. 

Fig. S2. Test of nuclear spin effects. The non-local spin transport signal is measured for 10 
min while Bapp,y=30 mT (black). This ensures any possible nuclear spins will reach steady state. 
The field is ramped to zero, and held constant for the following 20 min (red). The observed 
response excludes hyperfine coupling to nuclear spins as the origin of the dip in RNL.  

Figure 8.5: Test of Nuclear Spin Effects. The non-local spin transport signal is measured
for 10 min while Bapp,y=30 mT (black). This ensures any possible nuclear spins will reach
steady state. The field is ramped to zero, and held constant for the following 20 min (red).
The observed response excludes hyperfine coupling to nuclear spins as the origin of the dip
in RNL.

8.4.2 Excluding Nuclear Spin Effects

We investigate the possibility that the observed dip in the non-local resistance originates

from hyperfine coupling between conduction electrons and nuclear spins. In graphene, this

scenario is unlikely due to the small abundance of intrinsic nuclear spins in carbon (>98%

of carbon is 12C, which has no nuclear spin) and a lack of contact hyperfine coupling in the

pz-orbitals that make up the conduction and valence bands. Nevertheless, investigating the

situation is necessary because the adsorption of hydrogen on graphene may alter the hyperfine

coupling. Two effects that could in principle alter the non-local resistance include hyperfine

coupling to dynamically polarized nuclear spins [368, 369] and organic magnetoresistance

(OMAR) [370, 371].

The effect of OMAR has previously been observed in carbon C60 and functionalized

carbon-based polymers [370, 371]. OMAR originates from hyperfine induced spin mixing
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between singlet and triplet states and manifests itself as a magnetic field dependent resistivity.

However, as shown in Fig. 8.3, resistivity does not change as a function of applied in-plane

magnetic field. This confirms OMAR is not responsible for the observed dip in RNL.

The effect of dynamic nuclear polarization (DNP) was demonstrated clearly by Salis et al.

[369] and Chan et al. [368] who investigated GaAs non-local spin valves at low temperatures.

Specifically, Salis et al. observed a dip in RNL at zero applied magnetic field, similar to

the dip we observe in hydrogen-doped graphene. They attributed their dip to precessional

spin dephasing caused by hyperfine coupling to dynamically polarized nuclear spins. To

determine whether such nuclear spin effects are present in hydrogen-doped graphene we

perform a series of tests.

Test 1: Nuclear spin relaxation times are typically long (⇠minutes), and therefore, slow

dynamics at this time scale are a characteristic of effects related to DNP. This is manifested

in non-local spin transport data as a “lab time” dependence [369]. In our investigation of

hydrogen-doped graphene, we do not observe a lab time dependence or a magnetic field

ramp rate dependence.

Test 2: A characteristic feature of hyperfine coupling to the nuclear spin bath through

DNP is the nuclear field’s linear dependence on the applied field [369]. Specifically, at zero

field the nuclear spin bath depolarizes slowly over time. The depolarization of the nuclear

spin bath is evident in RNL data as the gradual decrease and eventual disappearance (after a

few minutes) of the dip when the applied field is set to zero (Figure 1 of Salis et al. [369]).

We perform this test on hydrogen-doped graphene spin valves, as shown in Fig. 8.5. First, the
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magnetic field is held at -30 mT for 10 minutes to ensure any possible nuclear spin transients

reach steady state. The RNL is measured continuously during this period and exhibits a

value of ⇠0.92 ⌦. Then the magnetic field is quickly reduced to zero, coinciding with the

immediate drop of RNL to ⇠0.80 ⌦. This drop occurs because Bapp,y=0 mT is at the center

of the dip in RNL. The RNL is measured over the following 20 minutes, for which the

observed value remains unchanged at ⇠0.80 ⌦. This indicates that the magnitude of the

dip is independent of lab time. If the dip were due to hyperfine coupling to dynamically

polarized nuclear spins, then the magnitude of the dip would gradually decrease to zero (i.e.

RNL would increase back to ⇠0.92 ⌦). Because this behavior is not observed, the dip in RNL

cannot be due to DNP.

Test 3: For the case of DNP, applying a constant out-of-plane magnetic field during a

non-local spin transport measurement (in-plane field scan) results in a characteristic feature

of nuclear depolarization and repolarization as the in-plane field crosses zero (Figure 1 of

Chan et al. [368]). We perform this measurement on hydrogen-doped graphene and observe

no evidence of depolarization/repolarization features. Together, these three tests show that

the dip in RNL is not due to hyperfine coupling to dynamically polarized nuclear spins.

The above investigations of OMAR and DNP conclusively exclude the possibility of

hyperfine coupling with nuclear spins as the source of the observed dip in the non-local

spin transport.
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Fig. S3. Reversibility of effects due to hydrogen doping of SLG. a, Gate dependent 
resistivity for pristine SLG at T=15 K. Data set corresponds to sample A. b, Gate dependent 
resistivity after 8 s hydrogen exposure at T=15 K. c, Gate dependent resistivity at T=15 K, 
measured after hydrogen exposure at 15 K followed by warming to room temperature and 
subsequent cooling to 15 K. d, RNL for pristine SLG. e, RNL after 8 s hydrogen exposure. f, RNL 
after temperature cycling. g, Hanle spin precession data for pristine SLG. Blue (red) data is for 
parallel (antiparallel) magnetizations. h, Hanle spin precession data after 8 s hydrogen 
exposure. i, Hanle spin precession data after temperature cycling. All RNL and spin precession 
data are measured at VG-VD= -15 V. 

Pristine 
T = 15 K 

8 s hydrogen exposure 
T = 15 K 

After temperature cycling 
T = 15 K 

Figure 8.6: Reversibility of effects due to hydrogen doping of SLG. a) Gate dependent
resistivity for pristine SLG at T=15 K. Data set corresponds to sample A. b) Gate dependent
resistivity after 8 s hydrogen exposure at T=15 K. c) Gate dependent resistivity at T=15 K,
measured after hydrogen exposure at 15 K followed by warming to room temperature and
subsequent cooling to 15 K. d) RNL for pristine SLG. e) RNL after 8 s hydrogen exposure.
f) RNL after temperature cycling. g) Hanle spin precession data for pristine SLG. Blue (red)
data is for parallel (antiparallel) magnetizations. h) Hanle spin precession data after 8 s
hydrogen exposure. i) Hanle spin precession data after temperature cycling. All RNL and
spin precession data are measured at VG � VD=-15 V.
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8.4.3 Excluding Changes in Magnetization of the Electrodes

Here we examine the possibility that the observed behavior in RNL after hydrogen expo-

sure is caused by spurious changes to the magnetic electrodes. It is known that hydrogen

adsorption onto ferromagnetic materials can alter their magnetic properties [372, 373, 374,

375, 376]. In the present experiment, following the standard fabrication procedure for tun-

neling contacts to graphene as discussed in previous work [374], the magnetic electrodes are

capped with 5 nm Al2O3. Also, we note that in the RNL data presented in this work, the

coercive fields of the electrodes remain unchanged after hydrogen exposure.

Further it is known that the bonding energy for hydrogen adsorption on transition metals

is several eV (⇠2.6 eV for Co [376]), suggesting that H-Co chemisorption would be robust to

temperature cycling. Here we observe that the behavior in RNL and spin precession data after

the introduction of atomic hydrogen at T=15 K is reversible upon temperature cycling (Fig.

8.6). At cryogenic temperatures, exposure of SLG graphene spin valves to hydrogen dramat-

ically alters the charge and spin properties. The gate dependent resistivity increases, whereas

the magnitude of RNL decreases and exhibits a dip at low field. The observed dip is due to

an increase in the spin scattering. Also, precession measurements exhibit a narrowing of the

Hanle curve. Next, the sample is warmed to room temperature and subsequently re-cooled to

T=15 K. The spin and charge transport properties are then re-measured. We have found that

the charge transport properties of the gate dependent resistivity and mobility nearly recover

to the pristine values. For instance, for sample A, the mobility is µ=6105 cm2/Vs for pris-

tine graphene. After 8 s hydrogen exposure the mobility decreases to µ=495 cm2/Vs. After
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temperature cycling, the mobility recovers to µ=5450 cm2/Vs. The recovery indicates the

effect of hydrogen is removed through desorption, cluster formation, or a combination of the

two. After temperature cycling, the spin signal RNL contains no indication of a dip near low

field and has increased to 5.95 ⌦. Also, the spin precession data broadens and conventional

Hanle analysis (equation 8.17) yields ⌧ so=353 ps and D=0.022 m2/s. As mentioned above,

changes in the Co electrodes should persist after temperature cycling and so cannot explain

the observed behavior. Upon re-hydrogenation at cryogenic temperatures the key features

(dip in RNL, narrowed Hanle curve) return. Fig. 8.6 summarizes the changes in resistivity,

RNL, and spin precession upon temperature cycling.

To comprehensively verify that changes in magnetism of the Co electrodes is not the cause

of the observed dip, we fabricate Co wires in the same fashion as for tunnel barrier contacts

to graphene. Three 300 nm wide Co wires with equal length (L=200 µm) and 80 nm thick are

oriented at 0 �, 45 �, and 90 � with respect to an in-plane applied field. Figure 8.7 shows the

magnetoresistance plotted as �R/R (%) vs. Bapp,y for the three different orientations before

and after 20 s hydrogen exposure. We note that 20 s hydrogen exposure is significantly more

than typically needed to generate observable effects in RNL. As can be seen in Fig. 8.7,

no effect is seen in the magnetoresistance of the Co wires upon hydrogen exposure. The

switching fields and shape remain unchanged along with the anisotropy behavior. Therefore,

we rule out effects of alterations in the Co wire magnetization as a possible source for the

origin of the observed dip at zero field in RNL.
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Fig. S4. Magnetoresistance of Co wires before and after hydrogen exposure at T=10 K. 
a, ΔR/R (%) of a single Co wire measured before hydrogen exposure (red circles) for a wire 
oriented along Bapp,y (0°). The wires were fabricated using standard e-beam lithography and 
angle evaporation in the same fashion as for producing tunnel barrier electrodes on SLG. 
The observed features are due to anisotropic magnetoresistance (AMR) and reflect the 
magnetization of the Co wire. No effect is observed after 20 s of hydrogen exposure (black 
diamonds). b, ΔR/R (%) of a Co wire oriented 45° with respect to Bapp,y before hydrogen 
exposure (red circles) and after 20 s exposure (black diamonds). c, ΔR/R (%) of a Co wire 
oriented 90° with respect to Bapp,y before hydrogen exposure (red circles) and after 20 s 
exposure (black diamonds).  In all cases the wires are oriented in-plane. 
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Figure 8.7: Magnetoresistance of Co Wires Before and After Hydrogen Exposure at T=10
K. a) �R/R (%) of a single Co wire measured before hydrogen exposure (red circles) for a
wire oriented along Bapp,y (0 �). The wires were fabricated using standard e-beam lithogra-
phy and angle evaporation in the same fashion as for producing tunnel barrier electrodes on
SLG. The observed features are due to anisotropic magnetoresistance (AMR) and reflect the
magnetization of the Co wire. No effect is observed after 20 s of hydrogen exposure (black
diamonds). b) �R/R (%) of a Co wire oriented 45 � with respect to Bapp,y before hydrogen
exposure (red circles) and after 20 s exposure (black diamonds). c) �R/R (%) of a Co wire
oriented 90 � with respect to Bapp,y before hydrogen exposure (red circles) and after 20 s
exposure (black diamonds). In all cases the wires are oriented in-plane.
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Figure 8.8: Minor Loop of Hydrogen-doped Graphene and Analysis of RNL. a) A mi-
nor loop scan shows that the dip in RNL for parallel alignment (black) becomes a peak for
antiparallel alignment (red), indicating the feature is due to increased spin relaxation, as op-
posed to an artifact of the background level. b) Fitting the dip in RNL based on the model of
spin relaxation by paramagnetic moments (data in black, fit in red). c) Field dependence of
longitudinal (red) and transverse (black) spin lifetimes. (d) Hanle precession data following
8 s hydrogen exposure (red) is fit using equation 9.1 (black curve).

8.5 Effective Exchange Field Model

8.5.1 Single Spin-Moment Model

As we discuss in the following, emergence of the dip following hydrogen adsorption iden-

tifies magnetic moment formation in graphene. The dip in RNL is a characteristic feature

of spin relaxation from exchange coupling with localized magnetic moments, and can be

illustrated from a simple textbook example of two coupled spins in a magnetic field. The
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Hamiltonian is given by H = Aex
~Se · ~SM + geµB

~Se · ~Bapp + gMµB
~SM · ~Bapp, where ~Se

is the conduction electron spin, ~SM is the spin of the magnetic moment, ge and gM are the

respective g-factors, and Aex is the exchange coupling strength [377, 378]. Due to the pres-

ence of the exchange coupling, the individual spins are not conserved; only the total spin

~Stot =

~Se +
~SM is conserved. For the case where both ~Se and ~SM are spin-12 , the quan-

tum mechanical eigenstates in zero magnetic field are the well-known singlet (Stot = 0) and

triplet (Stot = 1) spin states [379]. At higher magnetic fields the Zeeman terms dominate

and the two spins decouple so that the magnitudes and z-components of ~Se and ~SM become

good quantum numbers, similar to the Paschen-Back effect [379]. Thus, the dip in RNL is

qualitatively explained by the non-conservation of ~Se at low fields due to the presence of

exchange coupling with magnetic moments.

8.5.2 Interaction of an Electron Spin With Many Induced Moments

To quantitatively model the experiment, we consider electron spins ~Se moving in an ef-

fective magnetic field of randomly positioned local magnetic moments ~SM of filling density

⌘M . Each electron feels the average spin interaction

He = ⌘MAex
~Se · h~SMi + geµB

~Se · ~Bapp

= geµB
~Se · ( ~Bex +

~Bapp) (8.2)
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and

~Bex = ⌘MAexh~SMi/geµB (8.3)

where ~Bex is the effective exchange magnetic field, ge is the electron g-factor, µB is the

Bohr magneton, and Aex is the strength of the exchange coupling between ~Se and ~SM . The

averaging h...i is over the ensemble of magnetic moments. The effective exchange field ~Bex

contributes to the Larmor frequency and enhances the electron g-factor.

As the spins diffuse through the lattice they experience varying magnetic moments which

results in varying Larmor frequencies. In the local frame associated with the electrons this

can be described by a time-dependent, randomly fluctuating magnetic field,

~Bex(t)= ~Bex+�

~Bex(t) with the rms value given by the time average

(�Brms
ex )

2
↵=h[�Bex,↵(t)]

2it (8.4)

(�Brms
ex )

2
=(�Brms

ex )

2
x + (�Brms

ex )

2
y + (�Brms

ex )

2
z (8.5)

where ↵ is an xyz component index. The time scale of the fluctuation is given by a correlation

time ⌧c defined by

h� ~Bex(t) · � ~Bex(t�t0)it / exp(�t0/⌧c) (8.6)

Spin relaxation resulting from a randomly fluctuating magnetic field has been solved

in the review article by J. Fabian [20, Section IV.B.2] and is mathematically analogous to
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the D’yakanov-Perel model [92]. For the non-local spin signal geometry, the injected spin

polarization and the applied magnetic field lie along the same axis (y-axis) and the spin

relaxation rate is given by longitudinal spin relaxation equation IV.36 of [20] The equation

is rewritten using !↵ = geµB�Bex,↵/h̄ and !0 = geµBBtotal/h̄= geµB(Bapp,y + Bex,y/h̄) to

yield,

1

⌧ ex1
=

(�B)

2

⌧c

1

(Bapp,y +Bex,y)
2
+

⇣
h̄

g
e

µ
B

⌧
c

⌘2 (8.7)

where (�B)

2
=(�Bex)

2
z+(�Bex)

2
z. In other words, precession around randomly fluctuating

exchange fields along the x- and z-axes induce spin relaxation. Equation (8.7) also shows

that the spin relaxation is suppressed by a large applied magnetic field. Intuitively, this occurs

because the precession axis is defined by the large applied field (along y-axis) and fluctuating

fields along the x- and z-axes have very little ability to tilt the precession axis. This peak in

spin relaxation at low magnetic fields produces the observed dip in RNL.

The presence of the average exchange field Bex,y in equation (8.7) shows that the spin re-

laxation is maximized when the Bapp,y+Bex,y=0, or Bapp,y=�Bex,y. Because Bex,y, is pro-

portional to the magnetization, paramagnetic moments will generate a dip in RNL centered at

zero applied field while ferromagnetic ordering will generate a hysteretic dip centered away

from zero applied field. The observed dip (Figs. 8.2 e), f) and 8.4) is centered at zero applied

field and is not hysteretic, signifying the observed magnetic moments are paramagnetic.
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For paramagnetic moments, Bex,y takes the form of the Brillouin function (BJ ) and is

given by

Bex,y = ⌘MAexhSM,yi/geµB = ⌘MAexJBJ(⇠)/geµB (8.8)

BJ(⇠) =
2J + 1

2J
coth

✓
2J + 1

2J
⇠

◆
� 1

2J
coth

✓
1

2J
⇠

◆
(8.9)

where J is the total angular momentum quantum number of the magnetic moment, ⇠ =

Jg
e

µ
B

k
B

T Bapp,y, kB is Boltzmanns constant, and T is temperature. For our experiments at T=15

K, this reduces to ⇠=JgeBapp,y/(22.32 Tesla). Thus, for the values of Bapp,y in our experi-

ments ⇠ ⌧ 1 so that BJ⇡(J + 1)⇠/3J to yield

Bex,y =
⌘MAexJ(J + 1)

3µB

✓
Bapp,y

22.32 Tesla

◆
(8.10)

Thus, the total field can be written as

Btotal = Bapp,y +Bex,y

= Bapp,y +
⌘MAexJ(J + 1)

3µB

✓
Bapp,y

22.32 Tesla

◆

=

✓
1 +

⌘MAexJ(J + 1)

3µB(22.32 Tesla)

◆
Bapp,y =

g⇤e
ge
Bapp,y (8.11)
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where the g⇤e is the enhanced g-factor due to the presence of the exchange field. Substituting

this into equation (8.7) yields the expression for spin relaxation from paramagnetic moments

in the linear regime,

1

⌧ ex1
=

(�B)

2

⌧c

1

⇣
g⇤
e

g
e

Bapp,y

⌘2
+

⇣
h̄

g
e

µ
B

⌧
c

⌘2 =

(�B)2

⌧
c

⇣
g
e

g⇤
e

⌘2

(Bapp,y)
2
+

⇣
h̄

g⇤
e

µ
B

⌧
c

⌘2 (8.12)

Thus, the longitudinal spin relaxation rate is a Lorentzian with a peak at zero applied field.

For the Hanle geometry, the injected spin polarization is along the y-axis and the applied

magnetic field is along the z-axis. In this case the spin relaxation rate is given by transverse

spin relaxation equation IV.38 in [20] The equation is rewritten using !↵ = geµB�Bex,↵/h̄

(for ↵=x, y, z) and !0 = geµBBtotal/h̄ = geµB(Bapp,z +Bex,z)/h̄ to yield

1

⌧ ex2
=

1

2

2

64
(�B)

2

⌧c

⇣
h̄

g
e

µ
B

⌧
c

⌘2

3

75+

1

2

2

64
(�B)

2

⌧c

1

(Bapp,z +Bex,z)
2
+

⇣
h̄

g
e

µ
B

⌧
c

⌘2

3

75 (8.13)

where the fluctuating field is assumed to be isotropic: (�Bex)
2
x = (�Bex)

2
y = (�Bex)

2
z. For

paramagnetic moments, this becomes

1

⌧ ex2
=

1

2

2

64
(�B)2

⌧
c

⇣
g
e

g⇤
e

⌘2

⇣
h̄

g⇤
e

µ
B
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c
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3

75+
1

2

2

64
(�B)2
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c
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g
e
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e
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2
+

⇣
h̄
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e

µ
B

⌧
c

⌘2

3

75 (8.14)
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8.6 Application of the Exchange Field Model to Experimen-

tal RNL and Hanle Data

In Brief

To quantitatively analyze the experimental data, we must consider that a conduction elec-

tron will interact with many localized magnetic moments. Thus, the terms in the Hamiltonian

involving the conduction electron are given by He = ⌘MAex
~Se · h~SMi + geµB

~Se · ~Bapp =

geµB
~Se ·

⇣
~Bex +

~Bapp

⌘
where ⌘M is the filling density of magnetic moments. The aver-

aging h· · · i is over the ensemble of magnetic moments and the effective field generated by

the exchange interaction is ~Bex =

⌘
M

A
ex

h~S
M

i
g
e

µ
B

. As the spins diffuse through the lattice they

experience varying magnetic moments which results in varying Larmor frequencies. In the

local frame associated with the electrons this can be described by a time-dependent, ran-

domly fluctuating magnetic field, ~Bex(t) = ~Bex +�

~Bex(t). For the RNL measurements, the

longitudinal spin relaxation due to a fluctuating field is given by [20],

1

⌧ ex1
=

(�B)

2

⌧c

1

�
Bapp,y +Bex,y

�2
+

⇣
h̄

g
e

µ
B

⌧
c

⌘2 (8.15)

where �B is the rms fluctuation and ⌧c is the correlation time.

The spin relaxation rate due to the exchange field is described by a Lorentzian curve

which depends explicitly on the applied field, Bapp,y, resulting in strong spin relaxation at

low fields and suppressed spin relaxation at high fields. Due to the presence of Bex,y in
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equation 8.15, ferromagnetic ordering will produce a dip in RNL that is centered away from

zero and is hysteretic, while paramagnetic ordering will produce a non-hysteretic dip centered

at zero field. Thus, the magnetic moments measured in these experiments are paramagnetic.

The total longitudinal spin lifetime, T total
1 , of conduction electrons is dependent on both the

usual spin relaxation due to spin orbit coupling (⌧so) and longitudinal spin relaxation from

the exchange field (⌧ ex1 ), such that
�
T total
1

��1
= (⌧ ex1 )

�1
+ (⌧ so)�1. We apply the above

model to the non-local spin transport data presented in Fig. 8.2 f) (sample A) and fit using

equation (8.1), � =

p
DT total

1 , and equation (8.15). The resulting fit (red line in Fig. 8.8 b))

replicates the shape and magnitude of the dip measured in RNL (black line in Fig. 8.8 b)). The

field dependent T total
1 (Fig. 8.8 c)), exhibits a minimum of 464 ps at zero field and increases

asymptotically towards ⌧so = 531 ps for large Bapp,y. The values obtained for �B and ⌧c

are 6.78 mT and 192 ps, respectively. The field-dependent spin relaxation following atomic

hydrogen exposure, which emerges as a dip in RNL, is a clear signature of paramagnetic

moment formation.

Spin precession measurements provide further evidence for the presence of magnetic

moments. Figure 8.8 d) shows spin precession data for sample A (8 s exposure, VG � VD =

-15 V) with FM electrodes in the parallel alignment state. The Hanle curve has considerably

narrowed compared to the precession measurements obtained prior to hydrogen adsorption

(Fig. 8.2 d)). The sharpening of the Hanle curve results from the presence of an exchange

field. The injected spins precess around a total field Btot = Bapp,z + Bex,z (along z-axis)

that includes not only the applied field, but also the exchange field from the paramagnetic
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moments. At 15 K and Bapp,z < 100 mT, the magnetization is proportional to the applied

field so that Bex,z = kBapp,z, where k is a proportionality constant. Thus, the spins precess

about Btot with frequency ! = geµBBtot/h̄ = ge(1 + k)µBBapp,z/h̄ = g⇤eµBBapp,z/h̄. To

properly account for the enhanced g-factor induced by the magnetic moments, the Hanle

equation must be modified to

RNL = S

Z 1

0

e�L2/4Dt

p
4⇡Dt

cos

✓
g⇤eµBBapp,zt

h̄

◆
e�t/T total

2 dt (8.16)

where T total
2 is the transverse spin lifetime. As shown in Fig. 8.8 c), the T total

2 is related to,

but different from T total
1 . Using the field dependent T total

2 , the precession data (red circles

of Fig. 8.8 d)) is fit to equation 9.1 (black line) to yield a value of g⇤e = 7.13. Physically,

g⇤e > 2 corresponds to an enhanced spin precession frequency resulting from the exchange

field. The dramatic narrowing of the Hanle peak combined with the emergence of a dip in

RNL provides the most direct evidence to date for the formation of magnetic moments in

graphene due to the adsorption of atomic hydrogen.

In Detail

The spin relaxation, diffusion coefficient, and interfacial spin polarization of the pristine

sample are determined though analysis of RNL and spin precession measurements. Fitting of
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spin precession data to the Hanle equation

RNL=S

1Z

0

e�L2/4Dt

p
4⇡Dt

cos

⇣geµB

h̄
Bapp,zt

⌘
e�t/⌧sodt (8.17)

provides values of spin lifetime (⌧ so), diffusion coefficient (D), Hanle amplitude (S), and

spin diffusion length (�=
p
D ⌧ so). For pristine graphene, the electron g-factor, ge, is as-

sumed to be 2. It should be noted that in the case of pristine graphene, the longitudinal spin

relaxation (⌧ so1 ) and transverse spin relaxation (⌧ so2 ) due to spin orbit coupling are equivalent

(⌧ so1 =⌧ so2 =⌧ so) [32]. Data measured on sample A (Fig. 8.2 d)), yields ⌧ so=479 ps, D=0.023

m2/s and �=3.3 µm for the channel length, L=5.25 µm. The corresponding RNL data is fit

with the non-local resistance equation (eq. 8.1) [31],

R
(P/AP )
NL =±2RGe
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1 � P 2
F
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�e

�2L
�

#�1

(8.18)

to obtain the interfacial spin polarization, PJ , for the graphene device.

In the above equation, RG is the graphene spin resistance defined by, RG=⇢G�/w, where

⇢G is the resistivity and w is the graphene width. R1,2 denotes the contact resistances of

injector and detector electrodes, PF is the ferromagnetic electrode spin polarization (assumed

to be 0.35 for cobalt), and RF =⇢F
�
F

l
j

w
is the spin resistance of the ferromagnet, where ⇢F =

5.8 ⇥ 10

�8
⌦m is the resistivity of cobalt, lj=50 nm is the effective spin injector contact

length of the ferromagnetic electrode and is determined by the fabrication procedures (see

[25, 34] for details), and lastly, �F is the spin diffusion length of the ferromagnet, taken to
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be 38 nm in cobalt. The measured �RNL=8.8 ⌦ for Sample A (Fig. 8.2 c)) corresponds to

a PJ=0.20 for parameters �=3.3 µm, ⇢G=898 ⌦, w=2.3 µm, R1=15.76 k⌦, and R2=4.00 k⌦.

The contact resistances are measured in a three terminal geometry [71] and are found to be

unaffected by hydrogen exposure. The measured value of 20% interfacial spin polarization

is comparable to previously reported values for efficient spin injection into SLG through

tunneling contacts [71]. PJ is assumed to remain constant throughout hydrogen exposure,

a reasonable assumption since the graphene at the site of spin injection is protected by the

electrode, the hydrogen does not alter the cobalt (see section 8.4.3), and contact resistances

remain unchanged.

As discussed above, exposure to atomic hydrogen results in the formation of magnetic

moments, detected as a dip in RNL. Additionally, a sharpened Hanle curve signifies enhanced

precession of injected spins due to the presence of an exchange field caused by the moments.

The exchange field is not accounted for in the standard Hanle equation (8.17), preventing

direct determination of ⌧ so and D through Hanle fitting. Instead, the Einstein relation

D =

�

e2⌫
(8.19)

is employed to obtain D for hydrogen-doped samples, where ⌫ denotes the density of states

and e is the electron charge. Assuming ⌫ is unchanged by exposure to hydrogen, which is

reasonable in the dilute limit, the diffusion coefficient of hydrogen-doped samples Dhyd is de-

termined from the pristine diffusion coefficient Dpristine and the conductivities of hydrogen-
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doped (�hyd) and pristine (�pristine) graphene.

Dhyd

Dpristine

=

⇣�hyd

e2⌫

⌘
/
⇣�pristine

e2⌫

⌘
=

�hyd

�pristine

(8.20)

The change in conductivity from 1.113 mS to 0.143 mS following hydrogen exposure results

in Dhyd=0.0029 m2/s.

The longitudinal spin lifetime is evaluated by examining RNL for the hydrogen-doped

sample. As shown in equation (8.12) the spin relaxation rate arising from the presence of

magnetic moments is described by a Lorentzian centered at Bapp,y=0, and can be fit using the

general form

1

⌧ ex1
= �

�2

(Bapp,y)
2
+ �2

(8.21)

The total longitudinal spin lifetime, T total
1 , depends on both ⌧ ex1 and ⌧ so through the relation

1

T total
1

=

1

⌧ so
+

1

⌧ ex1
(8.22)

subsequently affecting the spin diffusion length �

� =

q
DT total

1 =

s

D

✓
1

⌧ so
+

1

⌧ ex1

◆�1

=

s

D

✓
1

⌧ so
+ �

�2

(Bapp,y)
2
+ �2

◆�1

. (8.23)

The field dependent � directly translates to a field dependence in the non-local resistance

causing the experimentally observed dip in RNL at zero applied field. Values for ⌧ so, �,
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and � are determined by fitting the measured RNL data to the non-local resistance equation

(8.18), where � is field dependent and defined by equation (8.23). The best fit to sample

A is obtained by ⌧ so=531 ps, �=2.73⇥10

8 s�1, and �=8.32 mT and is displayed as the red

curve in Fig. 8.8 b), using, RF=0.019 ⌦, ⇢G=6.99 k⌦ R1=15.76 k⌦, R2=4.00 k⌦, PJ=0.20,

PF=0.35, and L=5.25 µm. The field dependent values of T total
1 are displayed as the red curve

in Fig. 8.8 c). Clearly, this model explains the data well and may also be relevant for dip

features observed recently in metallic lateral spin valves [380].

Following the determination of ⌧ so, �, and �, the spin precession data for the hydrogen-

doped sample is analyzed in order to obtain values for g⇤e . The standard Hanle equation

(8.17) must be modified to account for precession induced by both the applied field and

the exchange field (Bex,z) produced by magnetic moments as well as the field dependent

transverse spin lifetime T total
2 , where 1

T total

2
=

1
⌧so

+

1
⌧ex2

. For the Hanle geometry, the spin

relaxation rate from the magnetic moments is given by equation (8.14). Thus, in terms of the

Lorentzian parameters � and �, the total spin relaxation rate is,

1

T total
2

=

1

⌧ so
+

�

2

✓
1 +

�2

(Bapp,z)
2
+ �2

◆
(8.24)

For comparison, Fig. 8.8 c) displays the total longitudinal spin lifetime T total
1 (red curve) and

total transverse spin lifetime T total
2 (black curve) for hydrogen-doped graphene sample A.
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The modified Hanle equation is dependent on T total
2 and takes the form

RNL=S
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dt (8.25)

For paramagnetic moments, Bex,z is described by the Brillouin function. Additionally,

JB
app,z

(22.32Tesla) ⌧ 1, so that Bex,z can be represented by the low field approximation
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⌘MAexJ(J + 1)

3µB (22.32 Tesla)
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resulting in,
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⇥ cos


geµB

h̄

✓
Bapp,z+

⌘MAexJ(J+1)

3µB

✓
Bapp,z

22.32 Tesla

◆◆
t

�
dt

which simplifies to,
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with,

g⇤e = ge


1 +

⌘MAexJ(J + 1)

3µB(22.32 Tesla)

�
(8.29)
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Fitting of precession data to equation (8.28) yields values for Hanle amplitude (S) and g⇤e . In

the fit, fixed parameters are: �=2.73⇥108 s�1 and �=8.32 mT, as determined by analysis of

non-local resistance, D=0.0029 m2/s from the Einstein relation, and L=5.25 µm. The best fit

of Hanle data (presented in Fig. 8.8 d)) results in a g⇤e value of 7.13. We take a reasonable

value for the exchange coupling of Aex ⇠ 1 eV and the paramagnetic spin of J = 1/2

expected for the unpaired electrons due to hydrogen adatoms on graphene. Using the value

g⇤e=7.13, we can independently estimate the fractional filling density of hydrogen induced

magnetic moments to be ⌘M ⇠ 1 % using equation (8.29). This is in reasonable agreement

with the order of magnitude estimate of 0.1% determined from the resistivity for 8 s hydrogen

exposure to sample A.

The correlation time (⌧c) and the rms fluctuations in exchange field (�B) are determined

by comparing equations (8.12) and (8.21) to give

⌧c =
h̄

g⇤eµB

1

�
(8.30)

(�B)

2
= �

✓
g⇤e
ge

◆
h̄�

geµB

. (8.31)

Using g⇤e=7.13 from the Hanle fit and �=2.73⇥108 s�1 and �=8.32 mT from the non-local fit,

we obtain values of ⌧c=192 ps and (�B)

2=4.59⇥10�5 T2 (or �B =

p
(�Bex,x)

2
+ (�Bex,z)

2

= 6.78 mT).
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T = 15 K 
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Fig. S5. The effect of lattice vacancies on charge and spin transport in SLG at 15 K. a, 
Non-local spin transport data in pristine graphene with ΔRNL=38.9 Ω. Hanle precession data 
(inset) yields values of τso= 859 ps and D=0.023 m2/s. b, Gate dependent ρG for pristine 
graphene (black) and following lattice vacancy formation via Ar-sputtering (red). c, Non-local 
spin transport data in SLG containing vacancies. After Ar-sputtering, ΔRNL is decreased to 8.2 
Ω and exhibits a dip at zero applied field. The minor loop (green) confirms the observed dip is 
a spin dependent effect, caused by paramagnetic moment formation. The best fit to the Hanle 
precession data (inset) yields ge*=5.86. d, The field dependent T2total used to fit the Hanle data 
in (c). 

Figure 8.9: The Effect of Lattice Vacancies on Charge and Spin Transport in SLG at 15
K. a) Non-local spin transport data in pristine graphene with �RNL=38.9 ⌦. Hanle preces-
sion data (inset) yields values of ⌧ so= 859 ps and D=0.023 m2/s. b) Gate dependent ⇢G for
pristine graphene (black) and following lattice vacancy formation via Ar-sputtering (red). c)
Non-local spin transport data in SLG containing vacancies. After Ar-sputtering, �RNL is
decreased to 8.2 ⌦ and exhibits a dip at zero applied field. The minor loop (green) confirms
the observed dip is a spin dependent effect, caused by paramagnetic moment formation. The
best fit to the Hanle precession data (inset) yields g⇤e=5.86. d) The field dependent T total

2 used
to fit the Hanle data in c).

8.7 Magnetic Moments Generated by Lattice Vacancies

We investigate the effect of lattice vacancy defects in graphene. Several theoretical works

suggest the similarity of magnetism due to vacancies and hydrogen-doping [315, 364], as

both should create magnetic moments in graphene due to the removal/hybridization of pz-

orbitals. It is therefore reasonable to expect that similar effects will be observable in graphene

spin transport following the introduction of lattice vacancies. To induce vacancies on pristine

SLG spin valves, in-situ Ar-sputtering is performed at a sample temperature of 15 K. Argon

partial pressures of 1⇥10�6 torr and energies between 100 eV and 500 eV combined with
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short sputtering times (several seconds) produce dilute lattice vacancies. Prior to exposure

to Ar-sputtering, the SLG device exhibits a �RNL of 38.9 ⌦ at VG � VD=20 V and displays

no dip in non-local resistance at zero applied field (Fig. 8.9 a)). Fitting of the corresponding

precession data (inset of Fig. 8.9 a)) results in values of ⌧ so=859 ps and D=0.023 m2/s for the

pristine SLG device. The black (red) curve presented in Fig. 8.9 b) displays ⇢G before (after)

sputtering. After the introduction of vacancies, the resistivity is substantially increased and

the mobility is reduced from 4945 cm2/Vs to 949 cm2/Vs. Ar-sputtering results in a large

decrease in the magnitude of �RNL as well as the emergence of a dip in RNL at zero applied

field (Fig. 8.9 c)). The minor loop, shown in green, indicates the observed dip is due to a

decrease in the spin signal at low fields, signifying the formation of paramagnetic moments.

The Hanle data (Fig. 8.9 c) inset) narrows following Ar-sputtering. The Hanle data combined

with fitting the dip in RNL yields values of g⇤e=5.86, �B=13.9 mT, ⌧c=64.1 ps, and the field

dependent T total
2 shown in Fig. 8.9 d). Given the very different chemical and structural

properties of lattice vacancies compared to adsorbed hydrogen, the observation of similar

features in the spin transport data provide strong evidence that the magnetic moments are

created by the removal of pz orbitals from the ⇡-band, as predicted theoretically.

8.8 Properties of the Exchange Field

In this section, we discuss properties of the exchange field stemming from the formation of

magnetic moments with the introduction of hydrogen. Specifically, we examine the relation
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between the exchange field and narrowing of the Hanle curve, and we investigate the gate

dependence and accuracy of g⇤e .

8.8.1 Exchange Field and Narrowing of the Hanle Curve

Conventional Hanle analysis, as described at the beginning of section 8.6, consists of fit-

ting spin precession data to the Hanle equation (8.17), yielding values for the spin lifetime

(⌧ so), the diffusion coefficient (D), and the amplitude (S). This relies on the assumption,

g⇤e=2, and the absence of an exchange field. In conventional Hanle analysis, a narrowing of

the Hanle curve is typically associated with an increase of the spin lifetime. Therefore, a

valid question is whether the observed narrowing in the spin precession data after hydrogen

doping is due to an enhanced spin lifetime instead of the emergence of an exchange field.

Comprehensive analysis comprising the full data set (conductivity, non-local spin resistance

(RNL), and Hanle spin precession) provides compelling evidence that the narrowing of the

Hanle curve is due primarily to an exchange field as opposed to enhanced spin lifetime. First,

an increase in the spin lifetime cannot explain the observed dip in RNL, while a fluctuating

exchange field explains the dip and lineshape very well (see sections 8.5.2 and 8.6). Sec-

ond, conventional Hanle analysis (g⇤e=2) of the hydrogen-doped sample A yields values for

the diffusion coefficient that are inconsistent with the values obtained from the conductivity

(differ by a factor of ⇠6) and values for spin lifetime T total
2 that are inconsistent with the

values obtained from the non-local spin resistance (differ by factor of 5-60). These inconsis-

tencies can be resolved if an exchange field is present (g⇤e > 2). Key features of the full data
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Pristine 

8 s Hydrogen 

a 

b 

Fig. S6. Conductivity and calculated diffusion coefficient for pristine and hydrogen-doped 
SLG at 15 K. a, Gate dependent conductivity for pristine graphene (black curve) plotted on the 
left axis and the calculated diffusion coefficient, DC (red curve), plotted on the right axis. b, 
Gate dependent conductivity for 8 s hydrogen exposure of SLG (black curve) plotted on the left 
axis and DC (red curve) plotted on the right axis. 

Figure 8.10: Conductivity and Calculated Diffusion Coefficient for Pristine and Hydrogen-
doped SLG at 15 K. a) Gate dependent conductivity for pristine graphene (black curve) plot-
ted on the left axis and the calculated diffusion coefficient, DC (red curve), plotted on the
right axis. b) Gate dependent conductivity for 8 s hydrogen exposure of SLG (black curve)
plotted on the left axis and DC (red curve) plotted on the right axis.

set emerge only after hydrogen doping and are best explained with a single effect, providing

strong evidence for the presence of exchange fields.

In the following, we provide a detailed analysis of the discussion outlined above. First,

we investigate the Hanle spin lifetime, T total
2 =⌧ so, without any consideration of an exchange

field (i.e. g⇤e=2). Fig 8.11 a) and 8.11 c) show the gate dependence of Hanle lifetimes obtained

from fitting spin precession data using Hanle equation (8.17) for pristine and 8 s hydrogen

exposure to sample A, respectively. As can be seen in Fig. 8.11 c), when the Hanle fit

parameters D and T2 are allowed to vary, best-fit values yield long spin lifetimes. Values of
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Fig. S7. Conventional Hanle fitting assuming ge*=2 (no exchange field). a, Gate 
dependence of the Hanle spin lifetime for pristine SLG obtained by the Hanle equation. b, Gate 
dependence of the diffusion coefficients DS (black open squares), obtained from the Hanle 
equation and the calculated diffusion coefficient, DC (red curve), obtained by calculation from 
the conductivity and the broadened DOS for pristine SLG. c, Gate dependence of the Hanle 
spin lifetime for 8 s hydrogen exposure obtained by the conventional Hanle method. d, Gate 
dependence of the diffusion coefficients DS (black open squares), obtained from the Hanle 
equation, and DC (red curve) for 8 s hydrogen-doped SLG. e, Relative difference between DS 
and DC for pristine (purple solid squares) and 8 s hydrogen-doped (light blue solid squares) 
graphene. 

DS 

DC 

DS 

DC 

Figure 8.11: Conventional Hanle Fitting Assuming g⇤e=2 (No Exchange Field). a) Gate de-
pendence of the Hanle spin lifetime for pristine SLG obtained by the Hanle equation. b) Gate
dependence of the diffusion coefficients DS (black open squares), obtained from the Hanle
equation and the calculated diffusion coefficient, DC (red curve), obtained by calculation
from the conductivity and the broadened DOS for pristine SLG. c) Gate dependence of the
Hanle spin lifetime for 8 s hydrogen exposure obtained by the conventional Hanle method.
d) Gate dependence of the diffusion coefficients DS (black open squares), obtained from the
Hanle equation, and DC (red curve) for 8 s hydrogen-doped SLG. e) Relative difference be-
tween DS and DC for pristine (purple solid squares) and 8 s hydrogen-doped (light blue solid
squares) graphene.

D from the Hanle fit are denoted as DS and are displayed (black open squares) in Fig. 8.11

b) and 8.11 d) for pristine and 8 s hydrogen-doped SLG.
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Alternatively, one can use the gate-dependent conductivity to determine D via the Ein-

stein relation (8.19),

D =

�

e2⌫

where � is the experimentally measured conductivity, e is the electron charge, and ⌫ is the

broadened density of states (DOS). This value of diffusion coefficient is denoted as DC .

Spatial fluctuations of the Fermi level due to inhomogeneities in the SiO2/Si substrate lead to

broadening of the DOS. For Gaussian broadening [70], the DOS is

⌫(E) =

gvgs2⇡

h2v2F


2bp
2⇡

e�
E

2

2b2
+ E erf

✓
E

b
p
2

◆�
(8.32)

where gv is the valley g-factor, gs is the electron spin g-factor, h is Plancks constant, vF=1⇥106

m/s is the Fermi velocity, and b is the Gaussian broadening parameter. In Figure 8.10 a) and

8.10 b) we show the conductivity (black curve) for both pristine and 8 s hydrogen exposure,

respectively. These conductivity curves correspond with the resistance data of sample A as

shown in Fig. 8.2 b). We find reasonable agreement for b=100 meV and use this throughout

the remainder of this section for DC . On the right axis of Figures 8.10 a) and 8.10 b) we plot

the calculated diffusion coefficient (red curve) (b=100 meV) for pristine and 8 s hydrogen,

respectively. We have found that a broadening parameter between 75 and 125 meV, which

is reasonable for graphene on SiO2/Si substrate [70, 154], gives generally similar results for

the present discussion.
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We next examine the difference between these two methods for determining the diffusion

coefficient. Figure 8.11 b) and 8.11 d) plots DS (black open squares) and DC (red curve) for

the pristine sample and the hydrogen-doped sample as a function of gate voltage, respectively.

Interestingly, DS is much smaller than DC for the hydrogen-doped sample, particularly when

compared to the pristine sample. To quantify this, we plot the relative difference (DC �

DS)/DS in Figure 8.11 e) and find it to be as large as ⇠6 for the hydrogen-doped sample. On

the other hand, the relative difference is less than ⇠1 for the pristine sample. Therefore, for

the hydrogen-doped sample, the values of D determined from the conventional Hanle method

(DS) and the charge transport measurement (DC) are inconsistent. There are two possible

explanations for the appearance of a large discrepancy in DS and DC upon hydrogen doping.

First, a system with an exchange field and increased effective g-factor yields a very low value

of DS when fit using conventional Hanle with g⇤e=2. Alternatively, it is well known that DS

and DC can differ drastically if there are significant electron-electron interactions present in

the system [381]. As discussed below, we find that the presence of an exchange field also

resolves other inconsistencies generated by conventional Hanle fitting.

We now consider values of spin lifetime determined by the in-plane RNL data and com-

pare it to values determined from conventional Hanle fitting assuming no exchange field.

Following the same procedure outlined in section 8.6 from equation (8.18) to (8.23), we

obtain values of ⌧ so based on best fits to the high field data of RNL. The method utilized in

section 8.6 takes the diffusion coefficient, DS , from the conventional Hanle fitting of the pris-

tine sample, then scales it based on the Einstein relation according to equation (8.20). In this
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section, we denote this value as DSS . The resulting spin lifetime values from RNL are plot-

ted in Figure 8.11 b) as a function of gate voltage and labeled “DSS”. Alternatively, best-fit

values for the gate dependence of spin lifetime using the calculated diffusion coefficient, DC ,

given by equations (8.19) and (8.32), are plotted in Figure 8.12 b) (blue open diamonds) and

labeled “DC”. The light blue shaded region in the range of 300-600 picoseconds represents

the values of spin lifetime consistent with the non-local resistance data and is labeled “RNL”.

We compare this with the spin lifetimes determined by conventional Hanle fitting. The spin

lifetime from the conventional Hanle fitting for 8 s hydrogen exposure displayed in Figure

8.11 c) is re-plotted in Figure 8.12 b) and labeled “DS” (black open squares). Alternative

values for spin lifetime are obtained by performing the Hanle fit with the diffusion coeffi-

cient as a fixed parameter given by DC (and g⇤e=2). The resulting spin lifetime as a function

of gate voltage is plotted in Figure 8.12 b) and labeled “DC” (black open diamonds). The

grey shaded region between 3 and 33 nanoseconds represents the values of spin lifetime con-

sistent with the Hanle data assuming g⇤e=2 and is labeled “Conventional Hanle”. Based on

Figure 8.12 b), the spin lifetime determined by conventional Hanle analysis (with g⇤e=2) is

inconsistent with the spin lifetimes determined by non-local resistance.

To summarize, with the introduction of atomic hydrogen (or lattice vacancies) to SLG,

conventional Hanle fitting with the assumption of g⇤e=2 yields two inconsistencies: (i) values

of DS that are improbably low when compared to DC and (ii) values of spin lifetime that

are too large compared to values obtained from the non-local resistance. Notably, both of

these inconsistencies can be alleviated if g⇤e > 2. This can be understood by considering the
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Fig. S8. Comparison of the spin lifetimes. a, Gate dependence of the diffusion coefficients 
DS (black open squares), DC (red curve), and DSS (blue solid circles) for 8 s hydrogen-doped 
graphene. b, Gate dependence of spin lifetimes for graphene after hydrogen exposure.  Grey 
shaded region represents spin lifetimes by conventional Hanle fitting with DC (black open 
diamonds) and DS (black open squares) without taking the possibility of magnetic moments 
into account (ge*=2).  A maximum T2 of 33 ns is obtained at the charge neutrality point (VG= 
-1 V) for DC=0.0032 m2/s. Blue shaded region represents spin lifetimes consistent with the in-
plane RNL data. Best fits solutions for τso using DC (blue open diamonds) and DSS (blue solid 
circles) according to the procedure outlined in supplemental section 6. 
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Figure 8.12: Comparison of the Spin Lifetimes. a) Gate dependence of the diffusion co-
efficients DS (black open squares), DC (red curve), and DSS (blue solid circles) for 8 s
hydrogen-doped graphene. b) Gate dependence of spin lifetimes for graphene after hydrogen
exposure. Grey shaded region represents spin lifetimes by conventional Hanle fitting with
DC (black open diamonds) and DS (black open squares) without taking the possibility of
magnetic moments into account (g⇤e=2). A maximum T2 of 33 ns is obtained at the charge
neutrality point (VG= -1 V) for DC=0.0032 m2/s. Blue shaded region represents spin life-
times consistent with the in- plane RNL data. Best fits solutions for ⌧ so using DC (blue open
diamonds) and DSS (blue solid circles) according to the procedure outlined in section 8.6.

symmetries of the Hanle equation (8.33),

RNL=S

1Z

0

e�L2/4D
S

t

p
4⇡DSt

cos

✓
g⇤eµB
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◆
e�t/T2dt. (8.33)

This equation is invariant under the transformation g⇤e ! c g⇤e , T2 ! T2/c, DS ! cDS ,

S ! c S, where c is a constant. For a given parameter set (g⇤e , T2, DS, S), the transformed
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Fig. S9. Gate dependence of the enhanced precession due to the exchange field. 
a, Hanle precession data at the charge neutrality point (VG = -1 V) for 8 s hydrogen 
exposure at T=15 K. A sharp increase in the observed precession due to the 
exchange field is seen at the charge neutrality point. Best fit to the Hanle equation 
(red curve) taking into account the Lorentzian shape of the spin lifetime and the 
scaled diffusion coefficient, DSS, yields an effective g-factor, ge*=19.2. b, Gate 
dependence of ge* for both DC (blue open diamonds) and DSS (blue solid circles).  

DSS 

DC 

Figure 8.13: Gate Dependence of the Enhanced Precession due to the Exchange Field. a)
Hanle precession data at the charge neutrality point (VG=-1 V) for 8 s hydrogen exposure
at T=15 K. A sharp increase in the observed precession due to the exchange field is seen at
the charge neutrality point. Best fit to the Hanle equation (red curve) taking into account
the Lorentzian shape of the spin lifetime and the scaled diffusion coefficient, DSS , yields an
effective g-factor, g⇤e=19.2. b) Gate dependence of g⇤e for both DC (blue open diamonds) and
DSS (blue solid circles).

parameter set (c g⇤e , T2/c, cDS, c S) will generate the same Hanle curve. Therefore, if we

begin with a conventional Hanle fit that assumes g⇤e=2, a transformation that increases g⇤e

(i.e. c>1) has the effect of decreasing T2 and increasing DS . This simultaneously alleviates

the discrepancies in spin lifetime and diffusion coefficient mentioned earlier, and therefore

provides strong evidence for the presence of exchange fields.

The discussion above highlights several key points about the analysis of Hanle data. In

the presence of an exchange field, g⇤e becomes a free parameter and the fitting parameters

cannot be determined uniquely from the Hanle data alone. Therefore, it becomes necessary
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to analyze the in-plane RNL data and the Hanle data together (as detailed in section 8.6) in

order to determine key parameters such as spin lifetime and g⇤e . The nature of this data set,

with in-situ doping, makes it straightforward to apply this analysis, but this may not be true

in other studies utilizing Hanle spin precession. Consequently, it brings to light an important

question about the use of Hanle fitting in general: how does one tell whether changes in

the Hanle curve are due to changes in spin lifetime or g⇤e? Fortunately, the above analysis

leads to a useful rule of thumb: If values of DC and DS are similar for conventional Hanle

fitting, this provides support for the assumption that g⇤e=2. This is important for future Hanle

studies of spin relaxation in order to recognize when changes in spin precession data are due

to changes in spin lifetime. For systems with an exchange field, this analysis motivates the

need for alternative experimental techniques that can independently measure g⇤e and T2, such

as electrically-detected electron spin resonance (ESR) and time resolved spectroscopies.

8.8.2 Gate Dependence and Accuracy of g⇤
e

In this section we examine the gate dependence of the effective electron g-factor, g⇤e , due

to the presence of an exchange field. Following the procedure of section 8.6, g⇤e values are

obtained by Hanle fits to the spin precession data for 8 s hydrogen exposure to sample A

using equation 8.28. Figure 8.13 a) shows the spin precession data (black closed circles)

at the charge neutrality point (CNP) (VG=-1 V) where the fastest precession is observed.

The best fit solution (Fig. 8.13 a) red curve) to the spin precession data by equation 8.28 is

determined through the free parameters S and g⇤e . Fig. 8.13 b) displays the gate dependence

194



of g⇤e for both DSS (blue solid circles) and DC (blue open diamonds). The minimum value

is g⇤e=5.1 obtained at VG=-21 V and the maximum is g⇤e=19.2 at the CNP assuming DSS .

For DC , the minimum g⇤e value is 10.3 for VG= -21 V and the maximum is g⇤e=21.1 at the

CNP. Uncertainty of the D value leads to uncertainty in g⇤e , again highlighting the need for

techniques in graphene spintronics to directly measure g⇤e and T2.

We can now examine the viability of performing Hanle analysis in the absence of consid-

eration of RNL data. This is important for experiments in which the contacts might induce

additional spin relaxation or in apparatus for which the in-plane field cannot be applied. Next,

we can fit the 8 s hydrogen doped spin precession data for Sample A using only DC as a fixed

parameter and allowing S, T2, and g⇤e to vary. It must be noted that this analysis ignores the

field dependence of T2, but that does not significantly diminish the importance of this ap-

proach since the field dependence of T2 is small when compared to the effect of g⇤e on the

Hanle curve shape. In Fig. 8.14 b) we plot the resulting g⇤e (green curve) compared to the

previous gate dependence determined using DSS and DC and Fig. 8.14 a) shows the result-

ing T2 values in comparison with the other approaches from Fig. 8.12. It is a great result

that the g⇤e values from this approach lie on top of the blue shaded region. This verifies that

differences between DC and DS signify the presence of an effective g-factor. Interestingly,

the best fit T2 suggests a slight increase in ⌧so, which may possibly be caused by DP mech-

anism which is expected to be important in SLG [88, 89, 84]. This analysis approach does

not require any input from RNL data and has recently been shown to be extremely useful in
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VG -21 -16 -11 -6 -1 4 9 14 19 

DC .00695 .00575 .00469 .00376 .0032 .0037 .00455 .00506 .00541 

Tau_so 900 884 755 860 592 960 650 742 655 

g* 6.11 7.44 11.16 10.31 14.52 10.15 13.9 11.76 9.66 

Hanle fit for AS06142012B vary g* and tau_so using fixed DC. 
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Figure 8.14: Analysis of Hanle Spin Precession Data Without Consideration of RNL Data.
a) Gate dependence of spin lifetimes of the Hanle only approach plotted in green. Grey
shaded region represents spin lifetimes by conventional Hanle fitting with DC (black open
diamonds) and DS (black open squares) without taking the possibility of magnetic moments
into account (g⇤e=2). b) Gate dependence of the enhanced precession due to the exchange
field. Analysis of the Hanle data only assuming a value of DC is plotted in green compared
to g⇤e for both DC (blue open diamonds) and DSS (blue solid circles). The green curve falls
within the expected range indicating that this approach is valid.

understanding the behavior of doped and defected graphene [382, 383], as well as graphene

on SiC [383, 78, 79].

8.9 Conclusion

In conclusion, clear signatures of magnetic moment formation are observed in both the

non-local spin transport and Hanle precession data, which emerge only after exposure to

atomic hydrogen or lattice vacancies. The technique used here, which investigates magnetic

moment formation through the scattering of pure spin currents has significant advantages

over other experimental attempts to investigate magnetism in graphene. The results and tech-
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niques presented here are important for future developments in magnetism and spintronics.

In particular, the combination of improvements in tunneling contacts for spin injection into

graphene and the ability to perform these measurements in-situ with molecular beam epitaxy

have been crucial in the completion of this important work.

The investigation by spin-spin interactions is an entirely new way of looking at the in-

duced moments and sheds light on the nature of these magnetic moments and is not ex-

pected according to the current theoretical understanding of magnetic moment formation in

graphene. For flat graphene, symmetry forbids hybridization of the � and ⇡ bands thus mak-

ing exchange coupling between conduction spins and the localized moment not possible.

These results clearly demonstrate such exchange coupling and has motivated re-examination

of the nature of the induced moments as discussed in a recent Castro Neto paper [384].

Further, the observed behavior in the Hanle data can only be explained by the presence

of an exchange field. Numerous theorists have examined the possibility of exchange fields

as well as their impact on gate tunable magnetism, quantized anomalous Hall effect, the spin

rotator, and spin filter as discussed in Chapters 3 and 7. Yet, there have been no experimen-

tal signatures of exchange coupling or fields in graphene for any type of system (impurity,

proximity, etc...) until now. Our results demonstrate the first observation of exchange fields

in graphene. Further, this is the first system to incorporate a spin transistor device with mag-

netic graphene and demonstrate control over the exchange coupling and exchange field with

a back gate. Not only does this work demonstrate new and unexpected spin physics, but it

also opens the door to a new area of research that has appeal for both fundamental and ap-
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plied physicists and engineers. Very recently, Nair et al., [331] (on the arxiv) have reported

a doping effect on the magnetic moments introduced into graphene ‘laminates’ which seems

to qualitatively agree with the results presented here.
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Chapter 9

Effect of in-situ Deposition of Mg

Adatoms on Spin Relaxation in Graphene

9.1 Introduction

Graphene’s gate tunable transport, tabletop relativistic physics, chemical attributes, and

mechanical properties have interested researchers in a wide variety of fields [44, 45, 43, 385].

In particular, graphene is a candidate material for spintronics due to its weak hyperfine cou-

pling and low intrinsic spin-orbit (SO) coupling strength (�SO) [61, 62, 63, 32], which should

theoretically lead to long spin lifetimes. Beyond scientific interest, recent progress in large

area production by chemical vapor deposition [48, 49] combined with significant advances

in efficient spin injection by improved tunneling contacts [71, 77] has greatly improved the

potential for advanced information processing utilizing spin-based logic [386]. In particu-
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lar, the introduction of efficient tunneling contacts has increased the observed spin lifetime

by an order of magnitude (to ⇠1 nanosecond in exfoliated graphene) by lengthening the es-

cape time due to the back-flow of electrons into the ferromagnetic leads [71, 75, 72]. While

graphene remains a highly promising candidate for carbon based spintronics, the observed

spin lifetimes are still well below the theoretical expectations and the nature of spin relaxation

remains an open question.

In graphene, two possible spin relaxation mechanisms are discussed in the literature:

the Elliot-Yafet (EY) mechanism, for which the spin relaxation time (⌧s) is proportional to

the momentum scattering time (⌧p), and the D’yakonov-Perel (DP) mechanism, for which

⌧s / ⌧�1
p [75, 72, 83, 84, 85, 86, 87, 88, 70, 69, 89]. Complicating the situation are the many

possible sources of spin relaxation in experiments on SiO2 substrate including charged impu-

rity (CI) scatterers [83, 84], Rashba SO coupling due to adatoms [85, 93, 86], ripples [87, 88],

and edge effects [84, 69]. Early experiments on spin transport in exfoliated graphene were

able to take advantage of the tunable carrier concentration (n) and observe a linear relation-

ship between ⌧s and ⌧p, thus suggesting EY [70, 72]. However, recent theoretical studies have

shown that DP is expected to dominate over EY [88, 89] and that Elliot’s approach applied to

graphene predicts ⌧s = (✏F )
2⌧p/(�SO)

2 [84], for which both Fermi energy ✏F and ⌧p depend

on carrier concentration, thus highlighting the need for experiments that can tune ⌧p at fixed

carrier concentration, n.

In this work we systematically introduce CI scatterers on non-local single-layer graphene

(SLG) spin valves with high quality tunneling contacts. The experiment takes place in an
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ultra-high vacuum (UHV) deposition chamber with in-situ measurement capability at cryo-

genic temperatures. All measurements and doping are performed in the same chamber at

T=12 K and the sample is never exposed to air. We choose Mg adsorbates as the CI scatterer

since elements with low atomic weight should introduce minimal SO coupling. This substan-

tially improves on earlier doping studies that utilized heavy atoms (Au) and ohmic contacts

for shorter spin lifetimes (⌧s ⇠ 100 ps) [171], which are dominated by contact induced spin

relaxation [71]. We find that doping with Mg causes large shifts in the charge neutrality point

(CNP), indicating significant charge transfer to the graphene layer, accompanied by increased

momentum scattering. Spin transport measurements, however, indicate minimal effect on the

spin relaxation despite pronounced changes in charge transport. These results indicate that

CI scattering is not an important source of spin relaxation in SLG in the current regime of

spin lifetimes of ⇠1 ns.

9.2 Results and Discussion

Graphene flakes are obtained by mechanical exfoliation of HOPG (SPI, ZYA) onto 300

nm SiO2/Si. SLG flakes are identified under an optical microscope and confirmed by Ra-

man spectroscopy. The graphene flakes are electrically contacted using standard bilayer

(PMMA/MMA) e-beam lithography and lift-off procedures. First, outer Au/Ti electrodes

(60 nm/8 nm) are defined and deposited by e-beam evaporation to serve as spin insensitive

reference contacts. The sample is then annealed for 3 hours in UHV at 150�C immediately
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Figure 9.1: Spin Transport in Pristine Graphene. a) Device schematic of the non-local spin
valve geometry with inner Co electrodes (blue) and outer Au electrodes (yellow). b) Gate
dependent resistivity for sample A at T = 12 K. c) RNL for pristine SLG at VG = 0 V.
d) Hanle spin precession data in parallel (black) and anti-parallel (red/grey) configuration
between electrodes B and C for pristine SLG at VG = 0 V. A constant spin-independent
background has been subtracted.

prior to the second lithography step, which defines the inner ferromagnetic electrodes. Angle

evaporation is utilized to deposit sub-monolayer TiO2, which serves as a diffusion barrier for

the 0.9 nm MgO tunnel barrier, and 80 nm Co. These tunneling contacts are deposited in a

molecular beam epitaxy (MBE) chamber with base pressure of 1⇥10

�10 torr. The electrodes

are then capped with 5 nm Al2O3. A detailed description for the fabrication of tunneling

contacts is described elsewhere [72].

Charge and spin transport measurements at T=12 K are performed on non-local devices

as shown in Fig. 9.1 a). The gate dependent resistivity of pristine SLG (sample A) is shown in

Fig. 9.1 b) with maximum resistivity at the charge neutrality point, VCNP = �20 V. The mo-

bility is calculated by taking the slope of the conductivity (µ = ��/e�n) where the carrier
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concentration, n (positive for holes), is determined using the relation n = �↵(VG � VCNP )

and ↵ = 7.2⇥10

10 V�1cm�2 for 300 nm SiO2 gate dielectric. The resulting electron and hole

mobilities are µe = 1774 cm2/Vs and µh = 1508 cm2/Vs, respectively. For spin transport

measurements, an AC current, INL = 1 µA (11 Hz), is applied to inject spin-polarized car-

riers into SLG at electrode B. This spin polarization diffuses through the graphene channel

along the x-axis to electrode C. A non-local voltage, VNL, is detected using standard lock-in

techniques between electrodes C and D due to the accumulation of spins beneath electrode

C. The detected voltage, VNL, is proportional to the spin-dependent chemical potential differ-

ence between electrodes C and D [32]. The non-local resistance, RNL = VNL/INL, depends

on the relative orientation of the two inner ferromagnetic electrodes and is positive (nega-

tive) for parallel (antiparallel) alignment. An external magnetic field, Bapp,y, is applied along

the electrode easy axis (y-axis) and is used to control the relative alignment of the magnetic

electrodes. A typical sweep of Bapp,y for sample A at VG = 0 V (n = �1.44⇥ 10

12 cm�2) is

shown in Figure 9.1 c), for which the spin signal �RNL = RP
NL�RAP

NL is 50.5 ⌦. The dimen-

sions of the graphene spin channel for sample A are defined by the channel length L = 2.2

µm and width w = 2.4 µm. The spin lifetime can be determined from Hanle spin precession

measurements in which a magnetic field, Bapp,z, is applied out of plane allowing the injected

spins to precess around Bapp,z. At large fields, the ensemble spin population dephases as

Bapp,z is increased due to a distribution of arrival times at electrode C. In the tunneling limit,
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the ensemble spin precession can be fit using the Hanle equation [32, 72],

RNL /
Z 1

0

e�L2/4Dt

p
4⇡Dt

cos

✓
gµBBapp,zt

h̄

◆
e�t/⌧

sdt (9.1)

where D is the diffusion coefficient, g is the electron g-factor, µB is the Bohr magneton,

and h̄ is the reduced Planck’s constant. Figure 9.1 d) shows characteristic Hanle curves for

parallel and antiparallel alignment for n = �1.44 ⇥ 10

12 cm�2, where best fits to the Hanle

equation yield the diffusion coefficient D = 0.058 m2/s, spin lifetime ⌧s = 1.10 ns, and spin

diffusion length �s = 8.0 µm.

Next, Mg adsorbates are deposited in-situ in the UHV MBE chamber with base pressure

3 ⇥ 10

�10 torr while the sample is maintained at T=12 K. Elemental Mg (99.99%) is evap-

orated from an effusion cell at a rate of 0.055 Å/min calibrated by a quartz crystal monitor

and corresponds to a doping rate of 0.02% of a monolayer (ML) per second, where 1 ML is

defined as 1.908 ⇥ 10

15 atoms/cm2. After 1 s Mg deposition, the charge and spin transport

are re-measured. Figure 9.2 summarizes the effect on the charge transport on sample A fol-

lowing Mg doping. Figure 9.2 a) shows conductivity � vs. VG for Mg doping of sample A

up to 7 s deposition time. After 7 s of Mg doping, VCNP has shifted to VG = �70 V. This

indicates that Mg donates electrons to the graphene, consistent with other work on transition

metals [148, 51, 144]. Figure 9.2 b) displays VCNP for each doping time and demonstrates a

linear relation between charge transfer and Mg coverage at a rate of �1438 V/ML. Also, Mg

doping introduces CI scattering which decreases the conductivity and the mobility. Figure
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Sample A 

Fig. 2. (a) Gate dependent conductivity as the SLG (sample A) is systematically doped up to 7 s 
with Mg adsorbates at T=12 K. (b) Charge neutrality point (CNP) plotted against the Mg doping 
time. (c) Electron (red/grey) and hole (black) mobility as a function of Mg coverage. (d) 
Calculated momentum scattering time for electrons (red/grey) and holes (black) as a function of 
Mg coverage. (e) Shift in the charge neutrality point, -ΔVCNP , vs. 1/µavg-1/µ0, where µavg is the 
anverage of the electron and hole mobilities at each Mg doping and µ0 is the average of the 
electron and hole mobility for the pristine sample before Mg doping. The dashed line corresponds 
to the power law fit -ΔVCNP = (1/µavg-1/µ0)b, with best fit b=0.72. All data shown corresponds to 
sample A. 

n = - 1.44×1012 cm-2 
n = +1.44×1012 cm-2 

n = - 1.44×1012 cm-2 
n = +1.44×1012 cm-2 

(b) 

(d) 

(c) 

(e) 

(a) 

10-5 10-4 10-3 

Figure 9.2: Effect on Charge Transport by Mg Doping. a) Gate dependent conductivity as
the SLG (sample A) is systematically doped up to 7 s with Mg adsorbates at T=12 K. b)
Charge neutrality point (CNP) plotted against the Mg doping time. c) Electron (red/grey)
and hole (black) mobility as a function of Mg coverage. d) Calculated momentum scattering
time for electrons (red/grey) and holes (black) as a function of Mg coverage. e) Shift in the
charge neutrality point, ��VCNP , plotted against the change in inverse mobility. The dashed
line is a power law fit (best fit exponent b = 0.72).

9.2 c) displays the effect of systematic Mg doping on the electron and hole mobilities. For

undoped graphene, the mobility is µe = 1774 cm2/Vs and and µh = 1508 cm2/Vs, and de-

creases to µe = 599 cm2/Vs and µh = 453cm2/Vs after 7 s deposition time. The momentum
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scattering time can be determined using Boltzmann transport theory [50],

⌧p =
h�

e2vF
p
n⇡gsgv

(9.2)

where h is Planck’s constant, e is the electron charge, vF ⇠ 1⇥10

6 m/s is the Fermi velocity,

and ge = 2 and gv = 2 are the spin and valley degeneracies. Fig. 9.2 d) shows ⌧p vs. Mg

doping for electrons and holes at n = ±1.44⇥ 10

12 cm�2. With increasing Mg coverage, the

momentum scattering time decreases due to increased CI scattering. Lastly, we investigate

the nature of Mg morphology on the graphene surface. Figure 9.2 e) shows the shift in charge

neutrality point plotted against 1/µavg � 1/µ0, where µavg is the average of the electron

and hole mobilities and µ0 is the average electron and hole mobility for pristine graphene.

The dashed line is a power law fit of ��VCNP / (1/µavg � 1/µ0)
b, for which values of

1.2 < b < 1.3 indicates a 1/r scattering potential for point-like scatterers [387, 159, 51, 144].

The best fit value of b = 0.72 indicates that the Mg adatoms do not transfer charge as well

as they add momentum scattering when compared to point-like scatterers. This suggests the

possibility of clustering even at cryogenic temperatures [51, 144]. This does not introduce a

theoretical difficulty because the relationship ⌧s = (✏F )
2⌧p/(�SO)

2 for EY scattering in SLG

has been shown to hold for a wide variety of scattering sources including weak scatterers,

strong scatterers (i.e. vacancies), CI scatterers, and clusters [84]. Lastly, we note that the

gate dependent resistance curves exhibited no measurable change as a function of time in

between Mg depositions.
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Sample A 

Sample B 

Fig. 3. (a) Hanle spin lifetime for sample A plotted against Mg coverage. Inset is the diffusion 
constant obtained from the Hanle fit as a function of Mg coverage at T=12 K. (b) Hanle spin 
lifetime for sample A plotted against the calculated momentum scattering times for each doping. 
(c) Electron (purple) and hole (blue) mobility as a function of Mg coverage for sample B at T=12 
K. (d) Hanle spin lifetime for sample B plotted against the calculated momentum scattering 
times. 

(a) 

(c) 

(b) 

(d) 

n = - 1.44×1012 cm-2 
n = +1.44×1012 cm-2 

n = - 1.44×1012 cm-2 
n = +1.44×1012 cm-2 

Sample B 

n = - 1.44×1012 cm-2 
n = +1.44×1012 cm-2 

Figure 9.3: Effect on Spin Transport by Mg Adatoms. a) Hanle spin lifetime for sample A
plotted against Mg coverage. Inset is the diffusion coefficient obtained from the Hanle fit as
a function of Mg coverage at T=12 K. b) Hanle spin lifetime for sample A plotted against
the calculated momentum scattering times for each doping. c) Electron (blue/grey) and hole
(black) mobility as a function of Mg coverage for sample B at T=12 K. d) Hanle spin lifetime
for sample B plotted against the calculated momentum scattering times.

We now turn to the effect on spin relaxation in SLG by Mg doping. After each Mg

deposition at 1 s intervals, Hanle spin precession measurements were performed for n =

±1.44 ⇥ 10

12 cm�2. The resulting fits to the Hanle curves yield values for ⌧s and D which

are plotted against Mg doping time in Figure 9.3 a) and 9.3 a) inset, respectively. The dif-

fusion coefficient decreases with increasing Mg coverage starting at 0.058 m2/s (0.038 m2/s)

for pristine graphene and decreases to 0.021 m2/s (0.033 m2/s) for 7 s doping time for elec-

trons (holes). This is in agreement with the observed charge transport behavior for which

momentum scattering increases with Mg doping. Interestingly, the spin lifetimes (Fig. 9.3

a)) shows minimal variation, without a significant trend for electrons and holes. In Figure
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9.3 b) we plot the Hanle spin lifetime for sample A against the momentum scattering time

calculated from the conductivity using Eq. 9.2 from Boltzmann transport theory for sample

A. With increasing Mg doping, ⌧p decreases from ⇠ 35 fs to ⇠ 20 fs, but the spin relax-

ation time is constant for holes (black squares) while decreasing only slightly for electrons

(red/grey squares). This experiment was repeated on several samples and in general ⌧s does

not display any substantial variations as a function of ⌧p. For instance, results for a sample

with higher initial mobility (sample B) are summarized in Fig. 9.3 c) and 9.3 d). Figure 9.3

c) displays the change in mobility for electrons and holes under Mg doping. For sample B,

the mobility decreases from 4415 cm2/Vs (3200 cm2/Vs) for the pristine spin valve to 598

cm2/Vs (1290 cm2/Vs) after 7 s Mg doping for electrons (holes). In Fig. 9.3 d), we show ⌧s

displayed against the momentum scattering times for sample B at n = ±1.44 ⇥ 10

12 cm�2.

Here, ⌧s is near 800 ps and stays relatively unchanged as ⌧P decreases from ⇠ 60 fs to ⇠ 24

fs.

As Fig. 9.3 b) and 9.3 d) show, ⌧s does not vary substantially as ⌧p is varied by CI scat-

tering. This is in agreement with and goes beyond recent reports on CI scattering by organic-

ligand bound nanoparticles, which are able to reversibly tune the mobility and momentum

scattering [97]. However, due to the relatively large size (⇠ 13 nm, which is over 50 lattice

constants) of the nanoparticles used in that study, it is not possible to draw conclusions for

atomic-scale CI scatterers such as surface adatoms and impurities in the SiO2 substrate. In

contrast, Mg adsorbates are able to probe the atomic-scale regime. With the agreement be-

tween two quite different experiments (Mg adsorbates deposited in UHV and organic-ligand
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bound nanoparticles deposited by drop casting) probing different length scales of the scatter-

ing potential, it is clear that spin relaxation in graphene is not determined by CI scattering

despite its importance for momentum scattering.

It is also worth mentioning that this result is not incompatible with the early experiments

showing a linear relation between ⌧s and D by tuning the carrier concentration [70, 72].

While Mg adsorbates modify ⌧p by introducing CI scattering and possibly local Rashba SO

coupling, there are many alternative sources which might contribute to EY (i.e. weak scatter-

ers, resonant scattering, phonon scattering) which could still present themselves as the carrier

concentration is tuned leading to ⌧s ⇠ D. Thus, EY spin relaxation originating from sources

other than CI scattering is still viable.

Some other possibilities to consider are DP spin relaxation in spatially inhomogeneous

Rashba SO fields. It has recently been proposed that this type of SO coupling can result in

a competition between EY-like and DP-like scaling behavior to yield unconventional scaling

between ⌧s and ⌧p [86]. Another possibility is that the spin lifetime is limited by contact

effects such as inhomogeneous stray fields [96]. Due to its atomically thin nature, this could

have a larger effect for graphene compared to semiconductor or metallic spin transport sys-

tems that are typically much thicker.
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9.3 Conclusion

In conclusion, we have investigated charge and spin transport in SLG by systematically

introducing CI scatterers in the form of Mg adsorbates. The introduction of Mg was shown

to transfer electrons to the SLG and decrease the momentum scattering time. Despite pro-

nounced changes in momentum scattering, no significant variation was seen in spin relax-

ation. This indicates that CI scattering is not an important source of spin relaxation in SLG

in the current regime of spin lifetimes (⇠1 ns).
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Chapter 10

Appendix A: Growth Recipes

10.1 Introduction

In this section I will outline the step-by-step growth procedures for a variety of growths

to serve as a guide to other group members. All detailed recipes were developed in the

Kawakami group main chamber for growths on ‘Adrian’s’ sample platen (pocket). ‘Jared’s’

pocket registers similar sample thermocouple temperatures.

10.2 Mg Distillation and MgO Homoepitaxy

10.2.1 A (Recent) Growth Perspective on MgO

Our group has looked for various ways to grow flat crystalline MgO. Before I joined the

group, several key results had already been achieved for FPP projects and graphene spintron-
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ics. Yan Li developed a reactive growth using elemental Mg and molecular oxygen which

she was able to deposit single crystal on GaAs. However, through her work on FPP, these

films were shown to have Mg-rich interfaces [48]. Wei-Hua Wang, Wei Han, and Kyle Pi

had demonstrated that by using a single crystal MgO target, e-beam MgO can grow flat on

HOPG and graphene with a small amount of Ti seeding [388]. This led directly to huge

success in achieving high quality tunneling spin injecting contacts to graphene [71]. Lastly,

and most relevant for what follows, Jared Wong and Richard Chiang showed that annealing

MgO(001) substrate can often bring contaminants to the surface of the MgO substrate and

that metals growths (Co, Fe, Ag) directly on bare MgO substrate resulted in contaminated

films. Therefore, they developed a recipe for growing homoepitaxial MgO buffer layers that

were flattest at around 350 �C [289]. The RHEED patterns of the underlying MgO substrate

is vastly improved after adding a 10 nm buffer layer of e-beam MgO (see Fig. 10.1). For

the e-beam MgO deposition on Ge, following Jared’s approach with homoepitaxy, Wei dis-

covered that there is an optimal temperature around 250 �C where the films demonstrate best

crystallinity and smoothness [342]. This work directly led to my realization that the same

should be true for Si and GaAs. And both recipes for e-beam MgO growth on Si demonstrate

an optimal temperature for best crystallinity and smoothness. We have since learned, mainly

from experience with EuO, that the reason for this optimal temperature is most likely related

to a distillation effect.
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a) b) 

c) d) 

Figure 10.1: Homoepitaxy of e-beam MgO on MgO(001). a) RHEED pattern of MgO(001)
substrate along [100]. This substrate has been DI rinsed and annealed at 600 �C for 30
min. Annealing greatly improves the RHEED quality. b) 10 nm homoepitaxy of e-beam
MgO at 350 �C on the substrate shown in a). Images taken in 2010. c) RHEED images
of MgO(001) along [100] after annealing at a steeper rocking angle using the new CCD
camera. Image is from May 2011. d) Subsequent homoepitaxy of 10 nm MgO(001) along
[100]. Sharpened streaks, spots, and Kikuchi lines indicated improvement in the crystalline
surface. The anomalous spot in each image is a hole in the phosphorous screen. The screen
was eventually replaced (after these images were taken) with a STAIB phosphorous screen
with Al coating, which significantly reduces IR background from the heater. Images are
taken at 15 keV.

10.2.2 Mg Distillation

At UHV pressures, Mg evaporates at reasonably low temperatures (< 500

�C). Using a

low temperature effusion cell, I have followed the procedure for investigating distillation as

developed for Eu. Fig. 10.2 illustrates this procedure. Fig. 10.2 a) shows a 4 nm e-beam

MgO buffer layer on MTI Corp. MgO(001) substrate. The substrate has been treated by

deionized (DI) water rinse followed by 600 �C anneal in UHV. A 4 nm MgO e-beam buffer

layer is deposited at 350 �C. The sample is then heated to 500 �C for distillation testing. At

500 �C, the Mg cell is opened under UHV condition (no molecular oxygen leak). If the MgO
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RHEED pattern remains precisely unaltered, except for some possibility of a slight decrease

in intensity, then Mg is under distillation condition. Fig. 10.2 b) displays the MgO buffer

layer exposed to the Mg flux rate of what is supposed to be 4 Å/min as calibrated by the

quartz crystal monitor. The RHEED pattern remains unaltered indicating that Mg has zero

sticking probability to MgO at above 500 �C. The sample is then cooled to 300 �C and this

temperature is maintained for ⇠10 min. Again the RHEED pattern is unaltered, indicating

distillation. The sample is then subsequently cooled to 200 �C and then 150 �C, which

both indicate distillation, despite being below the temperature of evaporation according to

the thermal cell. At 55 �C (Fig. 10.2 f)), we see that the RHEED pattern is altered by

increased Mg sticking probability and resulting Mg overlayer. The Mg cell is then closed and

the sample is heated to 150 �C, where the Mg overlayer RHEED pattern begins to undergo

changes possibly due to re-evaporation or atomic diffusion and smoothing associated with

annealing process. Heating to 300 �C, as shown in Fig. 10.2 h) returns the sample to it’s

original RHEED pattern of the MgO buffer layer, demonstrating full re-evaporation of the

deposited Mg layer of approximate thickness  8 nm. This is a remarkable result.

We can then understand the excellent quality of e-beam MgO homoepitaxy in the fol-

lowing way. In the e-beam source, electrons bombard the source crystalline MgO target and

dissociate Mg and O which normally leads to MgO with oxygen vacancies. However, de-

position at elevated temperatures allows for surface diffusion of any Mg atoms, as well as

distillation of excess Mg, leading to stoichiometric films.
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a) b) 

c) d) 

e) f) 

g) h) 

[100] [100] 

[100] [100] 

[100] [100] 

[100] [100] 

MgO 4 nm Buffer 500 °C Mg open 
Distilation 

300 °C Mg open 
Distilation 

200 °C Mg open 
Distilation 

150 °C Mg open 
Distilation 

55 °C Mg open 
Mg sticking 

150 °C re-heat 
Mg is closed 

300 °C re-heat 
Mg is re-evaporated 

Figure 10.2: Evolution of Mg Distillation. a) MgO (4 nm) e-beam buffer layer grown at 350
�C on MgO(001). b) same 4 nm MgO buffer layer exposed to a Mg flux at 500 �C. c) - d) The
substrate temperature is the decreased sequentially with stops at 300 �C (c), 200 �C (d), 150
�C (e), and 55 �C (f). The sticking probability of Mg increases below 150 �C allowing for the
growth of a metallic Mg overlayer. After 20 minutes of deposition at 55 �C, the Mg shutter
is closed. g) The sample is then re-heated to 150 �C and the Mg overlayer pattern begins
to change. h) The original MgO e-beam buffer layer pattern returns after post annealing the
Mg/MgO system to 300 �C. This can be understood as re-evaporation of the Mg overlayer.

10.2.3 MgO Homoepitaxy by rMBE

While e-beam MgO homoepitaxy provides excellent single crystal MgO surfaces for growth

studies, the e-beam style of deposition is limited by growth rate and total thickness. The

higher the rate of e-beam deposition (higher the power), the more oxygen vacancies are in-
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[100] [100] 

Annealed MgO substrate 350 °C Mg open 
Distilation 

c) 

[100] 

75 nm reactive MgO 25 nm reactive MgO 

[100] 

Figure 10.3: Homoepitaxy of Reactively Grown MgO on MgO(001). a) Annealed
MgO(001) substrate. b) MgO substrate maintained at 350 �C and with incident Mg flux
in distillation mode. c) 25 nm reactive growth of MgO through oxidation of elemental Mg
flux. d) Final RHEED pattern of 75 nm rMBE MgO homoepitaxial film on MgO(001).

troduced. Also, e-beam rates in our MBE chamber, generally never exceed 3 Å/min because

the source will run out of material very quickly. For this same reason, thick films above 10

nm are not experimentally realistic. For instance, while doing growth studies that involve 10

nm buffer layers, running out of MgO is the main reason for chamber vents, on the order of

every 2 months. For each vent, it takes 1.5 - 2 weeks to get the chamber back up and fully

running with clean material leading to a down time of 20%, which is not good for research.

On the other hand, thermal evaporation sources of the high temperature variety, need refill-

ing approximately every 2 vents (⇠4 – 6 months depending on usage). The low temperature

effusion cells require filling at most once per year. Therefore, having thermal sources is de-

sirable if thicker MgO films are needed. With the discovery of Mg distillation, it then became

feasible to grow thick (> 100 nm) films, with only a moderate decrease in quality from the

e-beam MgO growths.
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Fig. 10.3 shows the RHEED patterns for rMBE homoepitaxy of MgO on MgO(001)

substrate. The substrate is first DI rinsed and the subsequently UHV annealed at 600 �C for

1 hour (Fig. 10.3 a)). The sample is then cooled to RT to take a Mg deposition rate, which

was determined to be 4.1 Å/min. The sample is then heated to 350 �C and the temperature is

allowed to stabilize. Next, the Mg shutter is opened and the incident Mg flux, in distillation

condition, re-evaporates off the substrate surface leaving the RHEED pattern unaltered (Fig.

10.3 b)). The growth commences with the introduction of an oxygen partial pressure. Growth

in the distillation regime for MgO differs, and is in fact simpler, from that of EuO growth.

As MgO is the thermodynamically stable oxide [287], there is no need to worry about other

oxidation states, and therefore no need to worry about limiting the oxygen content supplied

during the growth. Therefore, we can simply overpressure with oxygen such that the flux of

oxygen exceeds the Mg flux supplied to the substrate. For the reactive growth shown in Fig.

10.3 c) and d), PO2 ⇠ 1 ⇥ 10

�7 Torr. After 75 nm of growth. To terminate the growth, since

there is no concern for over-oxidation of the MgO overlayer, the Mg shutter is first closed.

(This is opposite of EuO growth termination). The total chamber pressure increases from

1.0 ⇥ 10

�7 to 1.6 ⇥ 10

�7 Torr, indicating that at 4.1 Å/min of Mg, about ⇠ 5 ⇥ 10

�8 Torr

molecular oxygen partial pressure is needed to fully oxidize the incoming Mg flux. The final

homoepitaxial MgO film of 75 nm is shown in figure 10.3 d). The RHEED indicates some

islanding, and that the e-beam MgO produces higher quality crystalline surfaces (compare

with fig. 10.1 d) and 10.2 a)), but that the growth by rMBE is really quite good.
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10.2.4 Recipes for MgO Homoepitaxy

Homoepitaxy of e-beam MgO buffer layers

1. Rinse MgO(001) substrate with DI water (⇠ several seconds). Substrate is usually 10 mm

x 10 mm x 0.5 mm double side polished from MTI corp.

2. Blow dry with nitrogen.

3. Mount with Ta foil on corners to Thermionics sample platen (pocket).

4. Load into load-lock and pump down. Once pumped, Transfer to main chamber.

5. Take initial RHEED images along MgO(001) [100] and [110]. Pattern should appear

slightly blurry.

6. Anneal in UHV at 600 �C for 1 hour. (Optional: Anneal in O2 partial pressure of ⇠

5 ⇥ 10

�8 – 1 ⇥ 10

�7 Torr.) Cool to RT when done.

7. Take post-anneal RHEED images along MgO(001) [100] and [110]. RHEED patterns

should be much improved, but there should be some obvious broadening of the diffraction

streaks.

8. Warm up e-beam MgO cell to deposition power. HV = 4.8 kV. Emission > 8 mA. 17mA

is maximum power and usually means you are out of MgO and the e-beam is now punching

through the MgO crystal to the Ta crucible and your samples will be contaminated with Ta.

This can be verified checking for Ta in Auger spectroscopy data.

9. Move sample into deposition monitor position (beyond x = 1.9 inches) and load in de-

position monitor. Take MgO rate. When done, close MgO shutter, wheel out the deposition
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monitor, and return sample to growth position (x = 1.3 inches). Typical MgO rate is ⇠ 1 –

1.5 Å/min with a background pressure of ⇠ 1 ⇥ 10�8 Torr.

10. Heat substrate to TS = 350

�C (TM ⇠ 440

�C) and allow temperature to stabilize. Tem-

perature stabilization is certain once TM is constant.

11. Deposit 10 nm e-beam MgO, which should take ⇠ 1 - 1.5 hours. Close MgO shutter at

end of growth and turn off e-beam power supply.

12. Cool sample to RT and take final RHEED patterns along MgO(001) [100] and [110].

Homoepitaxy of Reactive MgO Layers

1. Rinse MgO(001) substrate with Di water (⇠ several seconds). Substrate is usually 10 mm

x 10 mm x 0.5 mm double side polished from MTI corp.

2. Blow dry with nitrogen.

3. Mount with Ta foil on corners to Thermoinics sample platen (pocket).

4. Load into load-lock and pump down. Once pumped, Transfer to main chamber.

5. Warm up Mg cell to growth temperature.

6. Take initial RHEED images along MgO(001) [100] and [110]. Pattern should appear

slightly blurry.

7. Anneal in UHV at 600 �C for 1 hour. (Optional: Anneal in O2 partial pressure of ⇠

5 ⇥ 10

�8 – 1 ⇥10

�7 Torr.) Cool to RT when done.
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8. Take post-anneal RHEED images along MgO(001) [100] and [110]. RHEED patterns

should be much improved, but there should be some obvious broadening of the diffraction

streaks.

9. Move sample into deposition monitor position (beyond x = 1.9 inches) and load in deposi-

tion monitor. Take Mg rate. When done, close Mg shutter, wheel out the deposition monitor,

and return sample to growth position (x = 1.3 inches). Typical Mg rate can be anywhere

between ⇠ 1 – 8 Å/min depending on the desired final thickness and available growth time.

We have found that 4 Å/min produces good film quality.

10. Heat substrate to TS = 350

�C (TM ⇠ 440

�C) and allow temperature to stabilize.

Temperature stabilization is certain once TM is constant.

11. Open Mg shutter and allow for Mg distillation for a few minutes to allow the cell and

system to come into steady state.

12. Open O2 leak valve and stabilize oxygen partial pressure depending on Mg deposition

rate. Typically 1 ⇥ 10

�7 Torr should suffice for an Mg rate of ⇠ 4 Å/min. Deposit for the

desired time and monitor the total chamber pressure to make sure the oxygen partial pressure

remains stable.

13. Terminate growth by closing the Mg shutter and oxygen leak valve. The order is irrele-

vant. This is because closing the oxygen leak first, with Mg flux still incident on the sample,

will just result in Mg distillation. On the other hand, closing the Mg first, with oxygen still in

the chamber, does not over-oxidize the MgO film as it is already stoichiometric and thermo-

220



dynamically stable. However, closing the Mg shutter first will tell you the amount of oxygen

partial pressure that was used for full conversion. For instance, if the total pressure during

growth is 1.0 ⇥ 10

�7 Torr, and then the growth is terminated my closing the Mg shutter, the

resulting chamber pressure may increase to 1.3 ⇥ 10

�7 Torr, indicating that only 3 ⇥ 10

�8

Torr was needed for achieving stoichiometric growth.

14. Cool sample to RT and take final RHEED patterns along MgO(001) [100] and [110].

10.3 MgO on Semiconductors by e-beam Deposition

10.3.1 MgO on GaAs(001)

There are several GaAs substrates that have been involved in growths here at UCR. We

have examined substrates provided by three sources: i) collaboration with the Awschalom

group at UC Santa Barbara, ii) AXT, inc., and iii) MTI Corporation. The samples provided

by the Awschalom group are by far the best in terms of versatility, crystalline quality, and

spin properties. GaAs supplied by AXT has shown to have moderate spin lifetimes of several

nanoseconds (see Fig. 10.4). MTI substrates show characteristic semiconducting properties,

but time resolved TRKR measurements showed no spin signals. The substrates provided

by Awschalom’s group are best for high quality optical studies of spin dynamics, the AXT

substrate is acceptable for large wafer (>1 cm) spin injection for experiments such as the

slow muons projects. Much of the substrate preparation, growth, and subsequent processing

for optical experiments, is discussed in detail in Yan Li’s Ph.D. thesis [389] and will not be
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Figure 10.4: Comparison of Spin Lifetimes by TRKR on Different GaAs Substrates. a) Time
resolved Kerr rotation (TRKR) measurements tuned to the band gap of GaAs at T = 80 K on a
sample of n-GaAs with optimal doping of 7⇥10

16 cm�2. The sample structure is MgO 2(nm)
/ n-GaAs (123 nm) / AlxGa1�xAs (400 nm) / GaAs(001). The applied field of B = 900 Oe
allows for the optically injected spin population to precess, which generates the oscillations
observed in the data. b) TRKR measured on bulk substrate from AXT for B = 900 Oe.
There is a slight decrease in spin lifetime as can bee seen in the faster decoherence (faster
damping of the oscillating curve) as a function of time. c) TRKR measured on bulk n-GaAs
from MTI for B = 900 Oe. There is no evidence for optical spin orientation.

discussed here. Below I will briefly outline the step-by-step procedure for growing e-beam

MgO on 2x4 reconstructed GaAs surfaces. 2x4 reconstructed surfaces can be achieved on

samples provided by the Awschalom group which are As capped. Desorbing of the arsenic

cap and subsequent annealing to ⇠ 420 �C yields 2x4 reconstructed surfaces. See [390] for

a review on GaAs reconstructed surfaces.

Recipe

1. Cleave the GaAs(001) substrate provided by Awschalom’s group. The substrate has the

following structure As / n-GaAs* / AlxGa1�xAs (400 nm) / GaAs(001). the n-GaAs* layer

can be of varying thickness and doping upon request. Over the years Shawn Mack has been

generous in providing samples to our group. Common doping is usually between 1 ⇥ 10

16
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cm�2 and 1 ⇥ 10

19 cm�2 depending on the desired spin-based application. Similarly the

thickness can vary, depending on the application and desired depletion region [103, 391,

102, 392, 393]. A typical sample, for which the only concern is high quality optical spin

experiments, consists of 123 nm with optimal doping for longest spin lifetime [103] of ⇠ 10

16

cm�2. The AlxGa1�xAs acts as an etch stop for TRFR experiments. For more detail see ref.

[389]. Note: cleaving As capped GaAs may be toxic and a face mask should be worn. All

dust should be properly disposed of.

2. Mount with Ta foil on corners to Thermoinics sample platen (pocket).

3. Gently wipe the sample face clean with IPA using a lens tissue. Never wipe with the same

part of the lens tissue. The point is to remove any dust from the cleaving process. Re-wiping

with the same lens tissue could scratch the surface by scraping the already removed dust

particles back along the surface.

4. Blow dry with nitrogen.

5. Load into load-lock and pump down.

6. Once pumped, transfer onto the buffer heater or into the main chamber for desorbing of As

capping layer. Note: in previous years, desorption of the As capping layer was done in the

buffer chamber at ⇠320 �C according to the buffer heater thermocouple. However, recently,

due to a teaching experience mishap, the buffer heater now sits further back in the buffer

heater port. Desorbing As in the buffer heater now seems to contaminate GaAs samples and

so desorbing As should take place in the main chamber. The reason for the current problem
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in the buffer chamber is due to desorbing of gasses off the buffer chamber port walls during

annealing, which doesn’t seem to affect other annealing procedures (i.e. Graphene device

annealing at 150 �C), but does affect the GaAs As desorbing. An advantage of desorbing

in the main chamber is that the RHEED pattern can be carefully monitored to find the exact

temperature for desorption and reconstruction.

7. In the main chamber, heat the GaAs substrate to 350 �C (TM ⇠ 440

�C). At this temperature

the As cap should desorb and the chamber pressure will rise. Wait for full desorption of the

As layer. The chamber pressure should decrease to ⇠ 1 ⇥ 10

�9 Torr. Monitor the RHEED

pattern, which should appear after desorption. There should be no RHEED pattern before

that As cap is desorbed.

8. Cool the sample to RT and re-orient the sample along [110] or [110] direction.

9. Heat substrate to TS = 350

�C (TM ⇠ 440

�C).

10. In 10 �C increments, heat the substrate until 2x4 reconstruction is achieved. The RHEED

patterns for 2x4 reconstructed GaAs are shown in section 5.3, figures 5.2 a) and 5.2 b).

11. Cool the sample to RT and take RHEED along GaAs(001) [110] and GaAs(001) [110]

direction.

12. Warm up MgO cell to deposition power. HV = 4.8 kV. Emission > 8 mA. 17mA is

maximum power and usually means you are out of MgO and the e-beam is now punching

through the MgO crystal to the Ta crucible and your samples will be contaminated with Ta.

This can be verified checking for Ta in Auger spectroscopy data.
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13. Move sample into deposition monitor position (beyond x = 1.9 inches) and load in de-

position monitor. Take MgO rate. When done, close MgO shutter, wheel out the deposition

monitor, and return sample to growth position (x = 1.3 inches). Typical MgO rate is ⇠ 1 –

1.5 Å/min with a background pressure of ⇠ 1 ⇥ 10

�8 Torr.

14. Heat to TS = 300

�C (TM ⇠ 390

�C).

15. Deposit 2 nm e-beam MgO. Close MgO shutter at end of growth and turn off e-beam

power supply.

16. Cool sample to RT and take final RHEED patterns along MgO(001) [110] // GaAs(001)

[110] and MgO(001) [100] // GaAs(001) [100].

10.3.2 MgO on Si(001) for Al/Fe/MgO/Si Collaboration with OSU

This is the growth recipe for the silicon spin injection collaboration with the Center for

Emergent Materials (CEM) at The Ohio State University. Samples of commercial silicon

on insulator (SOI) are shipped from OSU to UCR for growth. Measurements are performed

at OSU. Note: For safety, all etching processes for silicon should be done in the UCR

Cleanroom at the specified Acid bench. The cleanroom has proper safety equipment and

clothing coverings including special gloves for working with HF, aprons for working with

acids, and face masks. You must get proper cleanroom and acids bench training by

cleanroom facilities personnel AND special training for this particular etch from an

older grad student before using this procedure. Additional note: The cleanroom nitrile

gloves sometimes have holes in them even though they should not. Be sure to wear two pairs
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Figure 10.5: RHEED and Auger of Si. a) Auger spectroscopy of UHV annealed p-Si (SOI).
p-SOI substrate was prepared as described in this recipe. RHEED of p-Si (SOI) along c)
Si(001) [100] and d) Si(001) [110].

of nitrile gloves and bring an extra pair into the cleanroom in case you wish to dispose of the

top pair and replace with a fresh set of gloves. Also, cleanliness of acid etching is extremely

important and the beakers used for Si etching should only be used for this procedure, should

be properly labeled, and kept separate from other stored beakers. This last one will keep

people from using them accidentally for something else. We have had trouble with cross

contamination of beakers affecting the subsequent growths.
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Recipe

Si Substrate Preparation

A) Pre-clean the beakers before etching.

0. Prep for later growths by taking Fe and Al deposition rates before sample is in the chamber.

Target rates: Fe ⇠ 1 – 2 Å/min, Al ⇠ 1 – 2 Å/min. Typical background pressures due to

elemental vapor pressure are < 1⇥ 10

�9 Torr for Fe, and < 2⇥ 10

�9 Torr for Al. Rates can

be taken during etching time in UCR cleanroom (takes about 1/2 hour) and during load lock

pump down time (takes about 1/2 hour).

1. In UCR cleanroom, rinse graduated cylinder, plastic funnel, 2 plastic beakers, 2 glass

beakers, Teflon tweezers and small jar with water three times each. We have special equip-

ment in the UCR cleanroom for this.

2. Mix the piranha solution (12 ml H2SO4 99% and 12 ml H2O2 30%) in the piranha etch

glass beakers and let sit for a few minutes.

3. Pour the same piranha solution into the piranha rinse glass beaker and wait a few minutes.

4. Rinse both piranha beakers three times. The piranha solution can be poured into the

cleanroom sink which is set up for acid disposal.

5. Mix the dilute HF solution (100 ml DI H2O and 3 ml HF (hydrofluoric acid) 50%) in the

HF etch plastic beaker and wait a few minutes.

6. Pour the HF solution into the HF rinse plastic beaker.
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7. Rinse both HF beakers three times. The HF solution can be poured into the cleanroom

sink.

B) Si substrate etch

1. Mix a new batch of acid solutions in the proper beakers. (Pihrana: H2SO4(99%) :

H2O2(30%) 12 ml:12 ml. HF: DI H2O2(100%):FH(50%) 100 ml:3 ml.) Fill the rinse beakers

and small glass jar with DI.

2. Spray the Si substrate with DI and blow dry with nitrogen gas.

3. Using Teflon tweezers, place sample into piranha etch solution. Etch for 2 minutes. (The

piranha etch is a strong metals etch, which is meant to clean the surface of contaminants.)

4. Using Teflon tweezers, remove sample from piranha etch solution and place in piranha

rinse beaker. Let sit 1 minute.

5. Using Teflon tweezers, remove sample from piranha rinse and place in HF etch solution.

Etch in HF solution for 1 minute. (HF dip etches any SiO2 on the surface leaving the surface

H-passivated Si. Si is hydrophobic and so water should ball up on the surface.)

6. Using Teflon tweezers, remove sample from HF solution and place in HF rinse beaker.

7. Using Teflon tweezers, remove sample from HF rinse and place in small jar, which should

be half filled with DI. Do not blow dry. Place the cap on the small jar and screw tightly. Be

careful, the small jar cap is not really water tight and it will leak. Hold the small jar upright at

all times and try not to splash the water inside around. The substrate should be kept in the DI

water at all times during transport and never exposed to air. The purpose of the small water
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filled jar is to keep the silicon surface from re-oxidizing in the time it takes between the HF

dip in the cleanroom and loading into the load lock in our lab.

8. Clean all beakers with DI rinse in the acids sink 3 times and dry them with nitrogen gas

and then with kimwipes. Put everything away in the proper place.

9. Carry the sample in the small jar with DI back to the main lab.

C) Substrate anneal and Auger characterization

1. Sample should currently be in small jar with DI water to protect from oxidation. Do not

expose Si to air longer then 5 minutes.

2. Remove sample from small jar with DI.

3. Blow dry with nitrogen.

4. Mount with Ta foil on corners to Thermoinics sample platen (pocket).

5. Load into load-lock and pump down. Once pumped, transfer sample to buffer chamber.

6. Do Auger spectroscopy on the sample (0-600 eV at 1 mV sens., 600-2000 at 100 – 300

µV sens.). Confirm Si peaks and examine C and O content.

7. Transfer sample into main chamber. Take RHEED images along [100] and [110] at RT

8. Anneal under UHV conditions at TS = 550

�C (TM ⇠ 650

�C) for 30 min. Annealing

above 400 �C removes H-passivation.

9. Cool to RT and take RHEED images along [100] and [110].

10. Warm up auger with the sample still in the main chamber.
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11. Transfer into the buffer chamber and do Auger spectroscopy (0-600 eV at 1 mV sens.,

600-2000 at 100 – 300 µV sens.). It should be the same as before the anneal.

12. Transfer sample back into the main chamber.

e-beam MgO Growth on Si

1. After substrate anneal, subsequent Auger, and return of sample to main chamber, take

RHEED images along Si(001) [100] and [110].

2. Warm up e-beam MgO cell to deposition power. HV = 4.8 kV. Emission > 8 mA. 17mA

is maximum power and usually means you are out of MgO and the e-beam is now punching

through the MgO crystal to the Ta crucible and your samples will be contaminated with Ta.

This can be verified checking for Ta in Auger spectroscopy data.

3. Move sample into deposition monitor position (beyond x = 1.9 inches) and load in de-

position monitor. Take MgO rate. When done, close MgO shutter, wheel out the deposition

monitor, and return sample to growth position (x = 1.3 inches). Typical MgO rate is ⇠ 1 –

1.5 Å/min with a background pressure of ⇠ 1 ⇥ 10

�8 Torr.

4. Heat substrate to TS = 200

�C (TM ⇠ 270

�C) and allow temperature to stabilize.

Temperature stabilization is certain once TM is constant.

5. Deposit 1.3 nm e-beam MgO at TS = 200

�C. Close MgO shutter at end of growth and

turn off e-beam power supply.
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6. Cool sample to RT and take final RHEED patterns along MgO(001) [100] // Si(001) [100]

and MgO(001) [110] // Si(001) [110] (Fig. 10.6). For MgO thicknesses below 2 nm, a

RHEED pattern will be difficult to see. The growth is cube-on-cube.

7. Warm up auger while the sample is still in the main chamber.

8. Transfer into the buffer chamber and do Auger spectroscopy (0-600 eV at 1 mV sens.,

600-2000 at 100 – 300 µV sens.). It should show clear Mg, Si, and O peaks.

9. Transfer sample back to main chamber.

Discussion and Analysis

200 �C is the optimal growth temperature of e-beam MgO on Si. This was determined

by several growths at various substrate temperatures from the quality of the RHEED and

AFM rms roughness. AFM on 2 nm e-beam MgO/Si(001) grown at 200 �C yielded an RMS

roughness of 0.12 nm. At 2 nm, the MgO shows crystalline RHEED pattern (not shown) with

cube-on-cube growth. For reference, growth at 400 �C resulted in rms roughness of 0.77 nm.

RHEED images for the Si substrate and subsequent 1.3 nm MgO overlayer (as used in the

Ohio state collaboration) is shown in figures 10.5 b) and 10.6 c), respectively. Of the three

main semiconductors (Si, GaAs, Ge), MgO growth on Si is by far the worst. It has been

reliably reported that growth of MgO on Si can result in interfacial oxidized Si, leaving at

least 1 ML of SiOx [338, 340]. Nevertheless, based on Yong Pu’s work on spin injection in

these samples, it has been determined that the materials we have provided give the lowest

number of interfacial states in the reported literature for 3T spin injection experiments [394].
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Figure 10.6: RHEED and Auger of e-beam MgO/Si. a) Auger spectroscopy of MgO (1.3
nm) / p-SOI(001). p-Si substrate was prepared as described in this recipe. b) RHEED MgO
(1.3 nm) / Si(001) along [100].

Fe and Al Deposition on MgO/Si

Recipe

1. After e-beam MgO deposition, subsequent Auger, and return of sample to main chamber,

take RHEED patterns along MgO(001) [100] // Si(001) [100] and MgO(001) [110] // Si(001)

[110].
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2. Deposit 10 nm elemental Fe at RT. PMBE < 1 ⇥ 10

�9 Torr.

3. Examine RHEED of Fe (10 nm) / MgO (2 nm) / Si(001).

4. Warm up auger while the sample is still in the main chamber.

5. Transfer into the buffer chamber and do Auger spectroscopy (0-800 eV at 1 mV sens.). It

should show clear Fe peaks and possibly some remanence of the underlying Si, Mg, and O

peaks.

Note: Auger spectroscopy at this point in the growth is critical to the subsequent fabrication

based on wet etching at Ohio State as developed by Yong Pu. The slight oxidation of the Fe

layer allows for smooth and sustained Al growth. Without the Auger step to slightly oxidize

the Fe, the Al will not stick to the Fe layer and the resulting sample will come out looking

too thin and “blue”. These sample will not etch properly. The final film should look like an

aluminum metal layer (i.e. the color should be that of aluminum (i.e. silvery-ish)).

6. Transfer sample back to main chamber.

7. Deposit 20 nm elemental Al at RT. PMBE < 2 ⇥ 10

�9 Torr.

8. Examine RHEED of Al (20 nm) / Fe (10 nm) / MgO (2 nm) / Si(001). It should be

polycrystalline or amorphous.

9. Warm up auger while the sample is still in the main chamber.

10. Transfer into the buffer chamber and do Auger spectroscopy (0-800 eV at 1 mV sens.,

800-2000 at 100 – 300 µV sens.). It should show Al peaks. The underlying MgO and Si

should not be seen.

233



a) 40

35

30

25

20

15

C
ou

nt
s 

(a
.u

.) 
x1

03  

8006004002000
Energy (eV)

Si#
C# O# Fe#

40

35

30

25

20

15

C
ou

nt
s 

(a
.u

.) 
x1

03  

8006004002000
Energy (eV)

b) 

Al#

c) d) 

[100]# [100]#

Fe#10#nm# Al#20#nm#

Figure 10.7: RHEED and Auger of Al/Fe/MgO/Si. a) Auger spectroscopy of Fe (10 nm)
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(1.3 nm) / p-SOI(001). c) RHEED Fe (10 nm) / MgO (1.3 nm) / p-SOI(001) along [100]. d)
RHEED Al (20 nm) / Fe (10 nm) / MgO (1.3 nm) / p-SOI(001) along [100].

10.4 EuO Growths on Various Substrates

Here I outline the growth procedures for growing EuO in the distillation and oxygen-

limited regime on YSZ, EuO/MgO/GaAs, EuO/TiO2/MgO, and EuO/HOPG. The main re-

sults of this work is summarized in chapters 6, 7, and 8.
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10.4.1 EuO/YSZ(001)

Recipe

1. Warm up Eu cell to growth temperature to allow it to degas a bit during pump time.

Optional: Keep Eu cell at mid-range growth rate ( 2 Å/min) overnight for better degas.

2. Sonicate YSZ(001) substrate in Acetone for 10 minutes. YSZ(001) is generally 10 mm x

10 mm x 0.3 (or 0.5) mm double or single side polished from MTI corporation. Be careful,

sometimes their substrates do not come oriented as advertised. Often it comes miscut with

[100] not oriented along a cleaved plane. Optional: Sonicate additional 10 minutes in IPA.

3. Mount with Ta foil on corners to Thermoinics sample platen (pocket).

4. Load into load-lock and pump down.

5. While pumping, take Eu rate. Move manipulator into deposition monitor position (x >

1.9). Wheel in deposition monitor. Eu rate should be between 8 and 9 Å/min. Pay close

attention to the chamber pressure due to the Eu cell. When done, remove deposition monitor

and put manipulator back into transfer position.

6. Transfer sample into main chamber.

YSZ has awful charging effect in the RHEED at low temperature. You will only get RHEED

above 250 �C. Once you warm it up a bit, you can the orient it along an axis to monitor the

sample during growth.

7. Oxygen anneal YSZ(001) substrate 600 �C at PO2 = 1 ⇥ 10

�7 Torr. Anneal for 3 hours

and then close the O2 leak.
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8. Cool to RT. Take RHEED images while the sample is cooling. Below 250 �C, you may

lose the RHEED pattern due to charging effect.

Optional Step: Once at RT, transfer the sample from the main chamber to the buffer chamber

(Pbuffer < 5 ⇥ 10

�9 Torr). Run the TSP in the main chamber to remove any excess oxygen

still remaining. even though this oxygen level should now be below 3 ⇥ 10

�9 Torr, it can

still affect the growth of EuO, which is very sensitive. Once done running the TSP, the main

chamber pressure should now be the same base pressure from taking the Eu deposition rate

earlier. Transfer sample back into the main chamber.

9. Take Eu rate again. Move manipulator into deposition monitor position (x > 1.9). Wheel

in deposition monitor. Eu rate should be between 8 and 9 Å/min. Pay close attention to

the chamber pressure due to the Eu cell. When done, remove deposition monitor and put

manipulator back into growth position (x = 1.3).

There are two reasons for this: i) remove excess oxygen from the chamber. The Eu acts

effectively as a TSP. ii) After such a long oxygen anneal at high pressure it is a good idea to

re-check the Eu rate is stable and has not dropped appreciably.

10. Heat substrate to TS = 450

�C (TM ⇠ 540

�C) and allow temperature to stabilize.

Temperature stabilization is certain once TM is constant.

11. Monitor RHEED along a particular axis. [100] often gives the better images, but [110]

yields more information as those pesky Eu2O3 spots in the RHEED show up best along [110].

You can also set up a time lapse with high frame rate (1 picture every 0.25 seconds or faster)

in order to try to obtain RHEED oscillations later. To do this you should be sure to crank
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up the intensity on the initial RHEED image as it will fade as the first few monolayers are

deposited. Eu deposited on YSZ forms EuO through oxidation supplied by the substrate. In

the past I have seen up to 8 ML of growth this way by RHEED oscillations. You can analyze

the time lapse after the data is recorded. It is a great improvement that we no longer have to

try getting RHEED oscillations in real time with basically only one chance (per sample) to

get it right.

12. Open the Eu shutter. This commences the growth of EuO (see Sec. 5.2). Monitor the

chamber pressure carefully.

Upon opening the Eu shutter, the pressure will artificially spike due to Eu back heating. It

takes ⇠ 25 - 30 seconds per ML deposition of EuO through substrate supplied oxidation. The

RHEED pattern will immediately begin to change. Wait at least 5 minutes for full distillation

to occur. After this time the RHEED should be that of thin EuO lattice matched on the YSZ

RHEED pattern. After the 5 minute wait time, the Eu vapor pressure, which is the dominant

contributor to the current total chamber pressure, should have returned to close to the normal

value (the pressure during at which the rate was taken with the deposition monitor).

13. Wait minimum 5 minutes for full distillation.

14. Leak molecular oxygen such that the partial pressure is PO2 = 1 – 1.2 ⇥ 10

�8 Torr above

the chamber background pressure. Do NOT exceed this value.

15. Grow for the desired amount of time. At this Eu rate and oxygen pressure, EuO will

deposit at a rate of ⇠ 1.67 nm/min (or 5 nm per 30 minutes).
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16. Terminate the growth by closing the oxygen leak valve. NEVER close the Eu shutter

first.

17. Wait 10 minutes for the residual oxygen in the chamber to pump down. The Eu shutter

should still be open, but despite the high flux rate, the Eu material is simply re-evaporating

off the surface or depositing a little bit of EuO due to oxidation with the residual O2.

18. Close the Eu shutter and turn the Eu cell back to base temperature (TEu ⇠ 220

�C).

19. Cool sample to RT and take final RHEED patterns along EuO(001) [100] // YSZ(001)

[100] and EuO(001) [110] // YSZ(001) [110]. The charging effect should be minimal with

the EuO overlayer.

20. The sample can be capped at RT by e-beam MgO or Al. 2 – 5 nm is sufficient. A double

cap of MgO covered with Al (or Pd) is more effective.

10.4.2 EuO/MgO/GaAs(001)

This section presents a step-by-step recipe for realizing the growth results presented in

section 5.3, which contains the relevant RHEED patterns and is also available in [242].

Recipe

1. Follow the recipe for growing MgO on GaAs(001) in section 10.3.1.

2. After MgO growth, take Eu rate. Move the manipulator into deposition monitor position

(x > 1.9). Wheel in deposition monitor. Eu rate should be between 8 and 9 Å/min. Pay close

attention to the chamber pressure due to the Eu cell. When done, remove deposition monitor
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and put manipulator back into growth position (x = 1.3).

Optional Alternative Procedure: Take Eu rate along with step 13 of section 10.3.1. And

instead of cooling the sample down after the MgO growth (i.e. skip step 16), heat the sample

directly to 450 �C and begin EuO growth.

Note: The thickness of the e-beam MgO buffer layer can be altered if desired. I have achieved

EuO growth on 0.8 nm MgO on GaAs.

3. Heat substrate to TS = 450

�C (TM ⇠ 540

�C) and allow temperature to stabilize.

Temperature stabilization is certain once TM is constant.

4. Open the Eu shutter. Unlike the case of YSZ, there should be no effect on the RHEED

pattern of the underlying MgO buffer layer. Monitor the chamber pressure carefully.

5. Wait minimum 5 minutes for distillation and the chamber pressure to stabilize.

6. Leak molecular oxygen such that the partial pressure is PO2 = 1 – 1.2 ⇥ 10

�8 Torr above

the chamber background pressure. Do NOT exceed this value.

7. Grow for the desired amount of time. At this Eu rate and oxygen pressure, EuO will

deposit at a rate of ⇠ 1.67 nm/min (or 5 nm per 30 minutes).

8. Terminate the growth by closing the oxygen leak valve. NEVER close the Eu shutter first.

9. Wait 10 minutes for the residual oxygen in the chamber to pump down. The Eu shutter

should still be open, but despite the high flux rate, the Eu material is simply re-evaporating

off the surface or depositing a little bit of EuO due to oxidation with the residual O2.

10. Close the Eu shutter and turn the Eu cell back to base temperature (TEu ⇠ 220

�C).
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11. Cool sample to RT and take final RHEED patterns along EuO(001) [100] // GaAs(001)

[100] and EuO(001) [110] // GaAs(001) [110] as shown in section 5.3, figures 5.2 e) and 5.2

f), respectively.

20. The sample can be capped at RT by e-beam MgO or Al. 2 – 5 nm is sufficient. A double

cap of MgO covered with Al is more effective.

10.4.3 EuO/TiO2/MgO(001)

This section presents a step-by-step recipe for realizing the growth results presented in

section 6.4, which contains the relevant RHEED patterns and is also available in [243]. Also,

the Methods section section 6.2) provides a comprehensive but concise description of the

growth recipe.

Recipe

1. Follow the recipe for growing homoepitaxial 10 nm e-beam MgO buffer layers on MgO(001)

in section 10.2.4.

2. With sample at RT and still in the main chamber, Take a Eu rate. Move manipulator

into deposition monitor position (x > 1.9). Wheel in deposition monitor. Eu rate should be

between 8 and 9 Å/min. Pay close attention to the chamber pressure due to the Eu cell. When

done, close Eu shutter. Leave deposition monitor in place.

3. Turn on the Ti cell and let warm up. Turn up the filament first to 6 V, 4.4 A. Slowly put a

little high voltage onto the grid of approximately 0.05 kV. There should be a current reading
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on the power supply although it should be small (a few mA). Begin turning up the HV on

the rod to ⇠ 0.1 kV, there should be minimal current on the rod one or two mA. Slowly turn

up the grid to ⇠ 0.2 kV, and the rod to ⇠ 2 – 3 kV. The current reading on the grid and rod

should be about ⇠ 60 mA and ⇠ 15 – 20 mA, respectively.

4. Take Ti rate. This should be done as an immediate step before growing the Ti layer.

The Ti e-beam rod source tends to decrease in rate over time and if you wait more than 1

hour between the taking the rate and actually growing the film, you may have a decreased

rate by perhaps 20%. The rate should be somewhere between 0.6 – 1.0 Å/min. The cell

background pressure should be < 2⇥10

�9 Torr. When done, remove deposition monitor and

put manipulator back into growth position (x = 1.3).

7. Deposit the desired amount of Ti for 1, 1.5, or 2 ML according to the TiO2 plane as

opposed to a monolayer of hexagonal Ti. For reference, 1 ML = 1.6 Å, 1.5 ML = 2.4 Å, and

2 ML = 3.2 Å. The numbers 1.6, 2.4, and 3.2 Å correspond to the amount of Ti to deposit

based on hexagonal crystal structure. For instance, if you take a rate with the deposition

monitor of 0.8 Å/min, you should deposit for exactly 2 minutes to achieve necessary number

of Ti atoms for 1 ML of TiO2 lattice matched to MgO. We have found that 2.1 Å of Ti is

also reliable for producing the 2x2 TiO reconstruction with the additional higher periodic

reconstruction. When done, turn off the Ti cell.

6. Heat substrate to TS = 500

�C (TM ⇠ 610

�C) and allow temperature to stabilize.

Temperature stabilization is certain once TM is constant.
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7. Oxidize Ti layer at 500 �C at PO2 = 1 – 5 ⇥ 10

�8 Torr for 30 minutes. Close oxygen leak

valve when done.

8. Cool sample to RT and take RHEED along MgO(001) [100] and MgO(001) [110] to look

for special reconstructions in the MgO pattern. See section 6.4, figure 6.2.

9. Heat substrate to TS = 500

�C (TM ⇠ 610

�C) and allow temperature to stabilize.

Temperature stabilization is certain once TM is constant.

10. Open the Eu shutter. This commences the growth of EuO (see Sec. 6.4). Monitor the

chamber pressure carefully.

Upon opening the Eu shutter, the pressure will artificially spike due to Eu back heating. It

takes an estimated ⇠ 25 - 30 seconds per ML deposition of EuO through substrate supplied

oxidation. The RHEED pattern will immediately begin to change. Wait at least 5 minutes for

full distillation to occur. After this time the RHEED should be to that displayed in section

6.4, figures 6.4 a) and 6.4 b). After the 5 minute wait time, the Eu vapor pressure, which

is the dominant contributor to the current total chamber pressure, should have returned to

close to the normal value (the pressure during at which the rate was taken with the deposition

monitor).

11. Wait minimum 5 minutes for full distillation.

12. Leak molecular oxygen such that the partial pressure is PO2 = 1 – 1.2 ⇥ 10

�8 Torr above

the chamber background pressure. Do NOT exceed this value.
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13. Grow for the desired amount of time. At this Eu rate and oxygen pressure, EuO will

deposit at a rate of ⇠ 1.67 nm/min (or 5 nm per 30 minutes).

14. Terminate the growth by closing the oxygen leak valve. NEVER close the Eu shutter

first.

15. Wait 10 minutes for the residual oxygen in the chamber to pump down. The Eu shutter

should still be open, but despite the high flux rate, the Eu material is simply re-evaporating

off the surface or depositing a little bit of EuO due to oxidation with the residual O2.

16. Close the Eu shutter and turn the Eu cell back to base temperature (TEu ⇠ 220

�C).

17. Cool sample to RT and take final RHEED patterns along EuO(001) [100] // MgO(001)

[110] and EuO(001) [110] // MgO(001) [100]. The EuO layer will be rotated 45 � in-plane

with respect to the underlying MgO substrate.

18. The sample can be capped at RT by e-beam MgO or Al. 2 – 5 nm is sufficient. A double

cap of MgO covered with Al is more effective.

10.4.4 EuO/HOPG(0001)

Recipe

1. Warm up Eu cell to growth temperature to allow it to degas a bit during pump time.

Optional: Keep Eu cell at mid-range growth rate ( 2 Å/min) overnight for better degas.

2. Prepare fresh HOPG substrate. HOPG(0001) substrate is grade ZYA from SPI.
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3. Place HOPG substrate on a clean flat surface and apply 3M scotch tape uniformly pressed

over the HOPG substrate surface. Gently rub with your thumb over the tape surface to press

the tape to the substrate. Use soft carbon tweezers for extra rubbing to fill any additional

crevasses.

4. Peel the tape off the substrate to reveal a clean HOPG surface. Note: Repeat steps 3 and 4

at least once more to be sure of a clean surface

5. Mount with Ta foil on corners to Thermoinics sample platen (pocket).

6. Load into load-lock and pump down.

7. While pumping, take Eu rate. Move manipulator into deposition monitor position (x >

1.9). Wheel in deposition monitor. Eu rate should be between 8 and 9 Å/min. Pay close

attention to the chamber pressure due to the Eu cell. When done, remove deposition monitor

and put manipulator back into transfer position.

8. Transfer sample into main chamber and examine the HOPG RHEED pattern. There is no

need to examine different directions as HOPG has in-plane rotational disorder (see section

7.2, figure 7.2 a)).

9. Anneal in UHV at 600 �C for 1 hour.

10. Cool to TS = 550

�C (TM ⇠ 670

�C) and allow temperature to stabilize. Temperature

stabilization is certain once TM is constant.

11. Open the Eu shutter. The incoming Eu flux will re-evaporate off the sample surface

(see Sec. 7.2) and the RHEED pattern will remain unaltered. Monitor the chamber pressure
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carefully.

Upon opening the Eu shutter, the pressure will artificially spike due to Eu back heating.

After the 5 minute wait time, the Eu vapor pressure, which is the dominant contributor to

the current total chamber pressure, should have returned to close to the normal value (the

pressure during at which the rate was taken with the deposition monitor).

12. Wait minimum 5 minutes for steady state of the Eu flux.

13. Leak molecular oxygen such that the partial pressure is PO2 = 1 – 1.2 ⇥ 10

�8 Torr above

the chamber background pressure. Do NOT exceed this value.

14. Grow for the desired amount of time. At this Eu rate and oxygen pressure, EuO will

deposit at a rate of ⇠ 1.67 nm/min (or 5 nm per 30 minutes).

15. Terminate the growth by closing the oxygen leak valve. NEVER close the Eu shutter

first.

16. Wait 10 minutes for the residual oxygen in the chamber to pump down. The Eu shutter

should still be open, but despite the high flux rate, the Eu material is simply re-evaporating

off the surface or depositing a little bit of EuO due to oxidation with the residual O2.

17. Close the Eu shutter and turn the Eu cell back to base temperature (TEu ⇠ 220

�C).

18. Cool sample to RT and take final RHEED pattern (see section 7.2, figure 7.2 b)).

19. The sample can be capped at RT by e-beam MgO or Al. 2 – 5 nm is sufficient. A double

cap of MgO covered with Al is more effective.
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10.5 Co/Pd Superstructures for Perpendicular Media

Very thin Co and Pd repeated layers (superlattices) are known to demonstrate perpen-

dicular magnetic anisotropy (PMA) [395, 396, 397, 398, 26]. Magnetic anisotropy simply

refers to a preferred orientation of magnetization along different axis directions in a solid.

For instance, if a system has a preferred orientation along one axis in the solid, that will be

the configuration that minimizes the magnetic energy and is called the ‘easy’ axis. In the

case of thin films, there are a wide variety of growth and materials parameters that allow for

significant control over the magnetic anisotropy [138], and is therefore crucial for commer-

cial applications. Some important applications include interlayer exchange coupling (IEC)

[399, 400, 401, 402, 403, 138], spin transfer torque (STT) [404, 405, 406], giant magnetore-

sistance (GMR) [1, 2, 399] tunneling magnetoresistance (TMR) [5, 6, 27], and magneto-optic

(MO) [407] recording. There are several types of sources for anisotropy in a magnetic sys-

tem. They are due to the shape of material (shape anisotropy), the internal electric fields

combined with spin-orbit coupling (magneto-crystalline anisotropy), and mechanical defor-

mation like strain or stress (strain anisotropy), and symmetry-breaking at the interface (sur-

face anisotropy). Like all interface effects, it is extremely sensitive to the the atomic scale

structure, and therefore can be easily controlled and optimized for the desired application

through MBE.
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The relevant energy for surface anisotropy along the film normal is given by [397, 398,

138],

EA = KV cos

2 ✓ ⇥ d+KS cos
2 ✓ (10.1)

where EA is the surface anisotropy energy in units of erg/cm�2, d is the thickness of the

magnetic thin film, KS is the interface or surface anisotropy term, ✓ is the angle between the

axis and the magnetization, and KV is the volume anisotropy term in units of erg/cm�3. KV

is given by,

KV = Kshape +KM�C +Kstrain (10.2)

where Kshape, KM�C , and Kstrain are the shape, magneto-crystalline, and strain anisotropy

terms. The shape anisotropy is caused by energy dependence along different directions from

the boundary conditions of the dipolar field resulting from the magnetization. On the other

hand, the spin-orbit interaction is responsible for magneto-crystalline anisotropy and strain

anisotropy. For thick films we can ignore KS and the easy direction can be determined by

the magnitude and signs of the different bulk anisotropy terms. For the perpendicular axis

chosen, KV > 0 (< 0) corresponds to a preference for in-plane (out-of-plane) orientation of

the magnetization. Generally, for thin films, the magneto-crystalline anisotropy is dominated

by the shape anisotropy. Thus, along the perpendicular axis, Kshape > 0 and films typically

have magnetizations in-plane. However, within the plane of the film, the magneto-crystalline

anisotropy will be relevant as in the case of Fe films on 2x4 reconstructed GaAs(001) [389,

48, 390].
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We can now add KS back into consideration. Regardless of the origin of KS , we can

understand why PMA appears in very thin films through equation 10.1. First, it is necessary

that the surface term KS favors the perpendicular direction (i.e. KS < 0). Second, there is a

competition between KS and KV to determine the lowest energy axis. As the film thickness

decreases, a crossover can occur where | KV ⇥ d |<| KS |. Therefore, the surface anisotropy

term dominates. This will orient the easy axis along the out-of-plane axis.

A comprehensive review of PMA in a variety of structures including Co, Fe, and Ni with

various interlayers (Pt, Pd, Au, Cu, etc..) is presented in [398]. Perpendicular magnetic

anisotropy was first discovered in (Co/Pd)n superlattices in 1985 [395] for structures with

many repeats (n ⇠ 100) of thin Co ( 4 – 12 Å) and Pd ( ⇠ 33 – 80 Å) bilayers. The micro-

scopic nature of PMA is considered to have several contributions to the surface anisotropy

term [Johnson]:

KS = KN +Kcoh +Kinc (10.3)

where KN is the Néel surface anisotropy [408], Kcoh is the surface strain anisotropy, and

Kinc is the incoherent anisotropy term. KN arises due to particular orientations at the surface

of the internal electric fields and spin-orbit coupling. This is essentially a surface modified

version of the bulk magneto-crystalline anisotropy due to the lowering of symmetry [408].

Similarly, the magneto-elastic (strain/stress) contribution to the bulk value Kstrain can also

be significantly altered at the interface and produce a surface anisotropy. Kcoh is the coherent

part of the magneto-elastic surface anisotropy and appears for systems in which the lattice
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mismatch is not too large, which allows for the layers to grow in a regime in which the mag-

netic layer experiences epitaxial tensile strain [397, 398]. On the other hand, when the lattice

constants differ significantly (as is the case for Co/Pd), the layers will not grow strained, but

can be characterized as epitaxial but with many dislocations. This is called incoherent and

gives rise to the surface anisotropy term Kinc. Much of the behavior of the [(Co,Fe,Ni)/X]n

bilayer superlattices, where X is a non-magnetic (usually a transition metal) element, can

be reasonably explained with this model. The magneto-crystalline component to the surface

anisotropy can be directly calculated, while the coherent and incoherent terms require some

experimental input for the amount of strain induced through different growth techniques (i.e.

sputter vs. MBE).

Interestingly, Co/Pd does not fall into the set of material systems that are easily explained

through this model. It was shown by [409] that KS is independent of the crystalline ori-

entations of the Co/Pd bilayers, suggesting that the main source of anisotropy stems from

Kinc. However, it has also been seen that KS can be enhanced through annealing, which is

associated with film smoothing [397]. This and other results would suggest a meaningful

contribution from KN [398, 410]. These issues were exacerbated by the difficulty in prop-

erly characterizing the structural quality for each group and each KS experiment. At the

time, advanced materials characterization techniques (RHEED) and magnetization measure-

ments (SQUID) were less ubiquitous. In general the detailed microscopic origin of KS is

complex and depends strongly on the substrate, crystallinity, materials choice, roughness,

and interdiffusion. Recent experiments provide new insights including the importance of

249



local anisotropy, grain structure, d-d orbital hybridization leading to enhanced orbital contri-

butions, and induced magnetism in the adjacent Pd layers [411, 412]. Fortunately, regardless

of the complex origin of KS , (Co/Pd)n provides a robust, orientation independent, system to

taking advantage of room temperature perpendicular magnetization for spintronics applica-

tions.

We are interested in taking advantage of perpendicular anisotropy for perpendicular spin

injection into GaAs. The goal of this project is to inject spins electrically and then detect

them via slow muons as discussed in ref. [413]. In plane spin injection is not possible as the

muons are sensitive to spin polarization oriented along the surface normal to the substrate.

Also, the muon detection signal is increased by having large substrates with injected spin

carriers over a large region (1.5 cm x 1.5 cm) and therefore large substrates are desired. For

this, we have used 7 ⇥ 10

16 /cm�2 n-GaAs(001) that we buy in 2 inch wafers. As shown in

figure 10.4, these AXT substrates provide acceptable spin properties for our purposes here.

AXT GaAs(001) substrates are prepared by a wet chemical digital etch. Prepare 30%

H2O2 and a DI rinse beaker for the peroxide step. The peroxide serves to oxidize the surface.

Next, prepare a beaker of HCL:H2O (1:1) and a DI rinse beaker for the acid step as well.

The hydrochloric acid etches the oxide. Using teflon tweezers dip the sample in the peroxide

for 1 minute, then dip into the DI rinse for the peroxide step for 15 – 30 s. Blow dry with

N2 gas. Next, dip the sample into the HCL solution for 1 minute, and then into the DI rinse

for the acid step for 15 – 30 s. Blow dry with N2 gas and then repeat the process. This

oxidize/etch procedure should be repeated three times, thus the term digital. The digital etch
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Figure 10.8: Comparison of Magnetic Behavior of Different Co/Pd Superlattices. a) Polar
(blue curve) and longitudinal (black curve) MOKE plotted in arbitrary units. The data in a)
corresponds to the structure shown in figure b). c) Polar (blue curve) and longitudinal (black
curve) MOKE corresponding to the structure shown in figure d). e) Polar (blue curve) and
longitudinal (black curve) MOKE corresponding to the structure shown in figure f). g) and
h) The structures in the red box show structures that did not demonstrate PMA.

seems to produce better results than a single long peroxide and etch recipe. The sample is

then annealed in UHV at 580 �C for 30 minutes.

Next, we investigate the Co/Pd growth and determine which bilayer repeats give PMA

and the coercivity range we are looking for (HC < 500 Oe). Fig. 10.8 shows the magnetic

hysteresis loops as measured by polar MOKE at RT for several different Co/Pd superlattices.

The hysteresis loop in fig. 10.8 a) (blue curve), which corresponds to the structure drawn in
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10.8 b) with 4 ÅCo and 9 ÅPd repeated 10 times, demonstrates PMA with HC = 520 Oe.

A longitudinal MOKE scan (black curve) does not show any saturation in this field range

indicating that the in-plane direction is a magnetically hard axis. The Co/Pd superlattice

with 4 ÅCO and 13 ÅPd repeated 5 times, also demonstrated PMA with HC = 300 Oe.

Notably, the PMA (blue curves) demonstrated by these two structures shows high magnetic

remanence (MR = MS), which is crucial for the upcoming muon experiments, which will

seek to determine if there is spin injection at zero applied field. The diamagnetic background

is likely due to the Pd layers.

For spin injection purposes, we are also concerned about the spin diffusion length in the

spin injecting material. We do not wish to have Co/Pd bilayers directly at the interface as

there is no spin polarization in the Pd layers which is expected to lead to lower spin injection

efficiency. Therefore wee seek to have fully magnetic layers at the interface and the total

thickness of these layers should approach the spin diffusion length in metals. For this, we

would like to have at least 1 nm of magnetic material at the interface. We first investigate the

now standard Co/Pd (4 Å/ 13 Å) 5 repeat structure with an additional Co/Fe (1 Å/3 Å) double

bilayer at the interface as shown in fig. 10.8 f). The polar magnetic hysteresis loops for this

structure is shown in 10.8 e) and is characterized by MR = MS , HC = 320 Oe, and a slight

twisting in the loop shape leading to an increase in the saturation field, HS . This increase

in MS is directly related to relative increase in the volume anisotropy energy compared to

the surface term due to the Co/Fe layers which do not contribute a significant contribution

to the surface anisotropy term. However, the change in HS is not large, and the magnetic
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hysteresis loops still show excellent properties. We have also investigated increasing the

amount of magnetic material at the interface by adding extra Co/Fe bilayers at the interface

to create a total structure [Co(4 Å)/Pd(13 Å)]5/[Co(1 Å)/Fe(3 Å)]4 as shown in figure 10.8

g). And we also investigate a thick Co buffer layer at the interface underneath the standard

Co/Pd structure (Fig. 10.8). These structures did not demonstrate perpendicular magnetiza-

tion. Therefore, we have determined that the structure presented in figure 10.8 f) gives the

best compromise of coercivity, saturation magnetization, and spin diffusion length, without

compromising the magnetic remanence.

For the purposes of spin injection, it may also be desirable to improve the spin injection

efficiency by adding an MgO tunnel barrier. We next investigate the magnetic properties of

Co/Pd layers with the interfacial Co/Fe double bilayer on MgO grown on GaAs. The GaAs

substrate is prepared as before with the peroxide/HCL digital etch. In order to protect the

edges of the sample from edge deposition and therefore create electric shorts between the

interface and the back of the sample, we employ a Ta foil mask system that protects all sides

of the sample, but leaves the majority of the sample face open for materials growth. Also, the

Ta foil mask is compatible with the GaAs substrate UHV anneal. 1.5 nm of e-beam MgO is

deposited on the GaAs substrate at RT. Following this, the Co/Fe double bilayer and Co/Pd

superstructure is grown on top. Next, a wedge shutter is wheeled in front of the sample to

block one small ⇠ 1
4 inch ⇥ 1

4 inch of the sample. Next 50 nm Pd is grown on top to act

as a top electrical contact. The remaining ⇠ 1
4 inch ⇥ 1

4 inch area of total metal thickness

⇠ 12 nm, is thin enough to allow for MOKE characterization. Lastly, the sample is flipped
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Figure 10.9: [Co/Pd]n/[Co/Fe]m layers on MgO/GaAs(001) Characterization. a) Po-
lar MOKE for 5 times repeated Co/Pd structure as shown in c) for growth on MgO
(1.5 nm)/GaAs(001). b) Polar MOKE for 7 times repeated Co/Pd structure as shown
in d) for growth on MgO (1.5 nm)/GaAs(001). e) DC I-V for these sample struc-
tures with a 50 nm Pd cap on top of the Co/Pd superstructure and 100 nm Pd layer
grown on the unpolished back-side of the sample with forward bias applied relative to the
[Co/Pd/]n/[Co/Fe]m/MgO/GaAs(001) interface.

over, carefully mounted so as to not scratch the front surface, and Ta foil masked off on the

edges. It is then loaded back into the UHV growth chamber for 100 nm Pd contact grown on

the back of the substrate. A sample of [Co(4 Å)/Pd(13 Å)]5/[Co(1 Å)/Fe(3 Å)]4/MgO (1.5

nm)/GaAs(001) is characterized by polar MOKE as shown in Fig. 10.9 a). The MOKE data
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demonstrates that the PMA behavior has changed compared to growth in the absence of the

MgO barrier. On MgO, the sample shows a much lower coercivity of HC = 170 Oe. HS = 500

Oe and noticeably, the magnetization switching is apparent close to zero field. This makes

for an undesirable situation as the robustness of our mandatory condition, MR = MS , is on

the cusp of not being met. Therefore, we can increase the low field magnetization stability

and increase the difference in anisotropy between in-plane and out-of-plane, thus increasing

the necessary field to switch the magnetization, by adding two extra bilayers of Co/Pd and

create the structure [Co(4 Å)/Pd(13 Å)]7/[Co(1 Å)/Fe(3 Å)]4/MgO (1.5 nm)/GaAs(001) as

shown in figure 10.9 d). The sample is grown with identical preparation, Ta masking, and

Pd electrodes. Figure 10.9 b) shows the polar MOKE measurement which demonstrates

increased stability at low field, increased coercivity (HC = 270 Oe), and increased saturation

field (HS = 790 Oe). These magnetization characteristics meets the requirements that we are

looking for. Next we can measure DC I-V on this sample structure. Fig. 10.9 e) shows I-V

curve at RT and T=10K. Positive voltage corresponds to forward bias of the PMA interface.

In conclusion, we have investigated (Co/Pd)n/(Co/Fe)m structures as a means for realizing

perpendicular magnetic media for future projects that will investigate spin properties in n-

GaAs via decay of spin-polarized slow muons. The magnetic properties were optimized

for structures with and without an MgO barrier in order to maximize the remanence (MR

= MS) and place the coercivity and saturation field in a moderate range that is accessible

by reasonably low magnetic fields of ⇠ 1000 Oe. The I-V curves demonstrate relatively

temperature independent operation.
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[317] M. A. H. Vozmediano, M. P. López-Sancho, T. Stauber, and F. Guinea, Physical Re-

view B 72, 155121 (2005).

[318] H. Kumazaki and D. Hirashima, Journal of Magnetism and Magnetic Materials 310,

2256 (2007).

[319] J. J. Palacios, J. Fernández-Rossier, and L. Brey, Physical Review B 77, 195428

(2008).

[320] B. Uchoa, V. N. Kotov, N. M. R. Peres, and A. H. Castro Neto, Physical Review Letters

101, 026805 (2008).

[321] E. H. Lieb, Physical Review Letters 62, 1201 (1989).

[322] L. Pisani, J. A. Chan, B. Montanari, and N. M. Harrison, Physical Review B 75,

064418 (2007).

[323] O. V. Yazyev and M. I. Katsnelson, Physical Review Letters 100, 047209 (2008).

[324] P. Esquinazi, D. Spemann, R. Hohne, A. Setzer, K.-H. Han, and T. Butz, Physical

Review Letters 91, 227201 (2003).

[325] L. Xie, X. Wang, J. Lu, Z. H. Ni, Z. Luo, H. Mao, R. Wang, Y. Wang, H. Huang, D. Qi,

et al., Applied Physics Letters 98, 193113 (2011).

[326] J. Cervenka, M. I. Katsnelson, and C. F. J. Flipse, Nature Physics 5, 840 (2009).

286



[327] H. S. S. Ramakrishna Matte, K. S. Subrahmanyam, and C. N. R. Rao, Journal of

Physical Chemistry C 113, 9982 (2009).

[328] Y. Wang, Y. Huang, Y. Song, X. Zhang, Y. Ma, J. Liang, and Y. Chen, Nano Letters 9,

220 (2009).

[329] M. Sepioni, R. R. Nair, S. Rablen, J. Narayanan, F. Tuna, R. Winpenny, A. K. Geim,

and I. V. Grigorieva, Physical Review Letters 105, 207205 (2010).

[330] R. R. Nair, M. Sepioni, I.-L. Tsai, O. Lehtinen, J. Keinonen, A. V. Krasheninnikov,

T. Thomson, A. K. Geim, and I. V. Grigorieva, Nature Physics 8, 199 (2012).

[331] R. R. Nair, I. Tsai, M. Sepioni, O. Lehtinen, J. Keinonen, A. V. Krasheninnikov, A. H.

Castro Neto, A. K. Geim, I. V. Grigorieva, et al., arXiv preprint arXiv:1301.7611

(2013).

[332] A. Candini, C. Alvino, W. Wernsdorfer, and M. Affronte, Physical Review B 83,

121401 (2011).

[333] J.-H. Chen, L. Li, W. G. Cullen, E. D. Williams, and M. S. Fuhrer, Nature Physics 7,

535 (2011).

[334] J. Jobst and H. B. Weber, Nature Physics 8, 352 (2012).

[335] H. Ott, S. J. Heise, R. Sutarto, Z. Hu, C. F. Chang, H. H. Hsieh, H.-J. Lin, C. T. Chen,

and L. H. Tjeng, Physical Review B 73, 094407 (2006).

287



[336] J. Lettieri, V. Vaithyanathan, S. K. Eah, J. Stephens, V. Sih, D. D. Awschalom, J. Levy,

and D. G. Schlom, Applied Physics Letters 83, 975 (2003).

[337] A. Fujimori, M. Grioni, and J. H. Weaver, Physical Review B 33, 726 (1986).

[338] K. J. Hubbard and D. G. Schlom, Journal of Materials Research 11, 2757 (1996).

[339] C. M. Boubeta, J. L. Menendez, J. L. Costa-Kramer, J. M. Garcia, J. V. Anguita,

B. Bescos, A. Cebollada, F. Briones, A. V. Chernykh, I. V. Malikov, et al., Surface

Science 482–485, Part 2, 910 (2001).

[340] J. W. Reiner, A. M. Kolpak, Y. Segal, K. F. Garrity, S. Ismail-Beigi, C. H. Ahn, and

F. J. Walker, Advanced Materials 22, 2919 (2010).

[341] S. Yadavalli, M. H. Yang, and C. P. Flynn, Physical Review B 41, 7961 (1990).

[342] W. Han, Y. Zhou, Y. Wang, Y. Li, J. J. I. Wong, K. Pi, A. G. Swartz, K. M. McCreary,

F. Xiu, K. L. Wang, et al., Journal of Crystal Growth 312, 44 (2009).

[343] X. Jiang, R. Wang, R. M. Shelby, R. M. Macfarlane, S. R. Bank, J. S. Harris, and

S. S. P. Parkin, Physical Review Letters 94, 056601 (2005).

[344] T. Sasaki, T. Oikawa, T. Suzuki, M. Shiraishi, Y. Suzuki, and K. Tagami, Applied

Physics Express 2, 053003 (2009).

[345] Y. Zhou, W. Han, L.-T. Chang, F. Xiu, M. Wang, M. Oehme, I. A. Fischer, J. Schulze,

R. K. Kawakami, and K. L. Wang, Physical Review B 84, 125323 (2011).

288



[346] R. A. McKee, F. J. Walker, E. D. Specht, G. E. Jellisen, and L. A. Boatner, Physical

Review Letters 72, 2741 (1994).

[347] D. M. Lind, S. D. Berry, G. Chern, H. Mathias, and L. R. Testardi, Physical Review B

45, 1838 (1992).

[348] R. D. Shannon, Acta Crystallogr., Sect. A: Cryst. Phys. Diff., Theor. Gen. Crystallogr.

32, 751 (1976).

[349] H. Kawanowa, D. Mori, Y. Gotohand, and R. Souda, Surf. Interface Anal. 36, 1001

(2004).

[350] R. Rausch and W. Nolting, Journal of Physics: Condensed Matter 21, 376002 (2009).

[351] J. Zou, G. Jin, and Y.-Q. Ma, Journal of Physics: Condensed Matter 21, 126001

(2009).

[352] V. E. Henrich and P. A. Cox, The surface science of metal oxides (Cambridge univer-

sity press, 1996).

[353] Y. Hao, Y. Wang, L. Wang, Z. Ni, Z. Wang, R. Wang, C. K. Koo, Z. Shen, and J. T. L.

Thong, Small 6, 195 (2009).

[354] A. Gupta, G. Chen, P. Joshi, S. Tadigadapa, and Eklund, Nano Letters 6, 2667 (2006).

[355] L. M. Malard, M. A. Pimenta, G. Dresselhaus, and M. S. Dresselhaus, Physics Reports

473, 51 (2009).

289



[356] B. Tang, H. Guoxin, and H. Gao, Applied Spectroscopy Reviews 45, 369 (2010).

[357] S. Pisana, M. Lazzeri, C. Casiraghi, K. S. Novoselov, A. K. Geim, A. C. Ferrari, and

F. Mauri, Nature Materials 6, 198 (2007).

[358] A. Das, S. Pisana, B. Chakraborty, S. Piscanec, S. K. Saha, U. V. Waghmare, K. S.

Novoselov, H. R. Krishnamurthy, A. K. Geim, A. K. Sood, et al., Nature Nanotech-

nology 3, 210 (2008).

[359] Z. H. Ni, H. M. Wang, Y. Ma, J. Kasim, Y. H. Wu, and Z. X. Shen, ACS Nano 2, 1033

(2008).

[360] Z. H. Ni, T. Yu, Y. H. Lu, Y. Y. Wang, Y. P. Feng, and Z. X. Shen, ACS Nano 2, 2301

(2008).

[361] F. Ding, H. Ji, Y. Chen, A. Herklotz, K. Dörr, Y. Mei, A. Rastelli, and O. G. Schmidt,
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