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While hypothesis testing is a highly formalized activity, hypothesis gen- 
eration remains largely informal. We propose a systematic procedure to gener- 
ate novel hypotheses about human behavior, which uses the capacity of machine 
learning algorithms to notice patterns people might not. We illustrate the proce- 
dure with a concrete application: judge decisions about whom to jail. We begin 

with a striking fact: the defendant’s face alone matters greatly for the judge’s jail- 
ing decision. In fact, an algorithm given only the pixels in the defendant’s mug 
shot accounts for up to half of the predictable variation. We develop a procedure 
that allows human subjects to interact with this black-box algorithm to produce 
hypotheses about what in the face influences judge decisions. The procedure gen- 
erates hypotheses that are both interpretable and novel: they are not explained 
by demographics (e.g., race) or existing psychology research, nor are they already 
known (even if tacitly) to people or experts. Though these results are specific, our 
procedure is general. It provides a way to produce novel, interpretable hypotheses 
from any high-dimensional data set (e.g., cell phones, satellites, online behavior, 
news headlines, corporate filings, and high-frequency time series). A central tenet 
of our article is that hypothesis generation is a valuable activity, and we hope this 
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encourages future work in this largely “prescientific” stage of science. JEL Codes: 
B4, C1.

Sc
tested
origin
inspir
genera
is also
“data”
(throu
What 
sis run
happe
tual s
is no o
idiosy

Th
First, 
terns 
patter
These
but al
proces
man b
data i
tion a
stories
so on.

1. T
as it ap
called “a
ploratio
a strate
results.
ing in s
ways an

D
ow

nloaded from
 https://academ

ic.oup.com
/qje/advance-article/doi/10.1093/qje/qjad055/7515309 by U

niversity
 

I. INTRODUCTION 

ience is curiously asymmetric. New ideas are meticulously 

 using data, statistics, and formal models. Yet those ideas 
ate in a notably less meticulous process involving intuition, 
ation, and creativity. The asymmetry between how ideas are 

ted versus tested is noteworthy because idea generation 

, at its core, an empirical activity. Creativity begins with 

(albeit data stored in the mind), which are then “analyzed”
gh a purely psychological process of pattern recognition). 
feels like inspiration is actually the output of a data analy- 
 by the human brain. Despite this, idea generation largely 

ns off stage, something that typically happens before “ac- 
cience” begins. 1 Things are likely this way because there 

bvious alternative. The creative process is so human and 

ncratic that it would seem to resist formalism. 
at may be about to change because of two developments. 

human cognition is no longer the only way to notice pat- 
in the world. Machine learning algorithms can also find 

ns, including patterns people might not notice themselves. 
 algorithms can work not just with structured, tabular data 

so with the kinds of inputs that traditionally could only be 

sed by the mind, like images or text. Second, data on hu- 
ehavior is exploding: second-by-second price and volume 

n asset markets, high-frequency cellphone data on loca- 
nd usage, CCTV camera and police bodycam footage, news 
, children’s books, the entire text of corporate filings, and 

 The kind of information researchers once relied on for 
he question of hypothesis generation has been a vexing one in philosophy, 
pears to follow a process distinct from deduction and has been sometimes 
bduction” (see Schickore 2018 for an overview). A fascinating economic ex- 
n of this topic can be found in Heckman and Singer (2017) , which outlines 
gy for how economists should proceed in the face of surprising empirical 
 Finally, there is a small but growing literature that uses machine learn- 
cience. In the next section we discuss how our approach is similar in some 
d different in others. 

 of C
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nspiration is now machine readable: what was once solely mental 
ata is increasingly becoming actual data. 2 

We suggest that these changes can be leveraged to ex- 
and how hypotheses are generated. Currently, researchers do of 
ourse look at data to generate hypotheses, as in exploratory data 

nalysis, but this depends on the idiosyncratic creativity of inves- 
igators who must decide what statistics to calculate. In contrast, 
e suggest capitalizing on the capacity of machine learning al- 
orithms to automatically detect patterns, especially ones people 

ight never have considered. A key challenge is that we require 

ypotheses that are interpretable to people. One important goal 
f science is to generalize knowledge to new contexts. Predictive 

atterns in a single data set alone are rarely useful; they become 

nsightful when they can be generalized. Currently, that general- 
zation is done by people, and people can only generalize things 
hey understand. The predictors produced by machine learning 

lgorithms are, however, notoriously opaque—hard-to-decipher 
black boxes.” We propose a procedure that integrates these al- 
orithms into a pipeline that results in human-interpretable hy- 
otheses that are both novel and testable. 

While our procedure is broadly applicable, we illustrate it in 

 concrete application: judicial decision making. Specifically we 

tudy pretrial decisions about which defendants are jailed versus 
et free awaiting trial, a decision that by law is supposed to hinge 

n a prediction of the defendant’s risk (Dobbie and Yang 2021 ). 3 

his is also a substantively interesting application in its own 

ight because of the high stakes involved and mounting evidence 

hat judges make these decisions less than perfectly (Kleinberg 

t al. 2018 ; Rambachan et al. 2021 ; Angelova, Dobbie, and Yang 

023 ). 
We begin with a striking fact. When we build a deep learn- 

ng model of the judge—one that predicts whether the judge 

ill detain a given defendant—a single factor emerges as hav- 
ng large explanatory power: the defendant’s face. A predictor 
hat uses only the pixels in the defendant’s mug shot explains 
rom one-quarter to nearly one-half of the predictable variation in 
2. See Einav and Levin (2014) , Varian (2014) , Athey (2017) , Mullainathan 

nd Spiess (2017) , Gentzkow, Kelly, and Taddy (2019) , and Adukia et al. (2023) on 

ow these changes can affect economics. 
3. In practice, there are a number of additional nuances, as discussed in 

ection III.A and Online Appendix A.A. 

r on 24 January 2024
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detention. 4 Defendants whose mug shots fall in the bottom quar-
tile of predicted detention are 20.4 percentage points more likely
to be jailed than those in the top quartile. By comparison, the
difference in detention rates between those arrested for violent
versus nonviolent crimes is 4.8 percentage points. Notice what
this finding is and is not. We are not claiming the mug shot pre-
dicts defendant behavior; that would be the long-discredited field
of phrenology (Schlag 1997 ). We instead claim the mug shot pre-
dicts judge behavior: how the defendant looks correlates strongly
with whether the judge chooses to jail them. 5 

Has the algorithm found something new in the pixels of the
mug shot or simply rediscovered something long known or intu-
itively understood? After all, psychologists have been studying
people’s reactions to faces for at least 100 years (Todorov et al.
2015 ; Todorov and Oh 2021 ), while economists have shown that
judges are influenced by factors (like race) that can be seen from
someone’s face (Arnold, Dobbie, and Yang 2018 ; Arnold, Dobbie,
and Hull 2020 ). When we control for age, gender, race, skin color,
and even the facial features suggested by previous psychology re-
search (dominance, trustworthiness, attractiveness, and compe-
tence), none of these factors (individually or jointly) meaningfully
diminishes the algorithm’s predictive power (see Figure I , Panel
A). It is perhaps worth noting that the algorithm on its own does
rediscover some of the signal from these features: in fact, collec-
tively these known features explain 22 . 3% of the variation in pre-
dicted detention (see Figure I , Panel B). The key point is that the
algorithm has discovered a great deal more as well. 

Perhaps we should control for something else? Figuring
out that “something else” is itself a form of hypothesis gener-
ation. To avoid a possibly endless—and misleading—process of
4. This is calculated for some of the most commonly used measures of pre- 
dictive accuracy, area under the curve (AUC) and R2 , recognizing that different 
measures could yield somewhat different shares of variation explained. We em- 
phasize the word predictable here: past work has shown that judges are “noisy”
and decisions are hard to predict (Kahneman, Sibony, and Sunstein 2022 ). As a 
consequence, a predictive model of the judge can do better than the judge them- 
selves (Kleinberg et al. 2018 ). 

5. In Section IV.B , we examine whether the mug shot’s predictive power can 

be explained by underlying risk differences. There, we tentatively conclude that 
the predictive power of the face likely reflects judicial error, but that working 
assumption is not essential to either our results or the ultimate goal of the article: 
uncovering hypotheses for later careful testing. 

rsity of C
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FIGURE I 

( Continued ) Panel A summarizes the explanatory power of a regression model 
in explaining judge detention decisions, controlling for the different explanatory 
variables indicated at left (shaded tiles), either on their own (dark circles) or to- 
gether with the algorithmic prediction of the judge decisions (triangles). Each row 

represents a different regression specification. By “other facial features,” we mean 

variables that previous psychology research suggests matter for how faces influ- 
ence people’s reactions to others (dominance, trustworthiness, competence, and 
attractiveness). Ninety-five percent confidence intervals around our R2 estimates 
come from drawing 10,000 bootstrap samples from the validation data set. Panel 
B shows the relationship between the different explanatory variables as indicated 
at left by the shaded tiles with the algorithmic prediction itself as the outcome 
variable in the regressions. Panel C examines the correlation with judge decisions 
of the two novel hypotheses generated by our procedure about what facial features 
affect judge detention decisions: well-groomed and heavy-faced. 
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generating other controls, we take a different approach. We show
mug shots to subjects and ask them to guess whom the judge will
detain and incentivize them for accuracy. These guesses summa-
rize the facial features people readily (if implicitly) believe influ-
ence jailing. Although subjects are modestly good at this task, the
algorithm is much better. It remains highly predictive even af-
ter controlling for these guesses. The algorithm seems to have
found something novel beyond what scientists have previously
hypothesized and beyond whatever patterns people can even rec-
ognize in data (whether or not they can articulate them). 

What, then, are the novel facial features the algorithm has
discovered? If we are unable to answer that question, we will
have simply replaced one black box (the judge’s mind) with an-
other (an algorithmic model of the judge’s mind). We propose a
solution whereby the algorithm can communicate what it “sees.”
Specifically, our procedure begins with a mug shot and “morphs” it
to create a mug shot that maximally increases (or decreases) the
algorithm’s predicted detention probability. The result is pairs of
synthetic mug shots that can be examined to understand and ar-
ticulate what differs within the pairs. The algorithm discovers,
and people name that discovery. In principle we could have just
shown subjects actual mug shots with higher versus lower pre-
dicted detention odds. But faces are so rich that between any pair
of actual mug shots, many things will happen to be different and
most will be unrelated to detention (akin to the curse of dimen-
sionality). Simply looking at pairs of actual faces can, as a result,
lead to many spurious observations. Morphing creates counterfac-
tual synthetic images that are as similar as possible except with
 4
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espect to detention odds, to minimize extraneous differences and 

elp focus on what truly matters for judge detention decisions. 
Importantly, we do not generate hypotheses by looking at the 

orphs ourselves; instead, they are shown to independent study 

ubjects (MTurk or Prolific workers) in an experimental design. 
pecifically, we showed pairs of morphed images and asked par- 
icipants to guess which image the algorithm predicts to have 

igher detention risk. Subjects were given both incentives and 

eedback, so they had motivation and opportunity to learn the 

nderlying patterns. While subjects initially guess the judge’s 
ecision correctly from these morphed mug shots at about the 

ame rate as they do when looking at “raw data,” that is, actual 
ug shots (modestly above the 50% random guessing mark), they 

uickly learn from these morphed images what the algorithm is 
eeing and reach an accuracy of nearly 70% . At the end, partic- 
pants are asked to put words to the differences they see across 
mages in each pair, that is, to name what they think are the key 

acial features the algorithm is relying on to predict judge deci- 
ions. Comfortingly, there is substantial agreement on what sub- 
ects see: a sizable share of subjects all name the same feature. 
o verify whether the feature they identify is used by the algo- 
ithm, a separate sample of subjects independently coded mug 

hots for this new feature. We show that the new feature is in- 
eed correlated with the algorithm’s predictions. What subjects 
hink they’re seeing is indeed what the algorithm is also “seeing.”

Having discovered a single feature, we can iterate the 

rocedure—the first feature explains only a fraction of what the 

lgorithm has captured, suggesting there are many other factors 
o be discovered. We again produce morphs, but this time hold the 

rst feature constant: that is, we orthogonalize so that the pairs of 
orphs do not differ on the first feature. When these new morphs 

re shown to subjects, they consistently name a second feature, 
hich again correlates with the algorithm’s prediction. Both fea- 

ures are quite important. They explain a far larger share of what 
he algorithm sees than all the other variables (including race 

nd skin color) besides gender. These results establish our main 

oals: show that the procedure produces meaningful communica- 
ion, and that it can be iterated. 

What are the two discovered features? The first can be 

alled “well-groomed” (e.g., tidy, clean, groomed, versus unkept, 
isheveled, sloppy look), and the second can be called “heavy- 
aced” (e.g., wide facial shape, puffier face, wider face, rounder 
4
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face, heavier). These features are not just predictive of what the
algorithm sees, but also of what judges actually do ( Figure I ,
Panel C). We find that both well-groomed and heavy-faced de-
fendants are more likely to be released, even controlling for de-
mographic features and known facial features from psychology.
Detention rates of defendants in the top and bottom quartile of
well-groomedness differ by 5.5 percentage points ( 24% of the base
rate), while the top versus bottom quartile difference in heavy-
facedness is 7 percentage points (about 30% of the base rate).
Both differences are larger than the 4.8 percentage points deten-
tion rate difference between those arrested for violent versus non-
violent crimes. Not only are these magnitudes substantial, these
hypotheses are novel even to practitioners who work in the crim-
inal justice system (in a public defender’s office and a legal aid
society). 

Establishing whether these hypotheses are truly causally
related to judge decisions is obviously beyond the scope of the
present article. But we nonetheless present a few additional find-
ings that are at least suggestive. These novel features do not ap-
pear to be simply proxies for factors like substance abuse, men-
tal health, or socioeconomic status. Moreover, we carried out a
lab experiment in which subjects are asked to make hypothetical
pretrial release decisions as if they were a judge. They are shown
information about criminal records (current charge, prior arrests)
along with mug shots that are randomly morphed in the direction
of higher or lower values of well-groomed (or heavy-faced). Sub-
jects tend to detain those with higher-risk structured variables
(criminal records), all else equal, suggesting they are taking the
task seriously. These same subjects, though, are also more likely
to detain defendants who are less heavy-faced or well-groomed,
even though these were randomly assigned. 

Ultimately, though, this is not a study about well-groomed or
heavy-faced defendants, nor are its implications limited to faces
or judges. It develops a general procedure that can be applied
wherever behavior can be predicted using rich (especially high-
dimensional) data. Development of such a procedure has required
overcoming two key challenges. 

First, to generate interpretable hypotheses, we must over-
come the notorious black box nature of most machine learning
algorithms. Unlike with a regression, one cannot simply inspect
the coefficients. A modern deep-learning algorithm, for exam-
ple, can have tens of millions of parameters. Noninspectability is
 4
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specially problematic when the data are rich and high dimen- 
ional since the parameters are associated with primitives such 

s pixels. This problem of interpretation is fundamental and re- 
ains an active area of research. 6 Part of our procedure here 

raws on the recent literature in computer science that uses 
enerative models to create counterfactual explanations. Most 
f those methods are designed for AI applications that seek to 

utomate tasks humans do nearly perfectly, like image classi- 
cation, where predictability of the outcome (is this image of a 

og or a cat?) is typically quite high. 7 Interpretability techniques 
re used to ensure the algorithm is not picking up on spurious 
ignal. 8 We developed our method, which has similar conceptual 
nderpinnings to this existing literature, for social science appli- 
ations where the outcome (human behavior) is typically more 

hallenging to predict. 9 To what degree existing methods (as they 

urrently stand or with some modification) could perform as well 
r better in social science applications like ours is a question we 

eave to future work. 
Second, we must overcome what we might call the Rorschach 

est problem. Suppose we, the authors, were to look at these 

orphs and generate a hypothesis. We would not know if the pro- 
edure played any meaningful role. Perhaps the morphs, like ink 

lots, are merely canvases onto which we project our creativity. 10 

ut differently, a single research team’s idiosyncratic judgments 
ack the kind of replicability we desire of a scientific procedure. 
o overcome this problem, it is key that we use independent 
6. For reviews of the interpretability literature, see Doshi-Velez and Kim 

2017) and Marcinkevičs and Vogt (2020) . 
7. See Liu et al. (2019) , Narayanaswamy et al. (2020) , Lang et al. (2021) , and 

handeharioun et al. (2022) . 
8. For example, if every dog photo in a given training data set had been taken 

utdoors and every cat photo was taken indoors, the algorithm might learn what 
nimal is in the image based in part on features of the background, which would 
ead the algorithm to perform poorly in a new data set of more representative 
mages. 

9. For example, for canonical computer science applications like image classi- 
cation (does this photo contain an image of a dog or of a cat?), predictive accuracy 
AUC) can be on the order of 0.99. In contrast, our model of judge decisions using 
he face only achieves an AUC of 0.625. 

10. Of course even if the hypotheses that are generated are the result of id- 
osyncratic creativity, this can still be useful. For example, Swanson (1986 , 1988) 
enerated two novel medical hypotheses: the possibility that magnesium affects 
igraines and that fish oil may alleviate Raynaud’s syndrome. 

5309 by U
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hicago user on 24 January 2024



10 THE QUARTERLY JOURNAL OF ECONOMICS

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

D
ow

nloaded from
 https://academ

ic.oup.com
/qje/advance-article/doi/10.1093/qje/qjad055/7515309 by U

niversity of C
hicago user on
(nonresearcher) subjects to inspect the morphs. The fact that a
sizable share of subjects all name the same discovery suggests
that human-algorithm communication has occurred and the
procedure is replicable, rather than reflecting some unique spark
of creativity. 

At the same time, the fact that our procedure is not fully au-
tomatic implies that it will be shaped and constrained by people.
Human participants are needed to name the discoveries. So whole
new concepts that humans do not yet understand cannot be pro-
duced. Such breakthroughs clearly happen (e.g., gravity or prob-
ability) but are beyond the scope of procedures like ours. People
also play a crucial role in curating the data the algorithm sees.
Here, for example, we chose to include mug shots. The creative
acquisition of rich data is an important human input into this
hypothesis generation procedure. 11 

Our procedure can be applied to a broad range of settings
and will be particularly useful for data that are not already in-
trinsically interpretable. Many data sets contain a few variables
that already have clear, fixed meanings and are unlikely to lead
to novel discoveries. In contrast, images, text, and time series are
rich high-dimensional data with many possible interpretations.
Just as there is an ocean of plausible facial features, these sorts
of data contain a large set of potential hypotheses that an algo-
rithm can search through. Such data are increasingly available
and used by economists, including news headlines, legislative de-
liberations, annual corporate reports, Federal Open Market Com-
mittee statements, Google searches, student essays, résumés,
court transcripts, doctors’ notes, satellite images, housing photos,
and medical images. Our procedure could, for example, raise hy-
potheses about what kinds of news lead to over- or underreaction
of stock prices, which features of a job interview increase racial
disparities, or what features of an X-ray drive misdiagnosis. 

Central to this work is the belief that hypothesis generation
is a valuable activity in and of itself. Beyond whatever the value
might be of our specific procedure and empirical application, we
hope these results also inspire greater attention to this tradition-
ally “prescientific” stage of science. 
11. Conversely, given a data set, our procedure has a built-in advantage: one 
could imagine a huge number of hypotheses that, while possible, are not espe- 
cially useful because they are not measurable. Our procedure is by construction 

guaranteed to generate hypotheses that are measurable in a data set. 

 24 January 2024
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II. A SIMPLE FRAMEWORK FOR DISCOVERY 

We develop a simple framework to clarify the goals of hypoth- 
sis generation and how it differs from testing, how algorithms 
ight help, and how our specific approach to algorithmic hypoth- 

sis generation differs from existing methods. 12 

I.A. The Goals of Hypothesis Generation 

What criteria should we use for assessing hypothesis genera- 
ion procedures? Two common goals for hypothesis generation are 

nes that we ensure ex post. First is novelty. In our application, 
e aim to orthogonalize against known factors, recognizing that 

t may be hard to orthogonalize against all known hypotheses. 
econd, we require that hypotheses be testable (Popper 2002 ). 
ut what can be tested is hard to define ex ante, in part because it
epends on the specific hypothesis and the potential experimen- 
al setups. Creative empiricists over time often find ways to test 
ypotheses that previously seemed untestable. 13 To these, we add 

wo more: interpretability and empirical plausibility. 
What do we mean by empirically plausible? Let y be some 

utcome of interest, which for simplicity we assume is binary, 
nd let h ( x ) be some hypothesis that maps the features of each 

nstance, x , to [0,1]. By empirical plausibility we mean some cor- 
elation between y and h ( x ). Our ultimate aim is to uncover causal 
elationships. But causality can only be known after causal test- 
ng. That raises the question of how to come up with ideas worth 

ausally testing, and how we would recognize them when we 

ee them. Many true hypotheses need not be visible in raw cor- 
elations. Those can only be identified with background knowl- 
dge (e.g., theory). Other procedures would be required to surface 

hose. Our focus here is on searching for true hypotheses that are 

isible in raw correlations. Of course not every correlation will 
urn out to be a true hypothesis, but even in those cases, gener- 
ting such hypotheses and then invalidating them can be a valu- 
ble activity. Debunking spurious correlations has long been one 

f the most useful roles of empirical work. Understanding what 
onfounders produce those correlations can also be useful. 
12. For additional discussion, see Ludwig and Mullainathan (2023a) . 
13. For example, isolating the causal effects of gender on labor market out- 

omes is a daunting task, but the clever test in Goldin and Rouse (2000) over- 
omes the identification challenges by using variation in screening of orchestra 
pplicants. 

n 24 January 2024
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We care about our final goal for hypothesis generation, inter-
pretability, because science is largely about helping people make
forecasts into new contexts, and people can only do that with
hypotheses they meaningfully understand. Consider an uninter-
pretable hypothesis like “this set of defendants is more likely to
be jailed than that set,” but we cannot articulate a reason why.
From that hypothesis, nothing could be said about a new set of
courtroom defendants. In contrast an interpretable hypothesis
like “skin color affects detention” has implications for other sam-
ples of defendants and for entirely different settings. We could
ask whether skin color also affects, say, police enforcement choices
or whether these effects differ by time of day. By virtue of being
interpretable, these hypotheses let us use a wider set of knowl-
edge (police may share racial biases; skin color is not as easily
detected at night). 14 Interpretable descriptions let us generalize
to novel situations, in addition to being easier to communicate to
key stakeholders and lending themselves to interpretable solu-
tions. 

II.B. Human versus Algorithmic Hypothesis Generation 

Human hypothesis generation has the advantage of generat-
ing hypotheses that are interpretable. By construction, the ideas
that humans come up with are understandable by humans. But
as a procedure for generating new ideas, human creativity has the
drawback of often being idiosyncratic and not necessarily replica-
ble. A novel hypothesis is novel exactly because one person no-
ticed it when many others did not. A large body of evidence shows
that human judgments have a great deal of “noise.” It is not just
that different people draw different conclusions from the same
observations, but the same person may notice different things at
different times (Kahneman, Sibony, and Sunstein 2022 ). A large
body of psychology research shows that people typically are not
able to introspect and understand why we notice specific things
those times we do notice them. 15 
14. See the clever paper by Grogger and Ridgeway (2006) that uses this source 
of variation to examine this question. 

15. This is related to what Autor (2014) called “Polanyi’s paradox,” the idea 
that people’s understanding of how the world works is beyond our capacity to 
explicitly describe it. For discussions in psychology about the difficulty for people 
to access their own cognition, see Wilson (2004) and Pronin (2009) . 

 user on 24 January 2024
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There is also no guarantee that human-generated hypotheses 
eed be empirically plausible. The intuition is related to “overfit- 
ing.” Suppose that people look at a subset of all data and look 

or something that differentiates positive ( y = 1) from negative 

 y = 0) cases. Even with no noise in y , there is randomness in
hich observations are in the data. That can lead to idiosyncratic 
ifferences between y = 0 and y = 1 cases. As the number of com- 
rehensible hypotheses gets large, there is a “curse of dimension- 
lity”: many plausible hypotheses for these idiosyncratic differ- 
nces. That is, many different hypotheses can look good in sample 

ut need not work out of sample. 16 

In contrast, supervised learning tools in machine learn- 
ng are designed to generate predictions in new (out-of-sample) 
ata. 17 That is, algorithms generate hypotheses that are em- 
irically plausible by construction. 18 Moreover, machine learn- 
ng can detect patterns in data that humans cannot. Algorithms 
an notice, for example, that livestock all tend to be oriented 

orth (Begall et al. 2008 ), whether someone is about to have a 

eart attack based on subtle indications in an electrocardiogram 

Mullainathan and Obermeyer 2022 ), or that a piece of machinery 

s about to break (Mobley 2002 ). We call these machine learning 

rediction functions m ( x ), which for a binary outcome y map to 

0, 1]. 
16. Consider a simple example. Suppose x = ( x1 , …, xk ) is a k -dimensional 
inary vector, all possible values of x are equally likely, and the true function in 

ature relating x to y only depends on the first dimension of x so the function h1 
s the only true hypothesis and the only empirically plausible hypothesis. Even 

ith such a simple true hypothesis, people can generate nonplausible hypotheses. 
magine a pair of data points ( x0 , 0) and ( x1 , 1). Since the data distribution is uni- 
orm, x0 and x1 will differ on 

k 
2 dimensions in expectation. A person looking at only 

ne pair of observations would have a high chance of generating an empirically 
mplausible hypothesis. Looking at more data, the probability of discovering an 

mplausible hypothesis declines. But the problem remains. 
17. Some canonical references include Breiman et al. (1984) , Breiman (2001) , 

astie et al. (2009) , and Jordan and Mitchell (2015) . For discussions about how 

achine learning connects to economics, see Belloni, Chernozhukov, and Hansen 

2014) , Varian (2014) , Mullainathan and Spiess (2017) , Athey (2018) , and Athey 
nd Imbens (2019) . 

18. Of course there is not always a predictive signal in any given data ap- 
lication. But that is equally an issue for human hypothesis generation. At least 
ith machine learning, we have formal procedures for determining whether there 

s any signal that holds out of sample. 

d055/7515309 by U
niversity of C

hicago user on 24 January 2024
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The challenge is that most m ( x ) are not interpretable. For
this type of statistical model to yield an interpretable hypothesis,
its parameters must be interpretable. That can happen in some
simple cases. For example, if we had a data set where each dimen-
sion of x was interpretable (such as individual structured vari-
ables in a tabular data set) and we used a predictor such as OLS
(or LASSO), we could just read the hypotheses from the nonzero
coefficients: which variables are significant? Even in that case, in-
terpretation is challenging because machine learning tools, built
to generate accurate predictions rather than apportion explana-
tory power across explanatory variables, yield coefficients that
can be unstable across realizations of the data (Mullainathan and
Spiess 2017 ). 19 Often interpretation is much less straightforward
than that. If x is an image, text, or time series, the estimated
models (such as convolutional neural networks) can have literally
millions of parameters. The models are defined on granular in-
puts with no particular meaning: if we knew m ( x ) weighted a
particular pixel, what have we learned? In these cases, the es-
timated model m ( x ) is not interpretable. Our focus is on these
contexts where algorithms, as black-box models, are not readily
interpreted. 

Ideally one might marry people’s unique knowledge of what
is comprehensible with an algorithm’s superior capacity to find
meaningful correlations in data: to have the algorithm discover
new signal and then have humans name that discovery. How
to do so is not straightforward. We might imagine formalizing
the set of interpretable prediction functions, and then focus on
creating machine learning techniques that search over functions
in that set. But mathematically characterizing those functions is
typically not possible. Or we might consider seeking insight from
a low-dimensional representation of face space, or “eigenfaces,”
which are a common teaching tool for principal components
analysis (Sirovich and Kirby 1987 ). But those turn out not to
provide much useful insight for our purposes. 20 In some sense it
19. The intuition here is quite straightforward. If two predictor variables are 
highly correlated, the weight that the algorithm puts on one versus the other can 

change from one draw of the data to the next depending on the idiosyncratic noise 
in the training data set, but since the variables are highly correlated, the predicted 
outcome values themselves (hence predictive accuracy) can be quite stable. 

20. See Online Appendix Figure A.I, which shows the top nine eigenfaces for 
the data set we describe below, which together explain 62% of the variation. 

go user on 24 January 2024
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s obvious why: the subset of actual faces is unlikely to be a linear 
ubspace of the space of pixels. If we took two faces and linearly 

nterpolated them the resulting image would not look like a face. 
ome other approach is needed. We build on methods in computer 
cience that use generative models to generate counterfactual 
xplanations. 

I.C. Related Methods 

Our hypothesis generation procedure is part of a growing 

iterature that aims to integrate machine learning into the way 

cience is conducted. A common use (outside of economics) is in 

hat could be called “closed world problems”: situations where 

he fundamental laws are known, but drawing out predictions 
s computationally hard. For example, the biochemical rules of 
ow proteins fold are known, but it is hard to predict the final 
hape of a protein. Machine learning has provided fundamen- 
al breakthroughs, in effect by making very hard-to-compute out- 
omes computable in a feasible timeframe. 21 

Progress has been far more limited with applications where 

he relationship between x and y is unknown (“open world” prob- 
ems), like human behavior. First, machine learning here has 
een useful at generating unexpected findings, although these are 

ot hypotheses themselves. Pierson et al. (2021) show that a deep- 
earning algorithm is better able to predict patient pain from an 

-ray than clinicians can: there are physical knee defects that 
edicine currently does not understand. But that study is not 

ble to isolate what those defects are. 22 Second, machine learn- 
ng has also been used to explore investigator-generated hypothe- 
es, such as Mullainathan and Obermeyer (2022) , who examine 

hether physicians suffer from limited attention when diagnos- 
ng patients. 23 
21. Examples of applications of this type include Carleo et al. (2019) , He et al. 
2019) , Davies et al. (2021) , Jumper et al. (2021) , and Pion-Tonachini et al. (2021) . 

22. As other examples, researchers have found that retinal images alone can 

nexpectedly predict gender of patient or macular edema (Narayanaswamy et al. 
020 ; Korot et al. 2021 ). 

23. Sheetal, Feng, and Savani (2020) use machine learning to determine 
hich of the long list of other survey variables collected as part of the World Values 
urvey best predict people’s support for unethical behavior. This application sits 
omewhat in between an investigator-generated hypothesis and the development 
f an entirely new hypothesis, in the sense that the procedure can only choose 

f C
hicago user on 24 January 2024
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Finally, a few papers take on the same problem that we do.
Fudenberg and Liang (2019) and Peterson et al. (2021) have used
algorithms to predict play in games and choices between lotteries.
They inspected those algorithms to produce their insights. Simi-
larly, Kleinberg et al. (2018) and Sunstein (2021) use algorithmic
models of judges and inspect those models to generate hypothe-
ses. 24 Our proposal builds on these papers. Rather than focusing
on generating an insight for a specific application, we suggest a
procedure that can be broadly used for many applications. Impor-
tantly, our procedure does not rely on researcher inspection of al-
gorithmic output. When an expert researcher with a track record
of generating scientific ideas uses some procedure to generate an
idea, how do we know whether the result is due to the procedure
or the researcher? By relying on a fixed algorithmic procedure
that human subjects can interface with, hypothesis generation
goes from being an idiosyncratic act of individuals to a replicable
process. 

III. APPLICATION AND DATA 

III.A. Judicial Decision Making 

Although our procedure is broadly applicable, we illustrate it
through a specific application to the U.S. criminal justice system.
We choose this application partly because of its social relevance. It
is also an exemplar of the type of application where our hypoth-
esis generation procedure can be helpful. Its key ingredients—
a clear decision maker, a large number of choices (over 10 mil-
lion people are arrested each year in the United States) that are
recorded in data, and, increasingly, high-dimensional data that
can also be used to model those choices, such as mug shot im-
ages, police body cameras, and text from arrest reports or court
transcripts—are shared with a variety of other applications. 

Our specific focus is on pretrial hearings. Within 24–48 hours
after arrest, a judge must decide where the defendant will
await trial, in jail or at home. This is a consequential decision.
Cases typically take 2–4 months to resolve, sometimes up to
candidate hypotheses for unethical behavior from the set of variables the World 
Values Survey investigators thought to include on their questionnaire. 

24. Closest is Miller et al. (2019) , which morphs EKG output but stops at the 
point of generating realistic morphs and does not carry this through to generating 
interpretable hypotheses. 

 on 24 January 2024
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–12 months. Jail affects people’s families, their livelihoods, and 

he chances of a guilty plea (Dobbie, Goldin, and Yang 2018 ). 
n the other hand, someone who is released could potentially 

eoffend. 25 

While pretrial decisions are by law supposed to hinge on the 

efendant’s risk of flight or rearrest if released (Dobbie and Yang 

021 ), studies show that judges’ decisions deviate from those 

uidelines in a number of ways. For starters, judges seem to sys- 
ematically mispredict defendant risk (Jung et al. 2017 ; Kleinberg 

t al. 2018 ; Rambachan 2021 ; Angelova, Dobbie, and Yang 2023 ), 
artly because judges overweight the charge for which people are 

rrested (Sunstein 2021 ). Judge decisions can also depend on ex- 
ralegal factors like race (Arnold, Dobbie, and Yang 2018 ; Arnold, 
obbie, and Hull 2020 ), whether the judge’s favorite football team 

ost (Eren and Mocan 2018 ), weather (Heyes and Saberian 2019 ), 
he cases the judge just heard (Chen, Moskowitz, and Shue 2016 ), 
nd if the hearing is on the defendant’s birthday (Chen and 

hilippe 2023 ). These studies test hypotheses that some human 

eing was clever enough to think up. But there remains a great 
eal of unexplained variation in judges’ decisions. The challenge 

f expanding the set of hypotheses for understanding this varia- 
ion without losing the benefit of interpretability is the motivation 

or our own analysis here. 

II.B. Administrative Data 

We obtained data from Mecklenburg County, North Carolina, 
he second most populated county in the state (over 1 million resi- 
ents) that includes North Carolina’s largest city (Charlotte). The 

ounty is similar to the rest of the United States in terms of eco- 
omic conditions (2021 poverty rates were 11 . 0% versus 11 . 4% , 
espectively), although the share of Mecklenburg County’s popu- 
ation that is non-Hispanic white is lower than the United States 
s a whole ( 56 . 6% versus 75 . 8% ). 26 We rely on three sources of

27 
dministrative data: 

25. Additional details about how the system works are found in 

nline Appendix A. 
26. For Black non-Hispanics, the figures for Mecklenburg County ver- 

us the United States were 33 . 3% versus 13 . 6% . See https://www.census.gov/
rograms-surveys/sis/resources/data-tools/quickfacts.html. 

27. Details on how we operationalize these variables are found in 

nline Appendix A. 
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• The Mecklenburg County Sheriff ’s Office (MCSO) publicly
posts arrest data for the past three years, which provides
information on defendant demographics like age, gender,
and race, as well as the charge for which someone was ar-
rested. 

• The North Carolina Administrative Office of the Courts
(NCAOC) maintains records on the judge’s pretrial deci-
sions (detain, release, etc.). 

• Data from the North Carolina Department of Public Safety
includes information about the defendant’s prior convic-
tions and incarceration spells, if any. 

We also downloaded photos of the defendants from the MCSO
public website (so-called mug shots), 28 which capture a frontal
view of each person from the shoulders up in front of a gray back-
ground. These images are 400 pixels wide by 480 pixels high, but
we pad them with a black boundary to be square 512 × 512 im-
ages to conform with the requirements of some of the machine
learning tools. In Figure II , we give readers a sense of what these
mug shots look like, with two important caveats. First, given
concerns about how the overrepresentation of disadvantaged
groups in discussions of crime can contribute to stereotyping
(Bjornstrom et al. 2010 ), we illustrate the key ideas of the paper
using images for non-Hispanic white males. Second, out of sensi-
tivity to actual arrestees, we do not wish to display actual mug
shots (which are available at the MCSO website). 29 Instead, the
article only shows mug shots that are synthetic, generated using
generative adversarial networks as described in Section V.B . 

These data capture much of the information the judge has
available at the time of the pretrial hearing, but not all of it. Both
the judge and the algorithm see structured variables about each
defendant like defendant demographics, current charge, and prior
record. Because the mug shot (which the algorithm uses) is taken
not long before the pretrial hearing, it should be a reasonable
proxy for what the judge sees in court. The additional information
the judge has but the algorithm does not includes the narrative
28. The mug shot seems to have originated in Paris in the 1800s ( https://law.
marquette.edu/facultyblog/2013/10/a-history-of-the-mug-shot/). The etymology of 
the term is unclear, possibly based on “mug” as slang for either the face or an “in- 
competent person” or “sucker” since only those who get caught are photographed 
by police ( https://www.etymonline.com/word/mug-shot). 

29. See https://mecksheriffweb.mecklenburgcountync.gov/. 

er on 24 January 2024
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FIGURE II 

Illustrative Facial Images 

This figure shows facial images that illustrate the format of the mug shots 
posted publicly on the Mecklenberg County, North Carolina, sheriff ’s office web- 
site. These are not real mug shots of actual people who have been arrested, but 
are synthetic. Moreover, given concerns about how the overrepresentation of dis- 
advantaged groups in discussions of crime can exacerbate stereotyping, we illus- 
trate the our key ideas using images for non-Hispanic white men. However, in our 
human intelligence tasks that ask participants to provide labels (ratings for differ- 
ent image features), we show images that are representative of the Mecklenberg 
County defendant population as a whole. 
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rrest report from the police and what happens in court. While 

retrial hearings can be quite brief in many jurisdictions (often 

ot more than just a few minutes), the judge may nonetheless 
ear statements from police, prosecutors, defense lawyers, and 

ometimes family members. Defendants usually have their 
awyers speak for them and do not say much at these hearings. 
4
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We downloaded 81,166 arrests made between January 18,
2017, and January 17, 2020, involving 42,353 unique defen-
dants. We apply several data filters, like dropping cases with-
out mugshots ( Online Appendix Table A.I), leaving 51,751 obser-
vations. Because our goal is inference about new out-of-sample
(OOS) observations, we partition our data as follows: 

• A train set of N = 22,696 cases, constructed by tak-
ing arrests through July 17, 2019, grouping arrests by
arrestee, 30 randomly selecting 70% to the training-plus-
validation data set, then randomly selecting 70% of those
arrestees for the training data specifically. 

• A validation set of N = 9,604 cases used to report OOS per-
formance in the article’s main exhibits, consisting of the
remaining 30% in the combined training-plus-validation
data frame. 

• A lock-box hold-out set of N = 19,009 cases that we did
not touch until the article was accepted for final publica-
tion, to avoid what one might call researcher overfitting:
we run lots of models over the course of writing the arti-
cle, and the results on the validation data set may over-
state our findings. This data set consists of the N = 4,759
valid cases for the last six months of our data period (July
17, 2019, to January 17, 2020) plus a random sample of
30% of those arrested before July 17, 2019, so that we
can present results that are OOS with respect to individ-
uals and time. Once this article was officially accepted, we
replicated the findings presented in our main exhibits (see
Online Appendix D and Online Appendix Tables A.XVIII–
A.XXXII). We see that our core findings are qualitatively
similar. 31 

Descriptive statistics are shown in Table I . Relative to
the county as a whole, the arrested population substantially
30. We partition the data by arrestee, not arrest, to ensure people show up in 

only one of the partitions to avoid inadvertent information “leakage” across data 
partitions. 

31. As the Online Appendix tables show, while there are some changes to a 
few of the coefficients that relate the algorithm’s predictions to factors known from 

past research to shape human decisions, the core findings and conclusions about 
the importance of the defendant’s appearance and the two specific novel facial 
features we identify are similar. 
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verrepresents men ( 78 . 7% ) and Black residents ( 69 . 4% ). The av-
rage age of arrestees is 31.8 years. Judges detain 23 . 3% of cases, 
nd in 25 . 1% of arrests the person is rearrested before their case 

s resolved (about one-third of those released). Randomization 

f arrestees to the training versus validation data sets seems to 

ave been successful, as shown in Table I . None of the pairwise 

omparisons has a p -value below .05 (see Online Appendix Table 

.II). A permutation multivariate analysis of variance test of the 

oint null hypothesis that the training-validation differences for 
ll variables are all zero yields p = .963. 32 A test for the same 

oint null hypothesis for the differences between the training 

ample and the lock-box hold-out data set (out of sample by 

ndividual) yields a test statistic of p = .537. 

II.C. Human Labels 

The administrative data capture many key features of each 

ase but omit some other important ones. We solve these data in- 
ufficiency problems through a series of human intelligence tasks 
HITs), which involve having study subjects on one of two possi- 
le platforms (Amazon’s Mechanical Turk or Prolific) assign la- 
els to each case from looking at the mug shots. More details 
re in Online Appendix Table A.III. We use data from these 

ITs mostly to understand how the algorithm’s predictions relate 

o already-known determinants of human decision making, and 

ence the degree to which the algorithm is discovering something 

ovel. 
One set of HITs filled in demographic-related data: ethnic- 

ty; skin tone (since people are often stereotyped on skin color, or 
colorism”; Hunter 2007 ), reported on an 18-point scale; the de- 
ree to which defendants appear more stereotypically Black on 

 9-point scale (Eberhardt et al. 2006 show this affects crimi- 
al justice decisions); and age, to compare to administrative data 

or label quality checks. 33 Because demographics tend to be easy 
32. Using the data on arrests up to July 17, 2019, we randomly reassign ar- 
estees to three groups of similar size to our training, validation, and lock-box 
old-out data sets, convert the data to long format (with one row for each arrest- 
nd-variable) and calculate an F -test statistic for the joint null hypothesis that 
he difference in baseline characteristics are all zero, clustering standard errors 
y arrestee. We store that F -test statistic, rerun this procedure 1,000 times, and 
hen report the share of splits with an F -statistic larger than the one observed for 
he original data partition. 

33. For an example HIT task, see Online Appendix Figure A.II. 
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for people to see in images, we collect just one label per image for
each of these variables. To confirm one label is enough, we re-
peated the labeling task for 100 images but collected 10 labels for
each image; we see that additional labels add little information. 34 

Another data quality check comes from the fact that the distribu-
tions of skin color ratings do systematically differ by defendant
race ( Online Appendix Figure A.III). 

A second type of HIT measured facial features that previ-
ous psychology research has shown affect human judgments. The
specific set of facial features we focus on come from the influential
study by Oosterhof and Todorov (2008) of people’s perceptions of
the facial features of others. When subjects are asked to provide
descriptions of different faces, principal components analysis sug-
gests just two dimensions account for about 80% of the variation:
(i) trustworthiness and (ii) dominance. We also collected data on
two other facial features shown to be associated with real-world
decisions like hiring or whom to vote for: (iii) attractiveness and
(iv) competence (Frieze, Olson, and Russell 1991 ; Little, Jones,
and DeBruine 2011 ; Todorov and Oh 2021 ). 35 

We asked subjects to rate images for each of these psycho-
logical features on a nine-point scale. Because psychological fea-
tures may be less obvious than demographic features, we collected
three labels per training–data set image and five per validation–
data set image. 36 There is substantial variation in the ratings
that subjects assign to different images for each feature (see
Online Appendix Figure A.VI). The ratings from different sub-
jects for the same feature and image are highly correlated: in-
terrater reliability measures (Cronbach’s α) range from 0.87 to
0.98 ( Online Appendix Figure A.VII), similar to those reported in
34. For age and skin tone, we calculated the average pairwise correlation 

between two labels sampled (without replacement) from the 10 possibilities, re- 
peated across different random pairs. The Pearson correlation was 0.765 for skin 

tone, 0.741 for age, and between age assigned labels versus administrative data, 
0.789. The maximum correlation between the average of the first k labels collected 
and the k + 1 label is not all that much higher for k = 1 than k = 9 (0.733 versus 
0.837). 

35. For an example of the consent form and instructions given to labelers, see 
Online Appendix Figures A.IV and A.V. 

36. We actually collected at least three and at least five, but the averages 
turned out to be very close to the minimums, equal to 3.17 and 5.07, respectively. 
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tudies like Oosterhof and Todorov (2008) . 37 The information gain 

rom collecting more than a few labels per image is modest. 38 For 
ummary statistics, see Online Appendix Table A.IV. 

Finally, we also tried to capture people’s implicit or tacit un- 
erstanding of the determinants of judges’ decisions by asking 

ubjects to predict which mug shot out of a pair would be de- 
ained, with images in each pair matched on gender, race, and 

ve-year age brackets. 39 We incentivized study subjects for cor- 
ect predictions and gave them feedback over the course of the 

0 image pairs to facilitate learning. We treat the first 10 re- 
ponses per subject as a “learning set” that we exclude from our 
nalysis. 

IV. THE SURPRISING IMPORTANCE OF THE FACE 

The first step of our hypothesis generation procedure is to 

uild an algorithmic model of some behavior, which in our case is 
he judge’s detention decision. A sizable share of the predictable 

ariation in judge decisions comes from a surprising source: the 

efendant’s face. Facial features implicated by past research ex- 
lain just a modest share of this predictable variation. The algo- 
ithm seems to have found a novel discovery. 

V.A. What Drives Judge Decisions? 

We begin by predicting judge pretrial detention decisions 
 y = 1 if detain, y = 0 if release) using all the inputs available ( x ).

e use the training data set to construct two separate models 
or the two types of data available. We apply gradient-boosted 

ecision trees to predict judge decisions using the structured 

dministrative data (current charge, prior record, age, gender), 
s ( x ); for the unstructured data (raw pixel values from the mug 

hots), we train a convolutional neural network, mu ( x ). Each 

odel returns an estimate of y (a predicted detention probability) 
or a given x . Because these initial steps of our procedure use 
37. For example, in Oosterhof and Todorov (2008) , Supplemental Materials 
able S2, they report Cronbach’s α values of 0.95 for attractiveness, and 0.93 for 
oth trustworthy and dominant. 

38. See Online Appendix Figure A.VIII, which shows that the change in the 
orrelation between the ( k + 1)th label with the mean of the first k labels declines 
fter three labels. 

39. For an example, see Online Appendix Figure A.IX. 
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standard machine learning methods, we relegate their discussion
to the Online Appendix. 

We pool the signal from both models to form a single
weighted-average model mp (x ) = [ ˆ βs ms (x ) + ˆ βu mu (x )] using a so-
called stacking procedure where the data are used to estimate the
relevant weights. 40 Combining structured and unstructured data
is an active area of deep-learning research, often called fusion
modeling (Yuhas, Goldstein, and Sejnowski 1989 ; Lahat, Adali,
and Jutten 2015 ; Ramachandram and Taylor 2017 ; Baltrušaitis,
Ahuja, and Morency 2019 ). We have tried several of the latest
fusion architectures; none improve on our ensemble approach. 

Judge decisions do have some predictable structure. We re-
port predictive performance as the area under the receiver op-
erating characteristic curve, or AUC, which is a measure of
how well the algorithm rank-orders cases with values from
0.5 (random guessing) to 1.0 (perfect prediction). Intuitively, AUC
can be thought of as the chance that a uniformly randomly se-
lected detained defendant has a higher predicted detention likeli-
hood than a uniformly randomly selected released defendant. The
algorithm built using all candidate features, mp ( x ), has an AUC
of 0.780 (see Online Appendix Figure A.X). 

What is the algorithm using to make its predictions? A single
type of input captures a sizable share of the total signal: the de-
fendant’s face. The algorithm built using only the mug shot image,
mu ( x ), has an AUC of 0.625 (see Online Appendix Figure A.X).
Since an AUC of 0.5 represents random prediction, in AUC terms
the mug shot accounts for 0 . 625 −0 . 5 

0 . 780 −0 . 5 = 44 . 6% of the predictive sig-
nal about judicial decisions. 

Another common way to think about predictive accuracy is in
R2 terms. While our data are high dimensional (because the facial
image is a high-dimensional object), the algorithm’s prediction of
the judge’s decision based on the facial image, mu ( x ), is a scalar
and can be easily included in a familiar regression framework.
Like AUC, measures like R2 and mean squared error capture how
well a model rank-orders observations by predicted probabilities,
40. We use the validation data set to estimate ˆ β and then evaluate the accu- 
racy of mp ( x ). Although this could lead to overfitting in principle, since we are only 
estimating a single parameter, this does not matter much in practice; we get very 
similar results if we randomly partition the validation data set by arrestee, use 
a random 30% of the validation data set to estimate the weights, then measure 
predictive performance in the other random 70% of the validation data set. 
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ut R2 , unlike AUC, also captures how close predictions are 

o observed outcomes (calibration). 41 The R2 from regressing y 

gainst ms ( x ) and mu ( x ) in the validation data is 0.11. Regressing 

 against mu ( x ) alone yields an R2 of 0.03. So depending on how 

e measure predictive accuracy, around a quarter ( 0 . 03 
0 . 11 = 27 . 3%) 

o a half ( 44 . 6% ) of the predicted signal about judges’ decisions is
aptured by the face. 

Average differences are another way to see what drives 
udges’ decisions. For any given feature xk , we can calculate the 

verage detention rate for different values of the feature. For 
xample, for the variable measuring whether the defendant is 
ale ( xk = 1) versus female ( xk = 0), we can calculate and plot 
 [ y | xk = 1] versus E [ y | xk = 0]. As shown in Online Appendix
igure A.XI, the difference in detention rates equals 4.8 percent- 
ge points for those arrested for violent versus nonviolent crimes, 
0.2 percentage points for men versus women, and 4.3 percent- 
ge points for bottom versus top quartile of skin tone, which are 

ll sizable relative to the baseline detention rate of 23 . 3% in our 
alidation data set. By way of comparison, average detention 

ates for the bottom versus top quartile of the mug shot algo- 
ithm’s predictions, mu ( x ), differ by 20.4 percentage points. 

In what follows, we seek to understand more about the mug 

hot–based prediction of the judge’s decision, which we refer to 

imply as m ( x ) in the remainder of the article. 

V.B. Judicial Error? 

So far we have shown that the face predicts judges’ behavior. 
re judges right to use face information? To be precise, by “right”
e do not mean a broader ethical judgment; for many reasons, one 

ould argue it is never ethical to use the face. But suppose we take 

 rather narrow (exceedingly narrow) formulation of “right.” Re- 
all the judge is meant to make jailing decisions based on the de- 
endant’s risk. Is the use of these facial characteristics consistent 
ith that objective? Put differently, if we account for defendant 

isk differences, do these facial characteristics still predict judge 

ecisions? The fact that judges rely on the face in making deten- 
ion decisions is in itself a striking insight regardless of whether 
41. The mean squared area for a linear probability model’s predictions is re- 
ated to the Brier score (Brier 1950 ). For a discussion of how this relates to AUC 

nd calibration, see Murphy (1973) . 
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the judges use appearance as a proxy for risk or are committing a
cognitive error. 

At first glance, the most straightforward way to answer this
question would be to regress rearrest against the algorithm’s mug
shot–based detention prediction. That yields a statistically sig-
nificant relationship: The coefficient (and standard error) for the
mug shot equals 0.6127 (0.0460) with no other explanatory vari-
ables in the regression versus 0.5735 (0.0521) with all the ex-
planatory variables (as in the final column, Table III ). But the
interpretation here is not so straightforward. 

The challenge of interpretation comes from the fact that we
have only measured crime rates for the released defendants. The
problem with having measured crime, not actual crime, is that
whether someone is charged with a crime is itself a human choice,
made by police. If the choices police make about when to make an
arrest are affected by the same biases that might afflict judges,
then measured rearrest rates may correlate with facial charac-
teristics simply due to measurement bias. The problem created by
having measures of rearrest only for released defendants is that
if judges have access to private information (defendant character-
istics not captured by our data set), and judges use that informa-
tion to inform detention decisions, then the released and detained
defendants may be different in unobservable ways that are rele-
vant for rearrest risk (Kleinberg et al. 2018 ). 

With these caveats in mind, at least we can perform a
bounding exercise. We created a predictor of rearrest risk (see
Online Appendix B) and then regress judges’ decisions on pre-
dicted rearrest risk. We find that a one-unit change in predicted
rearrest risk changes judge detention rates by 0.6103 (standard
error 0.0213). By comparison, we found that a one-unit change
in the mug shot (by which we mean the algorithm’s mug shot–
based prediction of the judge detention decision) changes judge
detention rates by 0.6963 (standard error 0.0383; see Table III ,
column (1)). That means if the judges were reacting to the defen-
dant’s face only because the face is a proxy for rearrest risk, the
difference in rearrest risk for those with a one-unit difference in
the mug shot would need to be 

0 . 6963 
0 . 6103 = 1 . 141 . But when we di-

rectly regress rearrest against the algorithm’s mug shot–based
detention prediction, we get a coefficient of 0.6127 (standard er-
ror 0.0460). Clearly 0.6127 < 1.141; that is, the mug shot does not
 ry 2024
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eem to be strongly related enough to rearrest risk to explain the 

udge’s use of it in making detention decisions. 42 

Of course this leaves us with the second problem with our 
ata: we only have crime data on the released. It is possible the 

elationship between the mug shot and risk could be very differ- 
nt among the 23 . 3% of defendants who are detained (which we 

annot observe). Put differently, the mug shot–risk relationship 

mong the 76 . 7% of the defendants who are released is 0.6127; 
nd let A be the (unknown) mug shot–risk relationship among 

he jailed. What we really want to know is the mug shot–risk re- 
ationship among all defendants, which equals (0.767 · 0.6127) + 

0.233 · A ). For this mug shot–risk relationship among all defen- 
ants to equal 1.141, A would need to be 2.880, nearly five times 
s great among the detained defendants as among the released. 
his would imply an implausibly large effect of the mug shot on 

earrest risk relative to the size of the effects on rearrest risk of 
ther defendant characteristics. 43 

In addition, the results from Section VI.B call into question 

hat these characteristics are well-understood proxies for risk. As 
e show there, experts who understand pretrial (public defenders 
nd legal aid society staff) do not recognize the signal about judge 

ecision making that the algorithm has discovered in the mug 

hot. These considerations as a whole—that measured rearrest 
s itself biased, the bounding exercise, and the failure of experts 
o recreate this signal—together lead us to tentatively conclude 

hat it is unlikely that what the algorithm is finding in the face is 
erely a well-understood proxy for risk, but reflects errors in the 

udicial decision-making process. Of course, that presumption is 
ot essential for the rest of the article, which asks: what exactly 

as the algorithm discovered in the face? 
42. Note how this comparison helps mitigate the problem that police arrest 
ecisions could depend on a person’s face. When we regress rearrest against the 
ug shot, that estimated coefficient may be heavily influenced by how police ar- 

est decisions respond to the defendant’s appearance. In contrast when we regress 
udge detention decisions against predicted rearrest risk, some of the variation 

cross defendants in rearrest risk might come from the effect of the defendant’s 
ppearance on the probability a police officer makes an arrest, but a great deal of 
he variation in predicted risk presumably comes from people’s behavior. 

43. The average mug shot–predicted detention risk for the bottom and top 
uartiles equal 0.127 and 0.332; that difference times 2.880 implies a rearrest 
isk difference of 59.0 percentage points. By way of comparison, the difference in 

earrest risk between those who are arrested for a felony crime rather than a less 
erious misdemeanor crime is equal to just 7.8 percentage points. 
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IV.C. Is the Algorithm Discovering Something New? 

Previous studies already tell us a number of things about
what shapes the decisions of judges and other people. For exam-
ple, we know people stereotype by gender (Avitzour et al. 2020 ),
age (Neumark, Burn, and Button 2016 ; Dahl and Knepper 2020 ),
and race or ethnicity (Bertrand and Mullainathan 2004 ; Arnold,
Dobbie, and Yang 2018 ; Arnold, Dobbie, and Hull 2020 ; Fryer
2020 ; Hoekstra and Sloan 2022 ; Goncalves and Mello 2021 ). Is
the algorithm just rediscovering known determinants of people’s
decisions, or discovering something new? We address this in two
ways. We first ask how much of the algorithm’s predictions can
be explained by already-known features ( Table II ). We then ask
how much of the algorithm’s predictive power in explaining actual
judges’ decisions is diminished when we control for known factors
( Table III ). We carry out both analyses for three sets of known
facial features: (i) demographic characteristics, (ii) psychological
features, and (iii) incentivized human guesses. 44 

Table II , columns (1)–(3) show the relationship of the algo-
rithm’s predictions to demographics. The predictions vary enor-
mously by gender (men have predicted detention likelihoods
11.9 percentage points higher than women), less so by age, 45 and
by different indicators of race or ethnicity. With skin tone scored
on a 0 −1 continuum, defendants whom independent raters judge
to be at the lightest end of the continuum are 4.4 percentage
points less likely to be detained than those rated to have the dark-
est skin tone (column (3)). Conditional on skin tone, Black defen-
dants have a 1.9 percentage point lower predicted likelihood of
detention compared with whites. 46 
44. In our main exhibits, we impose a simple linear relationship between the 
algorithm’s predicted detention risk and known facial features like age or psycho- 
logical variables, for ease of presentation. We show our results are qualitatively 
similar with less parametric specifications in Online Appendix Tables A.VI, A.VII, 
and A.VIII. 

45. With a coefficient value of 0.0006 on age (measured in years), the algo- 
rithm tells us that even a full decade’s difference in age has 5% the impact on 

detention likelihood compared to the effects of gender (10 × 0.0006 = 0.6 percent- 
age point higher likelihood of detention, versus 11.9 percentage points). 

46. Online Appendix Table A.V shows that Hispanic ethnicity, which we mea- 
sure from subject ratings from looking at mug shots, is not statistically signif- 
icantly related to the algorithm’s predictions. Table II , column (2) showed that 
conditional on gender, Black defendants have slightly higher predicted deten- 
tion odds than white defendants (0.3 percentage points), but this is not quite 

 U
niversity of C

hicago user on 24 January 2024

https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qjad055#supplementary-data
https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qjad055#supplementary-data


MACHINE LEARNING AS A TOOL FOR HYPOTHESIS GENERATION 31

TABLE II 
IS THE ALGORITHM REDISCOVERING KNOWN FACIAL FEATURES? 

Dependent variable 
Algorithmic judge detain prediction 

(1) (2) (3) (4) (5) 

Male 0 .1186*** 0 .1179*** 0 .1153*** 0 .1138*** 0 .1140*** 

(0 .0025) (0 .0025) (0 .0025) (0 .0025) (0 .0025) 
Age 0 .0006*** 0 .0006*** 0 .0003*** 0 .0003*** 

(0 .0001) (0 .0001) (0 .0001) (0 .0001) 
Black 0 .0029 −0 .0185*** −0 .0168*** −0 .0171*** 

(0 .0023) (0 .0037) (0 .0036) (0 .0036) 
Asian −0 .0204* −0 .0232** −0 .0210* −0 .0216* 

(0 .0115) (0 .0115) (0 .0114) (0 .0114) 
Indigenous American 0 .0103 0 .0061 0 .0135 0 .0126 

(0 .0241) (0 .0240) (0 .0238) (0 .0238) 
Skin tone −0 .0441*** −0 .0411*** −0 .0417*** 

(0 .0059) (0 .0058) (0 .0058) 
Attractiveness −0 .0055*** −0 .0051*** 

(0 .0016) (0 .0016) 
Competence −0 .0091*** −0 .0087*** 

(0 .0017) (0 .0017) 
Dominance 0 .0037*** 0 .0030** 

(0 .0012) (0 .0012) 
Trustworthiness −0 .0048*** −0 .0041** 

(0 .0016) (0 .0016) 
Human guess 0 .0399*** 

(0 .0062) 
Constant 0 .1595*** 0 .1391*** 0 .1771*** 0 .2393*** 0 .2173*** 

(0 .0022) (0 .0039) (0 .0064) (0 .0089) (0 .0095) 

Observations 9,604 9,604 9,604 9,604 9,604 
Adjusted R2 0 .1954 0 .1992 0 .2038 0 .2195 0 .2228 

Notes. The table presents the results of regressing an algorithmic prediction of judge detention decisions 
against each of the different explanatory variables as listed in the rows, where each column represents a 
different regression specification (the specific explanatory variables in each regression are indicated by the 
filled-in coefficients and standard errors in the table). The algorithm was trained using mug shots from the 
training data set; the regressions reported here are carried out using data from the validation data set. Data 
on skin tone, attractiveness, competence, dominance, and trustworthiness comes from asking subjects to as- 
sign feature ratings to mug shot images from the Mecklenburg County, NC, Sheriff ’s Office public website 
(see the text). The human guess about the judges’ decision comes from showing workers on the Prolific plat- 
form pairs of mug shot images and asking them to report which defendant they believe the judge would be 
more likely to detain. Regressions follow a linear probability model and also include indicators for unknown 
race and unknown gender. * p < .1; ** p < .05; *** p < .01. 
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Table II , column (4) shows how the algorithm’s predictions
relate to facial features implicated by past psychological stud-
ies as shaping people’s judgments of one another. These features
also help explain the algorithm’s predictions of judges’ detention
decisions: people judged by independent raters to be one stan-
dard deviation more attractive, competent, or trustworthy have
lower predicted likelihood of detention equal to 0.55, 0.91, and
0.48 percentage points, respectively, or 2 . 2% , 3 . 6% , and 1 . 8% of
the base rate. 47 Those whom subjects judge are one standard de-
viation more dominant-looking have a higher predicted likelihood
of detention of 0.37 percentage points (or 1 . 5%) . 

How do we know we have controlled for everything rele-
vant from past research? The literature on what shapes human
judgments in general is vast; perhaps there are things that are
relevant for judges’ decisions specifically that we have inadver-
tently excluded? One way to solve this problem would be to do a
comprehensive scan of past studies of human judgment and deci-
sion making, and then decide which results from different non–
criminal justice contexts might be relevant for criminal justice.
But that itself is a form of human-driven hypothesis generation,
bringing us right back to where we started. 

To get out of this box, we take a different approach. Instead of
enumerating individual characteristics, we ask people to embody
their beliefs in a guess, which ought to be the compound of all
these characteristics. Then we can ask whether the algorithm has
rediscovered this human guess (and later whether it has discov-
ered more). We ask independent subjects to look at pairs of mug
shots matched by gender, race, and five-year age bins and fore-
cast which defendant is more likely to be detained by a judge. We
provide a financial incentive for accurate guesses to increase the
significant ( t = 1.3). Online Appendix Table A.V, column (1) shows that condi- 
tioning on Hispanic ethnicity and having stereotypically Black facial features—as 
measured in Eberhardt et al. (2006) —increases the size of the Black-white differ- 
ence in predicted detention odds (now equal to 0.8 percentage points) as well as 
the difference’s statistical significance ( t = 2.2). 

47. This comes from multiplying the effect of each 1 unit change in our 9-point 
scale associated, equal to 0.55, 0.91, and 0.48 percentage points, respectively, with 

the standard deviation of the average label for each psychological feature for each 

image, which equal 0.923, 0.911, and 0.844, respectively. 
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hances that subjects take the exercise seriously. 48 We also pro- 
ide subjects with an opportunity to learn by showing subjects 50 

mage pairs with feedback after each pair about which defendant 
he judge detained. We treat the first 10 image pairs from each 

ubject as learning trials and only use data from the last 40 image 

airs. This approach is intended to capture anything that influ- 
nces judges’ decisions that subjects could recognize, from subtle 

igns of things like socioeconomic status or drug use or mood, to 

hings people can recognize but not articulate. 
It turns out subjects are modestly good at this task ( Table II ). 

articipants guess which mug shot is more likely to be detained at 
 rate of 51 . 4% , which is different to a statistically significant de-
ree from the 50% random-guessing threshold. When we regress 
he algorithm’s predicted detention rate against these subject 
uesses, the coefficient is 3.99 percentage points, equal to 17 . 1% 

f the base rate. 
The findings in Table II are somewhat remarkable. The only 

nput the algorithm had access to was the raw pixel values of 
ach mug shot, yet it has rediscovered findings from decades of 
revious research and human intuition. 

Interestingly, these features collectively explain only a frac- 
ion of the variation in the algorithm’s predictions: the R2 is only 

.2228. That by itself does not necessarily mean the algorithm 

as discovered additional useful signal. It is possible that the re- 
aining variation is prediction error—components of the predic- 

ion that do not explain actual judges’ decisions. 
In Table III , we test whether the algorithm uncovers any ad- 

itional signal for actual judge decisions, above and beyond the 

nfluence of these known factors. The algorithm by itself produces 
n R2 of 0.0331 (column (1)), substantially higher than all pre- 
iously known features taken together, which produce an R2 of 
.0162 (column (5)), or the human guesses alone which produce 

n R2 of 0.0025 (so we can see the algorithm is much better at pre- 
icting detention from faces than people are). Another way to see 

hat the algorithm has detected signal above and beyond these 

nown features is that the coefficient on the algorithm predic- 
ion when included alone in the regression, 0.6963 (column (1)), 
48. As discussed in Online Appendix Table A.III, we offer subjects a $3.00 
ase rate for participation plus an incentive of 5 cents per correct guess. With 

0 image pairs shown to each participant, they could increase their earnings by 
nother $2.50, or up to 83% above the base compensation. 

 24 January 2024
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changes only modestly when we condition on everything else, now
equal to 0.6171 (column (7)). The algorithm seems to have discov-
ered some novel source of signal that better predicts judge deten-
tion decisions. 49 

V. ALGORITHM-HUMAN COMMUNICATION 

The algorithm has made a discovery: something about the de-
fendant’s face explains judge decisions, above and beyond the fa-
cial features implicated by existing research. But what is it about
the face that matters? Without an answer, we are left with a dis-
covery of an unsatisfying sort. We have simply replaced one black
box hypothesis generation procedure (human creativity) with
another (the algorithm). In what follows we demonstrate how
existing methods like saliency maps cannot solve this challenge
in our application and then discuss our solution to that problem. 

V.A. The Challenge of Explanation 

The problem of algorithm-human communication stems from
the fact that we cannot simply look inside the algorithm’s “black
box” and see what it is doing because m ( x ), the algorithmic pre-
dictor, is so complicated. A common solution in computer science
is to forget about looking inside the algorithmic black box and fo-
cus instead on drawing inferences from curated outputs of that
box. Many of these methods involve gradients: given a prediction
function m ( x ), we can calculate the gradient ∇m (x ) = d m 

d x (x ) . This
lets us determine, at any input value, what change in the input
vector maximally changes the prediction. 50 The idea of gradients
is useful for image classification tasks because it allows us to tell
49. Table III gives us another way to see how much of previously known 

features are rediscovered by the algorithm. That the algorithm’s prediction plus 
all previously known features yields an R2 of just 0.0380 (column (7)), not much 

larger than with the algorithm alone, suggests the algorithm has discovered most 
of the signal in these known features. But not necessarily all: these other known 

features often do remain statistically significant predictors of judges’ decisions 
even after controlling for the algorithm’s predictions (last column). One possible 
reason is that, given finite samples, the algorithm has only imperfectly recon- 
structed factors such as “age” or “human guess.” Controlling for these factors di- 
rectly adds additional signal. 

50. Imagine a linear prediction function like m (x1 , x2 ) = ̂ β1 x1 + ̂ β2 x2 . If our 
best estimates suggested ̂ β2 = 0 , the maximum change to the prediction comes 
from incrementally changing x1 . 
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hich pixel image values are most important for changing the 

redicted outcome. 
For example, a widely used method known as saliency 

aps uses gradient information to highlight the specific pixels 
hat are most important for predicting the outcome of interest 
Baehrens et al. 2010 ; Simonyan, Vedaldi, and Zisserman 2014 ). 
his approach works well for many applications like determin- 

ng whether a given picture contains a given type of animal, a 

ommon task in ecology (Norouzzadeh et al. 2018 ). What distin- 
uishes a cat from a dog? A saliency map for a cat detector might 
ighlight pixels around, say, the cat’s head: what is most cat-like 

s not the tail, paws, or torso, but the eyes, ears, and whiskers. 
ut more complicated outcomes of the sort social scientists study 

ay depend on complicated functions of the entire image. 
Even if saliency maps were more selective in highlighting 

ixels in applications like ours, for hypothesis generation they 

lso suffer from a second limitation: they do not convey enough 

nformation to enable people to articulate interpretable hypothe- 
es. In the cat detector example, a saliency map can tell us that 
omething about the cat’s (say) whiskers are key for distinguish- 
ng cats from dogs. But what about that feature matters? Would 

 cat look more like a dog if its whiskers were longer? Or shorter? 
ore (or less?) even in length? People need to know not just what 

eatures matter but how they must change to change the predic- 
ion. For hypothesis generation, the saliency map undercommu- 
icates with humans. 

To test the ability of saliency maps to help with our appli- 
ation, we focused on a facial feature that people already under- 
tand and can easily recognize from a photo: age. We first build 

n algorithm that predicts each defendant’s age from their mug 

hot. For a representative image, as in the top left of Figure III , 
e can highlight which pixels are most important for predicting 

ge, shown in the top right. 51 A key limitation of saliency maps 
s easy to see: because age (like many human facial features) is a 

unction of almost every part of a person’s face, the saliency map 

ighlights almost everything. 
51. As noted already, to avoid contributing to the stereotyping of minorities 
n discussions of crime, in our exhibits we show images for non-Hispanic white 

en, although in our HITs we use images representative of the larger defendant 
opulation. 

r on 24 January 2024
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(C)

(A) (B)

(D)

FIGURE III 

Candidate Algorithm-Human Communication Vehicles for a Known Facial 
Feature: Age 

Panel A shows a randomly selected point in the GAN latent space for a non- 
Hispanic white male defendant. Panel B shows a saliency map that highlights 
the pixels that are most important for an algorithmic model that predicts the 
defendant’s age from the mug shot image. Panel C shows an image changed or 
“morphed” in the direction of older age, based on the gradient of the image-based 
age prediction, using the “naive” morphing procedure that does not constrain the 
new image to lie on the face manifold (see the text). Panel D shows the image 
morphed to the maximum age using our actual preferred morphing procedure. 
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An alternative to simply highlighting high-leverage pixels is
to change them in the direction of the gradient of the predicted
outcome, to—ideally—create a new face that now has a differ-
ent predicted outcome, what we call “morphing.” This new image
 4
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FIGURE IV 

Hypothesis Generation Pipeline 

The diagram illustrates all the algorithmic components in our procedure by pre- 
senting a full pipeline for algorithmic interpretation. 
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nswers the counterfactual question: “How would this person’s 
ace change to increase their predicted outcome?” Our approach 

uilds on the ability of people to comprehend ideas through com- 
arisons, so we can show morphed image pairs to subjects to have 

hem name the differences that they see. Figure IV summarizes 
ur semiautomated hypothesis generation pipeline. (For more de- 
ails see Online Appendix B.) The benefit of morphed images over 
ctual mug shot images is to isolate the differences across faces 
hat matter for the outcome of interest. By reducing noise, mor- 
hing also reduces the risk of spurious discoveries. 

Figure V illustrates how this morphing procedure works in 

ractice and highlights some of the technical challenges that 
rise. Let the box in the top panel represent the space of all pos- 
ible images—all possible combinations of pixel values for, say, a 

12 × 512 image. Within this space, we can apply our mug shot–
ased predictor of the known facial feature, age, to identify all im- 
ges with the same predicted age, as shown by the contour map 

f the prediction function. Imagine picking some random initial 
ug shot image. We could follow the gradient to find an image 

ith a higher predicted value of the outcome y . 
The challenge is that most points in this image space are not 

ctually face images. Simply following the gradient will usually 

ake us off the data distribution of face images, as illustrated 

bstractly in the top panel of Figure V . What this means in 

ractice is shown in the bottom left panel of Figure III : the result 
s an image that has a different predicted outcome (in the figure, 
4

https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qjad055#supplementary-data
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FIGURE V 

Morphing Images for Detention Risk On and Off the Face Manifold 
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FIGURE V 

( Continued ) The figure shows the difference between an unconstrained (naive) 
morphing procedure and our preferred new morphing approach. In both panels, 
the background represents the image space (set of all possible pixel values) and 
the blue line (color version available online) represents the set of all pixel values 
that correspond to any face image (the face manifold). The orange lines show all 
images that have the same predicted outcome (isoquants in predicted outcome). 
The initial face (point on the outermost contour line) is a randomly selected face 
in GAN face space. From there we can naively follow the gradients of an algo- 
rithm that predicts some outcome of interest from face images. As shown in Panel 
A, this takes us off the face manifold and yields a nonface image. Alternatively, 
with a model of the face manifold, we can follow the gradient for the predicted 
outcome while ensuring that the new image is again a realistic instance as shown 

in Panel B. 
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llustrated for age) but no longer looks like a real instance—that 
s, no longer looks like a realistic face image. This “naive” morph- 
ng procedure will not work without some way to ensure the new 

oint we wind up on in image space corresponds to a realistic 
ace image. 

.B. Building a Model of the Data Distribution 

To ensure morphing leads to realistic face images, we need 

 model of the data distribution p ( x )—in our specific application, 
he set of images that are faces. We rely on an unsupervised learn- 
ng approach to this problem. 52 Specifically, we use generative 

dversarial networks (GANs), originally introduced to generate 

ealistic new images for a variety of tasks (see Goodfellow et al. 
014 ). 53 

A GAN is built by training two algorithms that “com- 
ete” with each another, the generator G and the classifier C : 
he generator creates synthetic images and the classifier (or 
discriminator”), presented with synthetic or real images, tries 
o distinguish which is which. A good discriminator pressures the 

enerator to produce images that are harder to distinguish from 

eal; in turn, a good generator pressures the classifier to get better 
t discriminating real from synthetic images. Data on actual faces 
52. Modeling p ( x ) through a supervised learning task would involve assem- 
ling a large set of images, having subjects label each image for whether they 
ontain a realistic face, and then predicting those labels using the image pixels as 
nputs. But this supervised learning approach is costly because it requires exten- 
ive annotation of a large training data set. 

53. Kaji, Manresa, and Pouliot (2020) and Athey et al. (2021 , 2022) are recent 
ses of GANs in economics. 
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are used to train the discriminator, which results in the generator
being trained as it seeks to fool the discriminator. With machine
learning, the performance of C and G improve with successive it-
erations of training. A perfect G would output images where the
classifier C does no better than random guessing. Such a gener-
ator would by definition limit itself to the same input space that
defines real images, that is, the data distribution of faces. (Addi-
tional discussion of GANs in general and how we construct our
GAN specifically are in Online Appendix B.) 

To build our GAN and evaluate its expressiveness we use
standard training metrics, which turn out to compare favorably
to what we see with other widely used GAN models on other data
sets (see Online Appendix B.C for details). A more qualitative way
to judge our GAN comes from visual inspection; some examples of
synthetic face images are in Figure II . Most importantly, the GAN
we build (as is true of GANs in general) is not generic. GANs are
specific. They do not generate “faces” but instead seek to match
the distribution of pixel combinations in the training data. For
example, our GAN trained using mug shots would never generate
generic Facebook profile photos or celebrity headshots. 

Figure V illustrates how having a model such as the GAN
lets morphing stay on the data distribution of faces and produce
realistic images. We pick a random point in the space of faces
(mug shots) and then use the algorithmic predictor of the outcome
of interest m ( x ) to identify nearby faces that are similar in all
respects except those relevant for the outcome. Notice this proce-
dure requires that faces closer to one another in GAN latent space
should look relatively more similar to one another to a human in
pixel space. Otherwise we might make a small movement along
the gradient and wind up with a face that looks different in all
sorts of other ways that are irrelevant to the outcome. That is, we
need the GAN not just to model the support of the data but also
to provide a meaningful distance metric. 

When we produce these morphs, what can possibly change as
we morph? In principle there is no limit. The changes need not
be local: features such as skin color, which involves many pixels,
could change. So could features such as attractiveness, where the
pixels that need to change to make a face more attractive vary
from face to face: the “same” change may make one face more
attractive and another less so. Anything represented in the face
could change, as could anything else in the image beyond the face
that matters for the outcome (if, for example, localities varied in
 4

https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qjad055#supplementary-data
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nive
oth detention rates and the type of background they have some- 
ne stand in front of for mug shots). 

In practice, though, there is a limit. What can change de- 
ends on how rich and expressive the estimated GAN is. If the 

AN fails to capture a certain kind of face or a dimension of the 

ace, then we are unlikely to be able to morph on that dimen- 
ion. The morphing procedure is only as complete as the GAN is 
xpressive. Assuming the GAN expresses a feature, then if m ( x ) 
ruly depends on that feature, morphing will likely display it. Nor 
s there any guarantee that in any given application the classifier 
 ( x ) will find novel signal for the outcome y , or that the GAN suc-

essfully learns the data distribution (Nalisnick et al. 2018 ), or 
hat subjects can detect and articulate whatever signal the classi- 
er algorithm has discovered. Determining the general conditions 
nder which our procedure will work is something we leave to fu- 
ure research. Whether our procedure can work for the specific 
pplication of judge decisions is the question to which we turn 

ext. 54 

.C. Validating the Morphing Procedure 

We return to our algorithmic prediction of a known facial 
eature—age—and see what morphing by age produces as a way 

o validate or test our procedure. When we follow the gradient 
f the predicted outcome (age), by constraining ourselves to stay 

n the GAN’s latent space of faces we wind up with a new age- 
orphed face that does indeed look like a realistic face image, as 

hown in the bottom right of Figure III . We seem to have suc- 
essfully developed a model of the data distribution and a way to 
ove around on that surface to create realistic new instances. 

54. Some ethical issues are worth considering. One is bias. With human hy- 
othesis generation there is the risk people “see” an association that impugns 
ome group yet has no basis in fact. In contrast our procedure by construction only 
roduces empirically plausible hypotheses. A different concern is the vulnerabil- 
ty of deep learning to adversarial examples: tiny, almost imperceptible changes 
n an image changing its classification for the outcome y , so that mug shots that 
ook almost identical (that is, are very “similar” in some visual image metric) have 
ramatically different m ( x ). This is a problem because tiny changes to an image 
on’t change the nature of the object; see Szegedy et al. (2013) and Goodfellow, 
hlens, and Szegedy (2014) . In practice such instances are quite rare in nature, 

ndeed, so rare they usually occur only if intentionally (maliciously) generated. 

rsity of C
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To figure out if algorithm-human communication occurs, we
run these age-morphed image pairs through our experimen-
tal pipeline ( Figure IV ). Our procedure is only useful if it is
replicable—that is, if it does not depend on the idiosyncratic in-
sights of any particular person. For that reason, the people look-
ing at these images and articulating what they see should not
be us (the investigators) but a sample of external, independent
study subjects. In our application, we use Prolific workers (see
Online Appendix Table A.III). Reliability or replicability is indi-
cated by the agreement in the subject responses: lots of subjects
see and articulate the same thing in the morphed images. 

We asked subjects to look at 50 age-morphed image pairs
selected at random from a population of 100 pairs, and told them
the images in each pair differ on some hidden dimension but
did not tell them what that was. 55 We asked subjects to guess
which image expresses that hidden feature more, gave them
feedback about the right answer, treated the first 10 image pairs
as learning examples, and calculated accuracy on the remaining
40 images. Subjects correctly selected the older image 97 . 8% of
the time. 

The final step was to ask subjects to name what differs
in image pairs. Making sense of these responses requires some
way to group them into semantic categories. Each subject com-
ment could include several concepts (e.g., “wrinkles, gray hair,
tired”). We standardized these verbal descriptions by remov-
ing punctuation, using only lowercase characters, and removing
stop words. We gave three research assistants not otherwise in-
volved in the project these responses and asked them to create
their own categories that would capture all the responses (see
Online Appendix Figure A.XIII). We also gave them an illus-
trative subject comment and highlighted the different “types” of
categories (descriptive physical features, i.e., “thick eyebrows,”
descriptive impression category, i.e., “energetic,” but also an illus-
tration of a category of comment that is too vague to lend itself to
55. Online Appendix Figure A.XII gives an example of this task and the in- 
structions given to participating subjects to complete it. Each subject was tested 
on 50 image pairs selected at random from a population of 100 images. Subjects 
were told that for every pair, one image was higher in some unknown feature, but 
not given details as to what the feature might be. As in the exercise for predicting 
detention, feedback was given immediately after selecting an image, and a 5 cent 
bonus was paid for every correct answer. 

go user on 24 January 2024
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seful measurement, i.e., “ears”). In our validation exercise 81 . 5% 

f subject reports fall into the semantic categories of either age or 
he closely related feature of hair color. 56 

.D. Understanding the Judge Detention Predictor 

Having validated our algorithm-human communication pro- 
edure for the known facial feature of age, we are ready to apply it 
o generate a new hypothesis about what drives judge detention 

ecisions. To do this we combine the mug shot algorithm predic- 
or of judges’ detention decisions, m ( x ), with our GAN of the data 

istribution of mug shot images, then create new synthetic im- 
ge pairs morphed with respect to the likelihood the judge would 

etain the defendant (see Figure IV ). 
The top panel of Figure VI shows a pair of such images. Un- 

erneath we show an “image strip” of intermediate steps, along 

ith each image’s predicted detention rate. With an overall de- 
ention rate of 23 . 3% in our validation data set, morphing takes 
s from about one-half the base rate ( 13% ) up to nearly twice the 

ase rate ( 41% ). Additional examples of morphed image pairs are 

hown in Figure VII . 
We showed 54 subjects 50 detention-risk-morphed image 

airs each, asked them to predict which defendant would be de- 
ained, offered them financial incentives for correct answers, 57 

nd gave them feedback on the right answer. Online Appendix
igure A.XV shows how accurate subjects are as they get more 

ractice across successive morphed image pairs. With the ini- 
ial image-pair trials, subjects are not much better than random 

uessing, in the range of what we see when subjects look at pairs 
f actual mugshots (where accuracy is 51 . 4% across the final 40 

ug shot pairs people see). But unlike what happens when sub- 
ects look at actual images, when looking at morphed image pairs 
ubjects seem to quickly learn what the algorithm is trying to 

ommunicate to them. Accuracy increased by over 10 percentage 

oints after 20 morphed image pairs and reached 67% after 30 im- 
ge pairs. Compared to looking at actual mugshots, the morphing 
56. In principle this semantic grouping could be carried out in other ways, for 
xample, with automated procedures involving natural-language processing. 

57. See Online Appendix Table A.III for a high-level description of this human 

ntelligence task, and Online Appendix Figure A.XIV for a sample of the task and 
he subject instructions. 

r on 24 January 2024
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(A)

(B)

(C)

FIGURE VI 

Illustration of Morphed Faces along the Detention Gradient 

Panel A shows the result of selecting a random point on the GAN latent face 
space for a white non-Hispanic male defendant, then using our new morphing pro- 
cedure to increase the predicted detention risk of the image to 0.41 (left) or reduce 
the predicted detention risk down to 0.13 (right). The overall average detention 

rate in the validation data set of actual mug shot images is 0.23 by comparison. 
Panel B shows the different intermediate images between these two end points, 
while Panel C shows the predicted detention risk for each of the images in the 
middle panel. 
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procedure accomplished its goal of making it easier for subjects to
see what in the face matters most for detention risk. 

We asked subjects to articulate the key differences they saw
across morphed image pairs. The result seems to be a reliable
hypothesis—a facial feature that a sizable share of subjects
name. In the top panel of Figure VIII , we present a histogram
 4
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FIGURE VII 

Examples of Morphing along the Gradients of the Face-Based Detention 

Predictor 
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(A)

(B)

FIGURE VIII 

Subject Reports of What They See between Detention-Risk-Morphed Image Pairs 

Panel A shows a word cloud of subject reports about what they see as the key 
difference between image pairs where one is a randomly selected point in the 
GAN latent space and the other is morphed in the direction of a higher predicted 
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FIGURE VIII 

( Continued ) detention risk. Words are approximately proportionately sized to the 
frequency of subject mentions. Panel B shows the frequency of semantic groupings 
of those open-ended subject reports (see the text for additional details). 
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f individual tokens (cleaned words from worker comments) in 

word cloud” form, where word size is approximately proportional 
o frequency. 58 Some of the most common words are “shaved,”
cleaner,” “length,” “shorter,” “moustache,” and “scruffy.” To form 

emantic categories, we use a procedure similar to what we de- 
cribe for our validation exercise for the known feature of age. 59 

rouping tokens into semantic categories, we see that nearly 

0% of the subjects see and name a similar feature that they 

hink helps explain judge detention decisions: how well-groomed 

he defendant is (see the bottom panel of Figure VIII ). 60 

Can we confirm that what the subjects think the algorithm 

s seeing is what the algorithm actually sees? We asked a sepa- 
ate set of 343 independent subjects (MTurk workers) to label the 

2,881 mug shots in our combined training and validation data 

ets for how well-groomed each image was perceived to be on a 

ine-point scale. 61 For data sets of our size, these labeling costs 
58. We drop every token of just one or two characters in length, as well as con- 
ector words without real meaning for this purpose, like “had,” “the,” and “and,”
s well as words that are relevant to our exercise but generic, like “jailed,” “judge,”
nd “image.”

59. We enlisted three research assistants blinded to the findings of this study 
nd asked them to come up with semantic categories that captured all subject 
omments. Since each assistant mapped each subject comment to 5% of semantic 
ategories on average, if the assistant mappings were totally uncorrelated, we 
ould expect to see agreement of at least two assistant categorizations about 5% 

f the time. What we actually see is if one research assistant made an association, 
0% of the time another assistant would make the same association. We assign a 
omment to a semantic category when at least two of the assistants agree on the 
ategorization. 

60. Moreover what subjects see does not seem to be particularly sensitive to 
hich images they see. (As a reminder, each subject sees 50 morphed image pairs 

andomly selected from a larger bank of 100 morphed image pairs). If we start 
ith a subject who says they saw “well-groomed” in the morphed image pairs they 

aw, for other subjects who saw 21 or fewer images in common (so saw mostly 
ifferent images) they also report seeing well-groomed 31% of the time, versus 
5% among the population. We select the threshold of 21 images because this is 
he smallest threshold in which at least 50 pairs of raters are considered. 

61. See Online Appendix Table A.III and Online Appendix Figure A.XVI. This 
omes to a total of 192,280 individual labels, an average of 3.2 labels per image 
n the training set and an average of 10.8 labels per image in the validation set. 
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are fairly modest, but in principle those costs could be much more
substantial (or even prohibitive) in some applications. 

Table IV suggests algorithm-human communication has suc-
cessfully occurred: our new hypothesis, call it h1 ( x ), is correlated
with the algorithm’s prediction of the judge, m ( x ). If subjects were
mistaken in thinking they saw well-groomed differences across
images, there would be no relationship between well-groomed
and the detention predictions. Yet what we actually see is the R2 

from regressing the algorithm’s predictions against well-groomed
equals 0.0247, or 11% of the R2 we get from a model with all the
explanatory variables (0.2361). In a bivariate regression the coef-
ficient ( −0.0172) implies that a one standard deviation increase
in well-groomed (1.0118 points on our 9-point scale) is associ-
ated with a decline in predicted detention risk of 1.74 percentage
points, or 7 . 5% of the base rate. Another way to see the explana-
tory power of this hypothesis is to note that this coefficient hardly
changes when we add all the other explanatory variables to the
regression (equal to −0.0153 in the final column) despite the sub-
stantial increase in the model’s R2 . 

V.E. Iteration 

Our procedure is iterable. The first novel feature we discov-
ered, well-groomed, explains some—but only some—of the varia-
tion in the algorithm’s predictions of the judge. We can iterate our
procedure to generate hypotheses about the remaining residual
variation as well. Note that the order in which features are dis-
covered will depend on how important each feature is in explain-
ing the judge’s detention decision and on how salient each feature
is to the subjects who are viewing the morphed image pairs. So ex-
planatory power for the judge’s decisions need not monotonically
decline as we iterate and discover new features. 

To isolate the algorithm’s signal above and beyond what is
explained by well-groomed, we wish to generate a new set of
morphed image pairs that differ in predicted detention but hold
well-groomed constant. That would help subjects see other novel
features that might differ across the detention-risk-morphed
images, without subjects getting distracted by differences in
Sampling labels from different workers on the same image, these ratings have a 
correlation of 0.14. 

4 January 2024
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ell-groomed. 62 But iterating the procedure raises several tech- 
ical challenges. To see these challenges, consider what would in 

rinciple seem to be the most straightforward way to orthogonal- 
ze, in the GAN’s latent face space: 

• use training data to build predictors of detention risk, 
m ( x ), and the facial features to orthogonalize against, 
h1 ( x ); 

• pick a point on the GAN latent space of faces; 
• collect the gradients with respect to m ( x ) and h1 ( x ); 
• use the Gram-Schmidt process to move within the latent 

space toward higher predicted detention risk m ( x ), but or- 
thogonal to h1 ( x ); and 

• show new morphed image pairs to subjects, have them 

name a new feature. 

The challenge with implementing this playbook in practice 

s that we do not have labels for well-groomed for the GAN- 
enerated synthetic faces. Moreover, it would be infeasible to 

ollect this feature for use in this type of orthogonalization 

rocedure. 63 That means we cannot orthogonalize against well- 
roomed, only against predictions of well-groomed. And orthog- 
nalizing with respect to a prediction is an error-prone process 
henever the predictor is imperfect (as it is here). 64 The errors in 

he process accumulate as we take many morphing steps. Worse, 
62. It turns out that skin tone is another feature that is correlated with well- 
roomed, so we orthogonalize on that as well as well-groomed. To simplify the 
iscussion, we use “well-groomed” as a stand-in for both features we orthogonalize 
gainst, well-groomed plus skin tone. 

63. To see why, consider the mechanics of the procedure. Since we orthogonal- 
ze as we create morphs, we would need labels at each morphing step. This would 
ntail us producing candidate steps (new morphs), collecting data on each of the 
andidates, picking one that has the same well-groomed value, and then repeat- 
ng. Moreover, until the labels are collected at a given step, the next step could not 
e taken. Since producing a final morph requires hundreds of such intermediate 
orphing steps, the whole process would be so time- and resource-consuming as 

o be infeasible. 
64. While we can predict demographic features like race and age (above/below 

edian age) nearly perfectly, with AUC values close to 1, for predicting well- 
roomed, the mean absolute error of our OOS prediction is 0.63, which is plus 
r minus over half a slider value for this 9-point-scaled variable. One reason it 
s harder to predict well-groomed is because the labels, which come from human 

ubjects looking at and labeling mug shots, are themselves noisy, which introduces 
rreducible error. 

/7515309 by U
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that accumulated error is not expected to be zero on average. Be-
cause we are morphing in the direction of predicted detention and
we know predicted detention is correlated with well-groomed, the
prediction error will itself be correlated with well-groomed. 

Instead we use a different approach. We build a new
detention-risk predictor with a curated training data set, limited
to pairs of images matched on the features to be orthogonalized
against. For each detained observation i (such that yi = 1), we find
a released observation j (such that yj = 0) where h1 ( xi ) = h1 ( xj ).
In that training data set y is now orthogonal to h1 ( x ), so we
can use the gradient of the orthogonalized detention risk pre-
dictor to move in GAN latent space to create new morphed im-
ages with different detention odds but are similar with respect to
well-groomed. 65 We call these “orthogonalized morphs,” which we
then feed into the experimental pipeline shown in Figure IV . 66 An
open question for future work is how many iterations are possible
before the dimensionality of the matching problem required for
this procedure would create problems. 

Examples from this orthogonalized image-morphing proce-
dure are in Figure IX . Changes in facial features across morphed
images are notably different from those in the first iteration of
morphs as in Figure VI . From these examples, it appears possi-
ble that orthogonalization may be slightly imperfect; sometimes
they show subtle differences in “well-groomed” and perhaps age.
As with the first iteration of the morphing procedure, the second
(orthogonalized) iteration of the procedure again generates im-
ages that vary substantially in their predicted risk, from 0.07 up
to 0.27 (see Online Appendix Figure A.XVIII). 

Still, there is a salient new signal: when presented to sub-
jects they name a second facial feature, as shown in Figure X .
We showed 52 subjects (Prolific workers) 50 orthogonalized mor-
phed image pairs and asked them to name the differences they
see. The word cloud shown in the top panel of Figure X shows
that some of the most common terms reported by subjects include
65. For additional details see Online Appendix Figure A.XVII and 
Online Appendix B. 

66. There are a few additional technical steps required, discussed in 

Online Appendix B. For details on the HIT we use to get subjects to name the 
new hypothesis from looking at orthogonalized morphs, and the follow-up HIT 

to generate independent labels for that new hypothesis or facial feature, see 
Online Appendix Table A.III. 
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FIGURE IX 

Examples of Morphing along the Orthogonal Gradients of the Face-Based 
Detention Predictor 
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(A)

(B)

FIGURE X 

Subject Reports of What They See between Detention-Risk-Morphed Image 
Pairs, Orthogonalized to the First Novel Feature Discovered (Well-Groomed) 

Panel A shows a word cloud of subject reports about what they see as the key 
difference between image pairs, where one is a randomly selected point in the 
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FIGURE X 

( Continued ) GAN latent space and the other is morphed in the direction of a 
higher predicted detention risk, where we are moving along the detention gradi- 
ent orthogonal to well-groomed and skin tone (see the text). Panel B shows the 
frequency of semantic groupings of these open-ended subject reports (see the text 
for additional details). 
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big,” “wider,” “presence,” “rounded,” “body,” “jaw,” and “head.”
hen we ask independent research assistants to group the sub- 

ect tokens into semantic groups, we can see as in the bottom of 
he figure that a sizable share of subject comments (around 22% ) 
efer to a similar facial feature, h2 ( x ): how “heavy-faced” or “full- 
aced” the defendant is. 

This second facial feature (like the first) is again related to 

he algorithm’s prediction of the judge. When we ask a separate 

ample of subjects (343 MTurk workers, see Online Appendix
able A.III) to independently label our validation images for 
eavy-facedness, we can see the R2 from regressing the algo- 
ithm’s predictions against heavy-faced yields an R2 of 0.0384 

 Table V , column (1)). With a coefficient of −0.0182 (0.0009), the 

esults imply that a one standard deviation change in heavy- 
acedness (1.1946 points on our 9-point scale) is associated with 

 reduced predicted detention risk of 2.17 percentage points, or 
 . 3% of the base rate. Adding in other facial features implicated 

y past research substantially boosts the adjusted R2 of the re- 
ression but barely changes the coefficient on heavy-facedness. 

In principle, the procedure could be iterated further. After 
ll, well-groomed, heavy-faced plus previously known facial fea- 
ures all together still only explain 27% of the variation in the 

lgorithm’s predictions of the judges’ decisions. As long as there 

s residual variation, the hypothesis generation crank could be 

urned again and again. Because our goal is not to fully explain 

udges’ decisions but to illustrate that the procedure works and is 
terable, we leave this for future work (ideally done on data from 

ther jurisdictions as well). 

VI. EVALUATING THESE NEW HYPOTHESES 

Here we consider whether the new hypotheses our procedure 

as generated meet our final criterion: empirical plausibility. We 

how that these facial features are new not just to the scientific 
iterature but also apparently to criminal justice practitioners, 
4

https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qjad055#supplementary-data
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niversity of C
hicago user on 24 Janu
before turning to whether these correlations might reflect some
underlying causal relationship. 

VI.A. Do These Hypotheses Predict What Judges Actually Do? 

Empirical plausibility need not be implied by the fact that
our new facial features are correlated with the algorithm’s pre-
dictions of judges’ decisions. The algorithm, after all, is not a per-
fect predictor. In principle, well-groomed and heavy-faced might
be correlated with the part of the algorithm’s prediction that is
unrelated to judge behavior, or m ( x ) − y . 

In Table VI , we show that our two new hypotheses are indeed
empirically plausible. The adjusted R2 from regressing judges’ de-
cisions against heavy-faced equals 0.0042 (column (1)), while for
well-groomed the figure is 0.0021 (column (2)) and for both to-
gether the figure equals 0.0061 (column (3)). As a benchmark, the
adjusted R2 from all variables (other than the algorithm’s overall
mug shot–based prediction) in explaining judges’ decisions equals
0.0218 (column (6)). So the explanatory power of our two novel
hypotheses alone equals about 28% of what we get from all the
variables together. 

For a sense of the magnitude of these correlations, the co-
efficient on heavy-faced of −0.0234 (0.0036) in column (1) and
on well-groomed of −0.0198 (0.0043) in column (2) imply that
one standard deviation changes in each variable are associated
with reduced detention rates equal to 2.8 and 2.0 percentage
points, respectively, or 12 . 0% and 8 . 9% of the base rate. Inter-
estingly, column (7) shows that heavy-faced remains statistically
significant even when we control for the algorithm’s prediction.
The discovery procedure led us to a facial feature that, when mea-
sured independently, captures signal above and beyond what the
algorithm found. 67 

VI.B. Do Practitioners Already Know This? 

Our procedure has identified two hypotheses that are new to
the existing research literature and to our study subjects. Yet the
study subjects we have collected data from so far likely have rela-
tively little experience with the criminal justice system. A reader
might wonder: do experienced criminal justice practitioners al-
ready know that these “new” hypotheses affect judge decisions?
67. See Online Appendix Figure A.XIX. 

ary 2024
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he practitioners might have learned the influence of these facial 
eatures from day-to-day experience. 

To answer this question, we carried out two smaller-scale 

ata collections with a sample of N = 15 staff at a public de- 
ender’s office and a legal aid society. We first asked an open- 
nded question: on what basis do judges decide to detain versus 
elease defendants pretrial? Practitioners talked about judge mis- 
nderstandings of the law, people’s prior criminal records, and 

udge underappreciation for the social contexts in which criminal 
ecords arise. Aside from the defendant’s race, nothing about the 

ppearance of defendants was mentioned. 
We showed practitioners pairs of actual mug shots and asked 

hem to guess which person is more likely to be detained by a 

udge (as we had done with MTurk and Prolific workers). This 
ields a sample of 360 detention forecasts. After seeing these mug 

hots practitioners were asked an open-ended question about 
hat they think matters about the defendant’s appearance for 

udge detention decisions. There were a few mentions of well- 
roomed and one mention of something related to heavy-faced, 
ut these were far from the most frequently mentioned features, 
s seen in Online Appendix Figure A.XX. 

The practitioner forecasts do indeed seem to be more accu- 
ate than those of “regular” study subjects. Table VII , column 

5) shows that defendants whom the practitioners predict will 
e detained are 29.2 percentage points more likely to actually be 

etained, even after controlling for the other known determinants 
f detention from past research. This is nearly four times the ef- 
ect of forecasts made by Prolific workers, as shown in the last 
olumn of Table VI . The practitioner guesses (unlike the regular 
tudy subjects) are even about as accurate as the algorithm; the 

2 from the practitioner guess (0.0165 in column (1)) is similar to 

he R2 from the algorithm’s predictions (0.0166 in column (6)). 
Yet practitioners do not seem to already know what the 

lgorithm has discovered. We can see this in several ways in 

able VII . First, the sum of the adjusted R2 values from the bi- 
ariate regressions of judge decisions against practitioner guesses 
nd judge decisions against the algorithm mug shot–based pre- 
iction is not so different from the adjusted R2 from including 

oth variables in the same regression (0.0165 + 0.0166 = 0.0331 

rom columns (1) plus (6), versus 0.0338 in column (7)). We see 

omething similar for the novel features of well-groomed and 
2024

https://academic.oup.com/qje/article-lookup/doi/10.1093/qje/qjad055#supplementary-data


64 THE QUARTERLY JOURNAL OF ECONOMICS
T

A
B

L
E
 
V

II
 

R
E

S
U

L
T

S
 
F

R
O

M
 
T

H
E
 
C

R
IM

IN
A

L
 
JU

S
T

IC
E
 
P

R
A

C
T

IT
IO

N
E

R
 
S

A
M

P
L

E
 

D
ep

en
d

en
t 

va
ri

ab
le

: 
Ju

dg
e 

de
ta

in
 
de

ci
si

on
 

(1
) 

(2
) 

(3
) 

(4
) 

(5
) 

(6
) 

(7
) 

(8
) 

C
ri

m
in

al
 
ju

st
ic

e 
pr

ac
ti

ti
on

er
 
gu

es
s 

0 .
41

72
**

* 
0 .

36
35

**
 

0 .
29

24
* 

0 .
42

44
**

* 
0 .

33
95

**
 

(0
 .1

57
6)

 
(0

 .1
59

2)
 

(0
 .1

59
3)

 
(0

 .1
56

2)
 

(0
 .1

56
7)

 

A
lg

o 
ju

dg
e 

de
ta

in
 
pr

ed
ic

ti
on

 
0 .

62
01

**
* 

0 .
63

07
**

* 
0 .

75
55

**
* 

(0
 .2

33
5)

 
(0

 .2
31

5)
 

(0
 .2

71
7)

 

W
el

l-
gr

oo
m

ed
 

−0
 .0

45
5* 

−0
 .0

36
2 

−0
 .0

27
3 

−0
 .0

20
6 

(0
 .0

26
1)

 
(0

 .0
26

3)
 

(0
 .0

30
5)

 
(0

 .0
30

6)
 

H
ea

vy
-f

ac
ed

 
−0

 .0
39

4* 
−0

 .0
36

3* 
−0

 .0
41

1* 
−0

 .0
38

7* 

(0
 .0

21
7)

 
(0

 .0
21

6)
 

(0
 .0

21
7)

 
(0

 .0
21

7)
 

M
al

e 
−0

 .0
69

6 
−0

 .0
68

0 
−0

 .1
57

9**
 

(0
 .0

65
5)

 
(0

 .0
65

3)
 

(0
 .0

72
5)

 

A
ge

 
−0

 .0
03

6 
−0

 .0
03

5 
−0

 .0
03

2 
(0

 .0
02

9)
 

(0
 .0

02
9)

 
(0

 .0
02

8)
 

B
la

ck
 

−0
 .1

68
3* 

−0
 .1

70
6* 

−0
 .1

45
4 

(0
 .0

93
4)

 
(0

 .0
93

1)
 

(0
 .0

92
6)

 

S
ki

n
 
to

n
e 

−0
 .3

90
1**

 

−0
 .3

89
5**

 

−0
 .3

19
2**

 

(0
 .1

56
8)

 
(0

 .1
56

2)
 

(0
 .1

56
2)

 

A
tt

ra
ct

iv
en

es
s 

−0
 .0

06
2 

−0
 .0

09
0 

0 .
00

49
 

(0
 .0

44
8)

 
(0

 .0
44

7)
 

(0
 .0

43
2)

 

C
om

pe
te

n
ce

 
0 .

00
21

 
0 .

00
39

 
0 .

00
05

 

(0
 .0

44
1)

 
(0

 .0
44

0)
 

(0
 .0

43
4)

 

D
ow

nloaded from
 https://academ

ic.oup.com
/qje/advance-article/doi/10.1093/qje/qjad055/7515309 by U

niversity of C
hicago user on 24 January 2024



MACHINE LEARNING AS A TOOL FOR HYPOTHESIS GENERATION 65

T
A

B
L

E
 
V

II
 

C
O

N
T

IN
U

E
D
 

D
ep

en
d

en
t 

va
ri

ab
le

: 
Ju

dg
e 

de
ta

in
 
de

ci
si

on
 

(1
) 

(2
) 

(3
) 

(4
) 

(5
) 

(6
) 

(7
) 

(8
) 

D
om

in
an

ce
 

0 .
05

12
* 

0 .
04

75
 

0 .
03

34
 

(0
 .0

30
7)

 
(0

 .0
30

7)
 

(0
 .0

30
4)

 

T
ru

st
w

or
th

in
es

s 
−0

 .1
11

3**
 

−0
 .1

03
1**

 

−0
 .1

14
5**

 

(0
 .0

44
6)

 
(0

 .0
44

7)
 

(0
 .0

44
3)

 

C
on

st
an

t 
0 .

28
55

**
* 

0 .
92

05
**

* 
0 .

67
78

**
* 

1 .
44

46
**

* 
1 .

24
42

**
* 

0 .
33

77
**

* 
0 .

12
26

 
0 .

79
30

**
* 

(0
 .0

83
1)

 
(0

 .1
66

2)
 

(0
 .1

96
5)

 
(0

 .2
72

8)
 

(0
 .2

92
9)

 
(0

 .0
64

6)
 

(0
 .1

01
8)

 
(0

 .2
67

9)
 

N
ai

ve
-A

U
C
 

0 .
57

2 
0 .

57
7 

0 .
60

2 
0 .

64
3 

0 .
65

3 
0 .

57
6 

0 .
60

7 
0 .

66
1 

O
bs

er
va

ti
on

s 
36

0 
36

0 
36

0 
36

0 
36

0 
36

0 
36

0 
36

0 
A

dj
u

st
ed

 
R

2 
0 .

01
65

 
0 .

01
31

 
0 .

02
46

 
0 .

03
84

 
0 .

04
49

 
0 .

01
66

 
0 .

03
38

 
0 .

05
82

 

N
ot

es
. T

h
is
 
ta

bl
e 

sh
ow

s 
th

e 
re

su
lt

s 
of
 
es

ti
m

at
in

g 
ju

dg
es

’ d
et

ai
n
 
de

ci
si

on
s 

u
si

n
g 

a 
li

n
ea

r 
pr

ob
ab

il
it

y 
sp

ec
ifi

ca
ti

on
 
of
 
di

ff
er

en
t 

ex
pl

an
at

or
y 

va
ri

ab
le

s 
on
 
a 

su
bs

et
 
of
 
th

e 
va

li
da

ti
on
 

se
t.
 
T

h
e 

cr
im

in
al
 
ju

st
ic

e 
pr

ac
ti

ti
on

er
’s
 
gu

es
s 

ab
ou

t 
th

e 
ju

dg
e’

s 
de

ci
si

on
 
co

m
es
 
fr

om
 
sh

ow
in

g 
15
 
di

ff
er

en
t 

pu
bl

ic
 
de

fe
n

de
rs
 
an

d 
le

ga
l 

ai
d 

so
ci

et
y 

m
em

be
rs
 
ac

tu
al
 
m

u
g 

sh
ot
 
im

ag
es
 

of
 
de

fe
n

da
n

ts
 
an

d 
as

ki
n

g 
th

em
 
to
 
re

po
rt
 
w

h
ic

h
 
de

fe
n

da
n

t 
th

ey
 
be

li
ev

e 
th

e 
ju

dg
e 

w
ou

ld
 
be
 
m

or
e 

li
ke

ly
 
to
 
de

ta
in

. 
T

h
e 

pa
ir

s 
ar

e 
se

le
ct

ed
 
to
 
be
 
co

n
gr

u
en

t 
in
 
ge

n
de

r 
an

d 
ra

ce
 
bu

t 
di

sc
or

da
n

t 
in
 
de

te
n

ti
on
 
ou

tc
om

e.
 
T

h
e 

al
go

ri
th

m
ic
 
pr

ed
ic

ti
on

s 
of
 
ju

dg
es

’ d
et

ai
n
 
de

ci
si

on
s 

co
m

e 
fr

om
 
ap

pl
yi

n
g 

th
e 

al
go

ri
th

m
, 

w
h

ic
h
 
is
 
bu

il
t 

w
it

h
 
fa

ce
 
im

ag
es
 
in
 
th

e 
tr

ai
n

in
g 

da
ta
 

se
t,
 
to
 
va

li
da

ti
on
 
se

t 
ob

se
rv

at
io

n
s.
 
M

ea
su

re
s 

of
 
de

fe
n

da
n

t 
de

m
og

ra
ph

ic
s 

an
d 

cu
rr

en
t 

ar
re

st
 
ch

ar
ge
 
co

m
e 

fr
om

 
M

ec
kl

en
bu

rg
 
C

ou
n

ty
, N

C
, a

dm
in

is
tr

at
iv

e 
da

ta
. D

at
a 

on
 
h

ea
vy

-f
ac

ed
, 

w
el

l-
gr

oo
m

ed
, s

ki
n
 
to

n
e,
 
at

tr
ac

ti
ve

n
es

s,
 
co

m
pe

te
n

ce
, d

om
in

an
ce

, a
n

d 
tr

u
st

w
or

th
in

es
s 

co
m

e 
fr

om
 
su

bj
ec

t 
ra

ti
n

gs
 
of
 
m

u
g 

sh
ot
 
im

ag
es
 
(s

ee
 
th

e 
te

xt
).
 
R

eg
re

ss
io

n
 
sp

ec
ifi

ca
ti

on
s 

al
so
 

in
cl

u
de
 
in

di
ca

to
rs
 
fo

r 
u

n
kn

ow
n
 
ra

ce
 
an

d 
u

n
kn

ow
n
 
ge

n
de

r.
* 

p 
<
 
.1

;**
 

p 
<
 
.0

5;
**

* 
p 

<
 
.0

1.
 

D
ow

nloaded from
 https://academ

ic.oup.com
/qje/advance-article/doi/10.1093/qje/qjad055/7515309 by U

niversity of C
hicago user on 24 January 2024



66 THE QUARTERLY JOURNAL OF ECONOMICS

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

D
ow

nloaded from
 https://academ

ic.oup.com
/qje/advance-article/doi/10.1093/qje/qjad055/75
heavy-faced specifically as well. 68 The practitioners and the al-
gorithm seem to be tapping into largely unrelated signal. 

VI.C. Exploring Causality 

Are these novel features actually causally related to judge
decisions? Fully answering that question is clearly beyond the
scope of the present article. But we can present some additional
evidence that is at least suggestive. 

For starters we can rule out some obvious potential con-
founders. With the specific hypotheses in hand, identifying the
most important concerns with confounding becomes much easier.
In our application, well-groomed and heavy-faced could in princi-
ple be related to things like (say) the degree to which the defen-
dant has a substance-abuse problem, is struggling with mental
health, or their socioeconomic status. But as shown in a series
of Online Appendix tables, we find that when we have study
subjects independently label the mug shots in our validation data
set for these features and then control for them, our novel hy-
potheses remain correlated with the algorithmic predictions of
the judge and actual judge decisions. 69 We might wonder whether
heavy-faced is simply a proxy for something that previous mock-
trial-type studies suggest might matter for criminal justice deci-
sions, “baby-faced” (Berry and Zebrowitz-McArthur 1988 ). 70 But
when we have subjects rate mug shots for baby-facedness, our
full-faced measure remains strongly predictive of the algorithm’s
68. The adjusted R2 of including the practitioner forecasts plus well-groomed 
and heavy-facedness together (column (3), equal to 0.0246) is not that differ- 
ent from the sum of the R2 values from including just the practitioner forecasts 
(0.0165 in column (1)) plus that from including just well-groomed and heavy-faced 
(equal to 0.0131 in Table VII , column (2)). 

69. In Online Appendix Table A.IX we show that controlling for one obvious 
indicator of a substance abuse issue—arrest for drugs—does not seem to sub- 
stantially change the relationship between full-faced or well-groomed and the 
predicted detention decision. Online Appendix Tables A.X and A.XI show a qual- 
itatively similar pattern of results for the defendant’s mental health and socioe- 
conomic status, which we measure by getting a separate sample of subjects to 
independently rate validation–data set mug shots. We see qualitatively similar 
results when the dependent variable is the actual rather than predicted judge 
decision; see Online Appendix Tables A.XIII, A.XIV, and A.XV. 

70. Characteristics of having a baby face included large eyes, narrow chin, 
small nose, and high, raised eyebrows. For a discussion of some of the larger lit- 
erature on how that feature shapes the reactions of other people generally, see 
Zebrowitz et al. (2009) . 
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redictions and actual judge decisions; see Online Appendix
ables A.XII and A.XVI. 

In addition, we carried out a laboratory-style experiment 
ith Prolific workers. We randomly morphed synthetic mug shot 

mages in the direction of either higher or lower well-groomed 

or full-faced), randomly assigned structured variables (current 
harge and prior record) to each image, explained to subjects 
he detention decision judges are asked to make, and then asked 

hem which from each pair of subjects they would be more likely 

o detain if they were the judge. The framework from Mobius and 

osenblat (2006) helps clarify what this lab experiment gets us: 
ppearance might affect how others treat us because others are 

eacting to something about our own appearance directly, because 

ur appearance affects our own confidence, or because our appear- 
nce affects our effectiveness in oral communication. The exper- 
ment’s results shut down these latter two mechanisms and iso- 
ate the effects of something about appearance per se, recognizing 

t remains possible well-groomed and heavy-faced are correlated 

ith some other aspect of appearance. 71 

The study subjects recommend for detention those subjects 
ith higher-risk structured variables (like current charge and 

rior record), which at the very least suggests they are tak- 
ng the task seriously. Holding these other case characteristics 
onstant, we find that the subjects are more likely to recommend 

or detention those defendants who are less well-groomed or less 
eavy-faced (see Online Appendix Table A.XVII). Qualitatively, 
hese results support the idea that well-groomed and heavy-faced 

ould have a causal effect. It is not clear that the magnitudes in 

hese experiments necessarily have much meaning: the subjects 
re not actual judges, and the context and structure of choice 

s very different from real detention decisions. Still, it is worth 

oting that the magnitudes implied by our results are nontrivial. 
hanging well-groomed or heavy-faced has the same effect on 

ubject decisions as a movement within the predicted rearrest 
isk distribution of 4 and 6 percentile points, respectively (see 

nline Appendix C for details). Of course only an actual field ex- 
eriment could conclusively determine causality here, but carry- 
ng out that type of field experiment might seem more worthwhile 

o an investigator in light of the lab experiment’s results. 
71. For additional details, see Online Appendix C. 

nuary 2024
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Is this enough empirical support for these hypotheses to jus-
tify incurring the costs of causal testing? The empirical basis for
these hypotheses would seem to be at least as strong as (or per-
haps stronger than) the informal standard currently used to de-
cide whether an idea is promising enough to test, which in our
experience comes from some combination of observing the world,
brainstorming, and perhaps some exploratory investigator-driven
correlational analysis. 

What might such causal testing look like? One possibility
would follow in the spirit of Goldin and Rouse (2000) and com-
pare detention decisions in settings where the defendant is more
versus less visible to the judge to alter the salience of appearance.
For example, many jurisdictions have continued to use some ver-
sion of virtual hearings even after the pandemic. 72 In Chicago
the court system has the defendant appear virtually but every-
one else is in person, and the court system of its own volition has
changed the size of the monitors used to display the defendant
to court participants. One could imagine adding some planned
variation to screen size or distance or angle to the judge. These
video feeds could in principle be randomly selected for AI ad-
justment to the defendant’s level of well-groomedness or heavy-
facedness (this would probably fall into a legal gray area). In the
case of well-groomed, one could imagine a field experiment that
changed this aspect of the defendant’s actual appearance prior
to the court hearing. We are not claiming these are the right de-
signs but intend only to illustrate that with new hypotheses in
hand, economists are positioned to deploy the sort of creativity
and rigorous testing that have become the hallmark of the field’s
efforts at causal inference. 

VII. CONCLUSION 

We have presented a new semi-automated procedure for hy-
pothesis generation. We applied this new procedure to a concrete,
socially important application: why judges jail some defendants
and not others. Our procedure suggests two novel hypotheses:
some defendants appear more well-groomed or more heavy-faced
than others. 
72. See https://www.nolo.com/covid-19/virtual-criminal-court-appearances-
in-the-time-of-the-covid-19.html. 
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Beyond the specific findings from our illustrative application, 
ur empirical analysis also illustrates a playbook for other ap- 
lications. Start with a high-dimensional predictor m ( x ) of some 

ehavior of interest. Build an unsupervised model of the data dis- 
ribution, p ( x ). Then combine the models for m ( x ) and p ( x ) in a
orphing procedure to generate new instances that answer the 

ounterfactual question: what would a given instance look like 

ith higher or lower likelihood of the outcome? Show morphed 

airs of instances to participants and get them to name what they 

ee as the differences between morphed instances. Get others to 

ndependently rate instances for whatever the new hypothesis is; 
o these labels correlate with both m ( x ) and the behavior of inter-
st, y ? If so, we have a new hypothesis worth causal testing. This 
laybook is broadly applicable whenever three conditions are met. 

The first condition is that we have a behavior we can sta- 
istically predict. The application we examine here fits because 

he behavior is clearly defined and measured for many cases. A 

tudy of, say, human creativity would be more challenging be- 
ause it is not clear that it can be measured (Said-Metwaly, Van 

en Noortgate, and Kyndt 2017 ). A study of why U.S. presidents 
se nuclear weapons during wartime would be challenging be- 
ause there have been so few cases. 

The second condition relates to what input data are avail- 
ble to predict behavior. Our procedure is likely to add only mod- 
st value in applications where we only have traditional struc- 
ured variables, because those structured variables already make 

ense to people. Moreover the structured variables are usually 

lready hypothesized to affect different behaviors, which is why 

conomists ask about them on surveys. Our procedure will be 

ore helpful with unstructured, high-dimensional data like im- 
ges, language, and time series. The deeper point is that the col- 
ection of such high-dimensional data is often incidental to the 

cientific enterprise. We have images because the justice system 

hotographs defendants during booking. Schools collect text from 

tudents as part of required assignments. Cellphones create lo- 
ation data as part of cell tower “pings.” These high-dimensional 
ata implicitly contain an endless number of “features.”

Such high-dimensional data have already been found to 

redict outcomes in many economically relevant applications. 
tudent essays predict graduation. Newspaper text predicts 
olitical slant of writers and editors. Federal Open Market Com- 
ittee notes predict asset returns or volatility. X-ray images or 
4



70 THE QUARTERLY JOURNAL OF ECONOMICS

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

D
ow

nloaded from
 https://academ

ic.oup.com
/qje/advance-article/doi/10.1093/qje/qjad055/7515309 by U

niversity of C
hicago user on 24 Ja
EKG results predict doctor diagnoses (or misdiagnoses). Satellite
images predict the income or health of a place. Many more rela-
tionships like these remain to be explored. From such prediction
models, one could readily imagine human inspection of morphs
leading to novel features. For example, suppose high-frequency
data on volume and stock prices are used to predict future excess
returns, for example, to understand when the market over- or
undervalues a stock. Morphs of these time series might lead us to
discover the kinds of price paths that produce overreaction. After
all, some investors have even named such patterns (e.g., “head
and shoulders,” “double bottom”) and trade on them. 

The final condition is to be able to morph the input data to
create new cases that differ in the predicted outcome. This re-
quires some unsupervised learning technique to model the data
distribution. The good news is that a number of such techniques
are now available that work well with different types of high-
dimensional data. We happen to use GANs here because they
work well with images. But our procedure can accomodate a va-
riety of unsupervised models. For example for text we can use
other methods like Bidirectional Encoder Representations from
Transformers (Devlin et al. 2018 ), or for time series we could use
variational auto-encoders (Kingma and Welling 2013 ). 

An open question is the degree to which our experimental
pipeline could be changed by new technologies, and in particu-
lar by recent innovations in generative modeling. For example,
several recent models allow people to create new synthetic im-
ages from text descriptions, and so could perhaps (eventually)
provide alternative approaches to the creation of counterfactual
instances. 73 Similarly, recent generative language models appear
to be able to process images (e.g., GPT-4), although they are only
recently publicly available. Because there is inevitably some un-
certainty in forecasting what those tools will be able to do in the
future, they seem unlikely to be able to help with the first stage
of our procedure’s pipeline—build a predictive model of some be-
havior of interest. To see why, notice that methods like GPT-4
are unlikely to have access to data on judge decisions linked to
mug shots. But the stage of our pipeline that GPT-4 could poten-
tially be helpful for is to substitute for humans in “naming” the
contrasts between the morphed pairs of counterfactual instances.
73. See https://stablediffusionweb.com/ and https://openai.com/product/
dall-e-2. 
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hough speculative, such innovations potentially allow for more 

f the hypothesis generation procedure to be automated. We leave 

he exploration of these possibilities to future work. 
Finally, it is worth emphasizing that hypothesis generation 

s not hypothesis testing. Each follows its own logic, and one pro- 
edure should not be expected to do both. Each requires different 
ethods and approaches. What is needed to creatively produce 

ew hypotheses is different from what is needed to carefully test 
 given hypothesis. Testing is about the curation of data, an effort 
o compare comparable subsets from the universe of all observa- 
ions. But the carefully controlled experiment’s focus on isolating 

he role of a single prespecified factor limits the ability to generate 

ew hypotheses. Generation is instead about bringing as much 

ata to bear as possible, since the algorithm can only consider 
ignal within the data available to it. The more diverse the data 

ources, the more scope for discovery. An algorithm could have 

iscovered judge decisions are influenced by football losses, as in 

ren and Mocan (2018) , but only if we thought to merge court 
ecords with massive archives of news stories as for example as- 
embled by Leskovec, Backstrom, and Kleinberg (2009) . For gen- 
rating ideas, creativity in experimental design useful for testing 

s replaced with creativity in data assembly and merging. 
More generally, we hope to raise interest in the curious asym- 

etry we began with. Idea generation need not remain such an 

diosyncratic or nebulous process. Our framework hopefully illus- 
rates that this process can also be modeled. Our results illus- 
rate that such activity could bear actual empirical fruit. At a 

inimum, these results will hopefully spur more theoretical and 

mpirical work on hypothesis generation rather than leave this 
s a largely “prescientific” activity. 

NIVERSITY OF CHICAGO AND NATIONAL BUREAU OF ECONOMIC 

ESEARCH, UNITED STATES 

NIVERSITY OF CHICAGO AND NATIONAL BUREAU OF ECONOMIC 

ESEARCH, UNITED STATES 

SUPPLEMENTARY MATERIAL 

An Online Appendix for this article can be found at 
he Quarterly Journal of Economics online. 
4
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