WHY DO BORROWERS DEFAULT ON MORTGAGES?*
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There are three prevailing theories of mortgage default: strategic default
(driven by negative equity), cash flow default (driven by negative life events),
and double-trigger default (where both negative triggers are necessary). It has
been difficult to compare these theories in part because negative life events are
measured with error. We address this measurement error using a comparison
group of borrowers with no strategic-default motive. Our central finding is that
only 6% of underwater defaults are caused exclusively by negative equity, an or-
der of magnitude lower than previously thought. We then analyze the remaining
defaults. We find that 70% are driven solely by negative life events (i.e., cash flow
defaults), while 24% are driven by the interaction between negative life events
and negative equity (i.e., double-trigger defaults). Together, the results provide a
full decomposition of the theories underlying borrower default and suggest that
negative life events play a central role. JEL Codes: G21, G51, G41.
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I. INTRODUCTION

“To determine the appropriate public- and private-sector responses
to the rise in mortgage delinquencies and foreclosures, we need to
better understand the sources of this phenomenon. In good times
and bad, a mortgage default can be triggered by a life event, such
as the loss of a job, serious illness or injury, or divorce. However,
another factor is now playing an increasing role in many markets:
declines in home values.” (Bernanke 2008)

Mortgage defaults soared during the Great Recession, pre-
cipitating the worst financial crisis since the Great Depression.
As Ben Bernanke explained, a key challenge facing lenders and
policy makers addressing this crisis was understanding why de-
faults soared. On the one hand, Bernanke notes that defaults
could be triggered by a negative life event, such as the loss of
a job. Indeed, the Great Recession saw a dramatic deterioration
in the labor market, with the highest long-term unemployment
rates ever recorded. On the other hand, Bernanke worried that a
second factor, negative equity, was playing an increasing role. In-
deed, house prices also fell dramatically during the crisis, leaving
one in four borrowers underwater. The ambiguity over which force
was pivotal in driving borrower default decisions made it difficult
to develop an appropriate response.

The challenge of distinguishing between negative equity and
negative life events during the Great Recession was the latest
chapter in a long-standing debate between three theories of mort-
gage default. The first theory, dating back to Foster and Van
Order (1984), is that default is triggered exclusively by negative
equity. Because default according to this theory is a function of
the house’s asset value but not the borrower’s personal financial
situation, it has sometimes been called “strategic” default. The
second theory, dating back to Riddiough (1991), is that mortgage
default is triggered exclusively by a negative life event. Accord-
ing to this “cash flow” theory, borrowers default when a negative
life event reduces their cash flows, making it difficult to afford
the mortgage payment. The third theory, dating back to Goldberg
and Capone (1998), is that defaults are driven by an interaction
between negative equity and negative life events. According to
this “double-trigger” theory, both triggers are necessary to cause
defaults.

The goal of this article is to help distinguish between these
theories. Our central finding is that only 6% of underwater
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defaults are caused exclusively by negative equity, an order of
magnitude lower than previously thought. We then further de-
compose the remaining defaults. We find that 70% are driven
solely by negative life events (i.e., cash flow defaults), while the
remaining 24% are driven by the interaction between negative life
events and negative equity (i.e., double-trigger defaults).

This topic has been the subject of substantial prior re-
search. Nevertheless, disentangling the contribution of negative
life events from that of negative equity remains one of the “cen-
tral questions in this literature” according to a review article
(Foote and Willen 2018). The question has remained central partly
because of two problems: data limitations and a measurement
challenge.

First, mortgage-servicing data do not contain information on
current income or possible triggering life events. Prior research
has typically used measures that are out of date (such as the
household’s payment-to-income ratio at origination) or geograph-
ically coarse (such as the regional unemployment rate). These
coarse indicators are imperfect measures of the life events actu-
ally faced by borrowers at the time of default. This data limitation
may lead to attenuation bias in the estimated role that life events
play in explaining default.! A lack of data has been an enduring
challenge for the literature. A review article by Vandell (1995) says
that to make progress explaining mortgage default, researchers
should build a data set with details about a household’s financial
circumstances at the time of default. In a review article published
over two decades later, Foote and Willen (2018) call for construct-
ing almost exactly the same data set.

Second, even with data on current income, it is unclear what
qualifies as a negative life event that is sufficiently important so
as to cause a borrower to default. Is any drop in income sufficient
or must income drop by a specific amount (e.g, at least 10%)? Can
the drop in income be short-lived, or must it last a specific amount
of time, such as at least three months?

We overcome these two challenges with new data and an alter-
native empirical method. First, to overcome the data limitation,

1. A related challenge is measurement error of a home’s value, which would
in turn lead to error in measuring a borrower’s home equity. However, it is more
straightforward to adjust for such measurement error because of the availability of
validation data that contains both estimated home values and actual home sales
prices. We show that our findings are unchanged when we implement such an
adjustment using a two-sample instrumental variables approach in Section IV.C.
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we link mortgage-servicing records with bank account records,
both from the JPMorgan Chase Institute (JPMCI). Bank account
income is a rich (albeit noisy) measure of a household’s finan-
cial circumstances. Using mortgage-servicing data for the same
households, we measure home equity and mortgage default. The
linked data set has 3.2 million borrowers, which is much larger
than previously used data on a household’s financial situation at
the time of default.

Second, to overcome the measurement challenge, we use the
evolution of income of above-water defaulters as an empirical
benchmark of a default caused by a life event. The intuition for
our approach is that borrowers with positive home equity cannot
possibly be defaulting because of negative equity. Instead, they
must be defaulting because of a negative life event.? Consistent
with this view, we show that their income declines sharply in the
months leading up to default. This decline therefore provides a
benchmark for what it looks like when we can be confident that a
default is caused by a life event. We can compare the evolution of
income for underwater borrowers to this benchmark.

We find that the decline in income leading up to default by
underwater defaulters—whose reasons for default are not known
a priori—is nearly indistinguishable from that of above-water
defaulters—whose defaults must be caused by a life event. This
reduced-form evidence that underwater defaulters experience the
same financial distress as above-water defaulters is qualitatively
consistent with a central role for negative life events in explaining
default.

What causal statement, if any, can be made using this
reduced-form evidence? We answer this question in two steps:
a potential-outcomes model and an identification method. First,
we present a simple causal model that formalizes the three
long-standing theories of default in terms of potential outcomes

2. It may initially be surprising that any borrowers with positive equity ever
default (which we define in our main specification as missing three mortgage
payments, following the prior literature). In a frictionless environment borrowers
would be able to instantaneously sell their home or seamlessly tap into their home
equity to avoid missing payments after experiencing a negative life event. However,
matching frictions make it difficult to sell quickly, and institutional frictions make
it difficult and sometimes impossible for those who are unemployed or liquidity-
constrained to quickly access illiquid housing wealth (DeFusco and Mondragon
2020; Boar, Gorea, and Midrigan 2022). As a result, missed mortgage payments
are ubiquitous for borrowers with positive equity (Low 2018).
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TABLE I
THEORIES OF MORTGAGE DEFAULT

Potential-
outcomes Prior Our
Default theory interpretation estimates (%) findings (%)
Strategic Negative equity is 30-70 6
necessary and sufficient
Cash flow Negative life event is No prior 70
necessary and sufficient estimates
Double trigger Both negative equity and 30-70 24
negative life event are
necessary

Note: This table reports estimates of the share of underwater default accounted for by each theory.

(Rubin 1974). We summarize the model types in Table I and de-
scribe them formally in Section II. We assume that either negative
equity or a negative life event is necessary for default. We label
a default as (i) “strategic” when negative equity is a necessary
and sufficient condition for the default; (ii) “cash flow” when a
negative life event is necessary and sufficient; and finally, (iii)
“double-trigger” when both negative equity and a negative life
event are necessary.? The model provides a tractable framework
for decomposing the share of defaults attributable to these three
theories.

Second, we show that the evolution of income before default
can be used to identify the share of strategic defaults in this causal
model. Specifically, we argue that under plausible assumptions,
comparing the path of income for above- and underwater borrow-
ers can separate the strategic defaults in row 1 (where life events
are irrelevant) from the cash flow and double-trigger defaults in
rows 2 and 3 (where life events are necessary).

Our identification method relies on two ingredients to over-
come the challenge that life events are difficult to observe. The
first ingredient is the change in bank account income, which we

3. The label of “strategic default” as a default meant to maximize a borrower’s
financial wealth, irrespective of any negative life event, goes back to Riddiough
and Wyatt (1994). This original meaning is commonly used in recent literature (see
Bhutta, Dokko, and Shan 2017), and our formal definition follows in this tradi-
tion. However, we note that there are other interpretations of the term “strategic
default.” We discuss how our results relate to several alternative definitions in
Section V.
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assume is a noisy measure of negative life events. The second
ingredient is a group whose defaults we assume must have been
caused by negative life events. This is the above-water defaulters.

We combine these two ingredients using a procedure similar
to reverse regression. The standard approach to causal inference
puts the outcome on the left side and treatment on the right side
of a regression equation. However, as is well known, this approach
suffers from attenuation bias when treatment is measured with
error. Naively regressing default on a noisy measure of life events
will lead researchers to underestimate their importance in driving
defaults. We therefore use reverse regression to move treatment to
the left-hand side, where noise will result in larger standard errors
but not attenuation bias. In contrast to the standard approach,
which would require studying the outcome conditioning on (noisily
measured) treatment, we instead study treatment conditioning on
the (precisely measured) outcome. We condition on default and put
the change in bank account income—which is our measure of life
events—on the left side.

Our estimating equation has a simple interpretation. At one
extreme, if the income drop for underwater defaulters looked ex-
actly like that of above-water defaulters, who we know are de-
faulting due to a life event, then we would conclude that a life
event is also a necessary condition for all underwater defaults. At
the other extreme, if underwater defaulters had the same change
in income as underwater nondefaulters, then we would classify all
their defaults as strategic.

When we interpret our reduced-form empirical findings
through the lens of this econometric approach, our estimates show
that at most 6% of underwater defaults are strategic. In other
words, we find that negative life events are a necessary condition
for 94% of mortgage defaults, so 94% of defaults must be either
cash flow or double-trigger. Although concern about borrowers
walking away from their homes solely because of negative equity
was widespread (see Roubini 2008), our point estimate and confi-
dence interval show little evidence of this type of default. Indeed,
our central estimate is likely conservative. We show that alterna-
tive specifications yield estimates of strategic-default prevalence
of 0% to 5%.

Our finding of little strategic default holds for different quan-
tiles of income, time periods, loan-to-value (LTV) cutoffs, and def-
initions of default and is robust to measurement error in LTV.
First, the result does not depend on our choice of the mean as a
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summary statistic; we find very little strategic default across the
income distribution. Second, we see almost no strategic default
in every year between 2008 and 2015. Third, this finding does
not depend on choosing an LTV cutoff at exactly 100%. Indeed,
our test detects little evidence of strategic default until borrowers
have LTVs above 200%. Fourth, our baseline specification follows
much of the prior literature in defining default as three missed
payments, but we observe similar patterns in the data when we
define default as foreclosure initiation or as one, two, four, or five
missed payments. Finally, our results change little after account-
ing for measurement error in LTV using a two-sample instrumen-
tal variables approach.

Next we complete the decomposition of the role for different
theories of default by separating the cash flow defaults (row 2 in
Table I) from the double-trigger defaults (row 3 in Table I). This
requires one additional ingredient: the causal effect of negative eq-
uity on default. We estimate this causal effect by adopting meth-
ods from the literature based on long-run regional variation in
house price cyclicality (Palmer 2015; Guren et al. 2021). Although
some papers have raised the possibility of cash flow defaults (e.g.,
Riddiough 1991), the consensus view in the literature has been
that any underwater default that is not strategic must be double-
trigger.* Indeed, we do find evidence for substantial double-trigger
behavior: both triggers are necessary for 24% of underwater de-
faults. However, we find that pure cash flow defaults, driven solely
by negative life events, are also important: they account for 70%
of underwater defaults. While such defaults have always been un-
derstood to be theoretically possible, we know of no prior empirical
estimates of their prevalence among underwater borrowers.

The decomposition in Table I allows us to compare negative
equity and negative life events on an equal footing and reveals
that negative life events are far more important than negative eq-
uity. Our estimates imply that eliminating negative equity would
prevent only 30% of defaults (strategic plus double-trigger) while
eliminating life events would prevent 94% of defaults (cash flow
plus double-trigger).?

4. See Foote and Willen (2018) for a review of the recent literature. This
literature focuses on double-trigger default theories as the alternative to strategic
defaults.

5. These estimates complement a literature that analyzes the effect of vari-
ation in penalties for debt nonrepayment on bankruptcy (Davila 2020; Indarte
2020; Gross et al. 2021).
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These results help interpret the strong cross-sectional corre-
lation between negative equity and default. It is well documented
that default rates are higher for borrowers with negative equity
than for borrowers with positive equity. Is this indicative of strate-
gic default? Our results suggest that it is not. Instead, negative
equity borrowers are both substantially more likely to experience
cash flow shocks and also more likely to default conditional on
experiencing such a shock.

Our finding of the near absence of strategic default contrasts
with prior estimates that between 30% and 70% of Great Reces-
sion defaults were strategic (Guiso, Sapienza, and Zingales 2013;
Bhutta, Dokko, and Shan 2017; Gerardi et al. 2018). To help ex-
plain why our estimates are so much lower, we reanalyze publicly
available survey data from the Panel Study of Income Dynamics
(PSID). Although the administrative bank data are key for obtain-
ing precise estimates, we show that the survey data also yield sim-
ilar conclusions about the lack of strategic default. Furthermore,
this exercise allows us to compare our estimates to prior method-
ologies and prior definitions of strategic default. We demonstrate
that using a comparison group to address measurement error (and
not our data source or definition of strategic default) leads us to
find less strategic default than prior work. Without an approach
to address measurement error, attenuation bias leads to an un-
derestimate of the importance of negative life events in explaining
borrower default.b

Our finding of almost no strategic default also contrasts
with existing structural models that predict substantial strate-
gic default by deeply underwater borrowers. We use a benchmark

6. The literature analyzing regional unemployment rates and default exempli-
fies this attenuation bias. A long literature beginning with Campbell and Dietrich
(1983) finds that regional unemployment has modest predictive power for default,
which has been interpreted as consistent with a large role for strategic default.
In the Great Recession, Goodman et al. (2010) used regional unemployment and
titled their study “Negative Equity Trumps Unemployment in Predicting Mort-
gage Defaults.” Yet as researchers have acquired more detailed data and improved
simulation methods, new evidence has emerged suggesting that unemployment
may in fact be an important driver of mortgage default. First, Gyourko and Tracy
(2014) show that prior estimates suffer from attenuation bias because regional
unemployment is a poor measure of individual unemployment status. Second,
Bayer, Ferreira, and Ross (2016) show that improved regional measures of unem-
ployment (e.g., by race) lead to a stronger correlation between unemployment and
default. Third, Hsu, Matsa, and Melzer (2018) show that mortgage default by the
unemployed is highly responsive to cash on hand.
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structural model of mortgage default first developed in Campbell
and Cocco (2015) to illustrate this point. We find that the model’s
predictions closely match the data for borrowers with LTV less
than 120. However, as LTV rises above this threshold, the model
predicts that borrowers will default even in the absence of income
shocks, which contrasts sharply with our empirical findings.

Despite this divergence between model and data for deeply
underwater borrowers, we show that a simple extension of the
model can reconcile them. Specifically, this type of model allows
for the possibility that defaulting incurs a utility cost. However,
Campbell and Cocco explain that the main difficulty with incor-
porating this cost is that there has previously been little data to
discipline this parameter.” We propose to use income losses before
default as empirical targets. The reluctance of borrowers to de-
fault on a substantially underwater asset in the absence of income
shocks is informative about how costly they perceive this default
to be. We estimate that defaulting must impose a cost equiva-
lent to a 25% decrease in the constant-equivalent consumption
stream. This could reflect financial costs through reduced access
to credit, or nonfinancial costs such as a borrower’s attachment
to their current home (i.e., their idiosyncratic private valuation of
the home may be greater than the market’s valuation). We discuss
potential sources of this cost in more detail in Section VI. Once
this cost is incorporated, we find that the model is able to closely
match the data. A high default cost thus provides one plausible
microfoundation for the behavior we observe empirically.

This approach to reconciling model and data may provide
a blueprint for a wide class of macro-finance models where bor-
rower default decisions play a central role. For example, models
with endogenous borrower default have been used recently to in-
form questions about macroprudential regulation, the origins of
the 2008 financial crisis, bankruptcy and foreclosure policy, and
optimal mortgage security design.® These types of models must

7. Indeed, prior work has estimated a wide range of costs, from as low as
a 1.5% decrease in the constant-equivalent consumption stream to as high as a
70% decrease (Hembre 2018; Laufer 2018; Schelkle 2018; Kaplan, Mitman, and
Violante 2020).

8. For example, see Corbae and Quintin (2015); Mitman (2016); Garriga and
Hedlund (2020); Kaplan, Mitman, and Violante (2020); Campbell, Clara, and Cocco
(2021); Greenwald, Landvoigt, and Van Nieuwerburgh (2021); Guren, Krishna-
murthy, and Mcquade (2021); Chodorow-Reich, Guren, and McQuade (2022); and
Diamond and Landvoigt (2022).
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take a stand on what triggers borrower default. Our empirical re-
sults suggest that realistic models will feature negative life events
such as cash flow shocks to be a necessary condition for most de-
faults. We demonstrate that incorporating a large utility cost of
defaulting is one specific way to achieve this. More generally, mod-
els with endogenous borrower default might seek to target large
income drops before default, even for deeply indebted borrowers.

The article proceeds as follows. Section II describes our econo-
metric framework. Section III describes the two data sets with
income, home equity, and default (administrative bank data and
PSID survey data). Section IV shows that life events are a nec-
essary condition for almost all defaults using the administrative
data, which is contrary to theories of strategic default. It then
shows how we decompose the remaining cash flow and double-
trigger defaults. Section V replicates our finding of little strategic
default using the PSID. Section VI explores implications for mod-
eling mortgage default. Section VII concludes.

II. ECONOMETRIC FRAMEWORK
II.A. A Potential-Outcomes Model of Mortgage Default

1. Environment and Assumptions. We assume that there ex-
ists a population distribution (7%, G, Y, T) where T* is the treat-
ment of a negative life event, G is the group status of having
negative equity, Y is the transition to mortgage default, and T
is the change in bank account income relative to one year ago,
which is a candidate noisy measure of 7*. The first three variables
are binary. Assume that there exists a potential-outcome function
Y(T*, G), so that each individual has four potential outcomes: Y(0,
0),Y(1, 0),Y(0, 1), and Y(1, 1). In addition, assume there exists
a potential-outcome function 7(T*, G, Y). The econometrician ob-
serves random draws from (G, Y, T) but T* is unobserved.

AssuMPTION 1 (Default requires a negative life event or negative
equity): Y(0, 0) = 0 with probability one.

This assumption says that the outcome of mortgage default
requires either negative equity or a negative life event. This im-
plies that a mortgage default without negative equity must have
a life event (P(T* = 1|Y = 1, G = 0) = 1). The intuition is that
a home with positive equity has financial value to the borrower,
so defaulting is not in their long-term financial interest. Instead,
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it must reflect the impact of an adverse shock, which reduces the
borrower’s ability to afford their mortgage payment. This assump-
tion is standard in the mortgage default literature (e.g., Bhutta,
Dokko, and Shan 2017). Assumption 1 serves as a substitute for
validation data in enabling us to identify the relationship between
observable T and unobservable 7™.

An alternative way of thinking of this assumption is that,
following the terminology from Bernanke’s speech enumerating a
number of different types of life events, we define a “life event”
(T* = 1) as anything that causes an above-water borrower to de-
fault. Our central causal object of interest, which we define below,
therefore quantifies the share of defaults that are not caused ex-
clusively by negative equity. Thus, it may be useful to think of
“life events” as a shorthand for all the nonnegative equity causes
of default.”

It may initially be surprising to some readers that above-
water borrowers ever default (which we define in our main speci-
fication as missing three mortgage payments, following the prior
literature).'® After all, if houses were a completely liquid asset,
then above-water default would never occur because a homeowner
could borrow against their home to cover the mortgage payment.
Yet in practice, above-water default is quite common because there
are substantial frictions to accessing home equity for borrowers
in financial distress (DeFusco and Mondragon 2020; Boar, Gorea,
and Midrigan 2022). Distressed borrowers may alternatively at-
tempt to sell their home, but there are frictions in this process
as well (Guren 2018; Gilbukh and Goldsmith-Pinkham 2021). In
essence, these frictions make home equity less liquid in the short
term than it is in the long term. In Online Appendix C.1, we
discuss these frictions in more detail as well as evidence on the
prevalence of and reasons for above-water default and foreclosure.

9. One concrete example not included in Bernanke’s list is defaulting to become
eligible for a mortgage modification. One estimate of this motivation comes from
Mayer et al. (2014), which studies an episode where one mortgage servicer started
offering generous mortgage modifications to borrowers in default. Analyzing the
subset of borrowers who miss consecutive payments, the paper finds a one-time
10% increase in new defaults. This means that, in the quarter that the program
was implemented, 10% of defaults for borrowers missing consecutive payments
were motivated by a desire to get a mortgage modification.

10. In Section IV.C we show that our results are robust to using alterna-
tive missed payment thresholds and to defining default as the date of foreclosure
initiation.
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TABLE II

POTENTIAL-OUTCOMES MODEL OF THE MORTGAGE DEFAULT DECISION

Y (T, G )
- —
life event negative equity
Type Decision rule Y(,0) Y(1,0) Y(,1) YQa,1
Strategic (ST) Negative equity is 0 0 1 1
necessary and sufficient
Cash flow (CF)  Negative life event is 0 1 0 1
necessary and sufficient
Double trigger  Both negative equity and 0 0 0 1
DT negative life event are

necessary

Notes. This table shows the different combination of potential outcomes from the environment described
in Section II. The fact that there are three potential-outcome types arises from Assumptions 1 and 2 and our
focus on defaulters who are underwater. See Section II for details.

AssumMPTION 2 (Monotonicity): Y(1, 1) > Y(1, 0), Y(1, 1) > Y(O, 1).

This assumption says that negative life events and negative
equity each make a borrower weakly more likely to default.

2. Economic Interpretation. This framework allows us to
separate default behavior in terms of three potential-outcome
types corresponding to the three theories for default in the prior
literature. We summarize these types in Table II.

i

ii.

iii.

First, there are “strategic” defaulters for whom nega-
tive equity is a necessary and sufficient condition, as in
Foster and Van Order (1984) and Bhutta, Dokko, and
Shan (2017). These borrowers would default solely due
to negative equity (Y(0, 1) = Y(1, 1) = 1) but would not
default solely because of a life event (Y(1, 0) = 0).

Second, there are “cash flow” defaulters for whom a
life event is a necessary and sufficient condition, as in
Riddiough (1991). These borrowers would default with
just a life event (Y(1, 0) = Y(1, 1) = 1) but would not
default solely due to negative equity (Y(0, 1) = 0).

Third, there are “double-trigger” defaulters for whom a
life event and negative equity are both necessary con-
ditions, as in Goldberg and Capone (1998), Foote, Ger-
ardi, and Willen (2008), and Gerardi et al. (2018). These
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borrowers would default in response to both a life event
and negative equity (Y(1, 1) = 1), but would not default if
only one trigger was present (Y(0, 1) = Y(1, 0) = 0).

Under Assumptions 1 and 2, all underwater defaulters are
one of these three potential-outcome types.!! Let ST, CF, and
DT denote the share of underwater defaulters with the strate-
gic, cash flow, and double-trigger potential-outcome types, respec-
tively. Because all underwater defaulters have one of these three

types,

(1) ST +CF+ DT =1.
We now discuss how we identify the share of each of these types.

II.B. Causal-Attribution Estimands

In many social science applications, researchers seek to mea-
sure “how much of event Y is attributable to binary treatment
T*?” One precise answer to this question is the change in outcome
Y from eliminating a single binary treatment 7%, which can be
written as

_ E[Y]- E[Y(0)]
(2) o= Ta

where Y(0) is the potential-outcome function evaluated in the ab-
sence of treatment. By measuring the share of the outcome elim-
inated in the absence of treatment, this estimand captures the
share for which treatment is a necessary condition. Pearl (1999)
and Rosenbaum (2001) are the first two papers we are aware of
that formally study this estimand. Yamamoto (2012) says this
estimand answers a causal attribution question.

The central goal of our analysis is to estimate the fraction
of underwater defaults that are causally attributable to negative
life events. This can be captured by measuring the fraction of
underwater defaults that would be eliminated in the absence of

11. The fact that there are three potential-outcome types of interest arises
from Assumptions 1 and 2 and our focus on defaulters who are underwater. See
Online Appendix C.2 for details.
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life events (T* = 0). Define

3) _EY(T*, DIG=1]-E[Y(0,D|G=1]
Ulife event = E[Y(T*, 1)|G — 1]

=1-8ST
=CF + DT,

where the second line follows because strategic defaulters are
the only type with Y(0, 1) = 1, and thus the only defaulters who
would remain if life events were eliminated, and the third line
follows from equation (1). Thus, aiif event Captures both the com-
bined share of cash flow and double-trigger defaults (for which life
events are a necessary condition) and also, by process of elimina-
tion, the share of strategic defaults (for which life events are not
a necessary condition).

A secondary goal of our analysis is to look within the defaults
for which life events are a necessary condition and distinguish
between the cash flow and double-trigger defaults. This can be
accomplished by asking the same type of counterfactual question
as in our primary analysis, but for negative equity instead of neg-
ative life events. Specifically, we ask: what fraction of underwater
defaults would be eliminated in the absence of negative equity?
This share can be denoted as:

(4) . _EY@DIG=1-EY((T*0)G=1]
Onegative equity = E[Y(T*, 1)|G — 1]

=1-CF
=ST + DT.

Without negative equity, there would be no strategic or double-
trigger defaults (for which negative equity is a necessary con-
dition), but there would still be cash flow defaults. Thus,
Onegative equity captures the combined share of strategic and double-
trigger defaults and also, by process of elimination, the share
of cash flow defaults. Finally, we can recover the double-trigger
share by substituting equations (3) and (4) into equation (1): DT

= (life event T Onegative equity — 1.
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I1.C. Causal-Attribution Identification

1. Standard Identification Approach to Causal Attribution.
The standard empirical method for estimating o parameters is
sometimes called a back-of-the-envelope calculation. To illustrate
this approach, for expositional simplicity we focus just on under-
water borrowers and assume a single treatment 7" with potential-
outcome function Y(7™). Because Y = Y(1)T* + Y(0)(1 — T*), a can
be rewritten as proportional to the product of the average treat-
ment effect and the probability of treatment:

EY]-E[Y(0)] E[Y()T*]+ E[Y(0)1~—T*)] - E[Y(0)]
E[Y] - E[Y]
E[Y(1) - Y(0)|T* = 11P(T*)
- E[Y] '

o =

(5)

Researchers typically estimate a treatment effect, multiply by an
estimate of the probability of treatment (P(T*)) and divide by an
estimate of the average level of the outcome (E(Y)).

Applied to analyzing the fraction of mortgage default at-
tributed to life events ajife cvent, if a researcher knows the average
treatment effect of life events on the probability of default (e.g.,
E[Y(1) — Y(0)|T* = 1] = 0.1), the probability of life events (e.g.,
P(T*) = 0.3) and the population default rate (e.g., E(Y) = 0.06),
they can use equation (5) to hypothetically conclude that 50% of
default is attributable to life events. However, in settings where
treatment is particularly difficult to observe, measurement error
can bias estimates of « because of attenuation bias in the estimate
of treatment effects and because the probability of treatment may
be unknown.

The measurement error challenge makes it difficult to es-
timate aife event USing the standard approach. Recall Bernanke’s
speech where he enumerated a series of possible life events and
emphasized the importance of understanding their role in driving
mortgage default. Why can’t we use the standard approach? First,
although there are already causal estimates of the impact of some
life events on default (Hsu, Matsa, and Melzer 2018 studies unem-
ployment; Gupta et al. 2017 studies cancer diagnosis), the causal
effect of all other life events on default may be larger or smaller.
Second, there is considerable uncertainty about the probability
of a negative life event P(T™). Gerardi et al. (2015) estimates that
among mortgagors (defaulters and nondefaulters), the probability
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of a negative life event ranges from 4% under a stringent defini-
tion of a large decline in income to 57% under a broad definition
that includes several types of shocks.

The bulk of this article is devoted to estimating aife event USing
amethod that is unbiased even in the presence of measurement er-
ror. In contrast, the standard approach is feasible for anegative equity
because the treatment of negative equity is more reliably observed
and instruments for negative equity are readily available based
on the prior literature. In Section IV.E we report estimates of

Qnegative equity-

2. The Reverse-Regression Approach to Causal Attribution.
We estimate aiife event using two ingredients. The first ingredient
is a group whose outcome Y = 1 must have been caused by treat-
ment T*: above-water defaulters, whose defaults we assume must
be caused by a negative life event (Assumption 1). The second
ingredient is a noisy measure of treatment 7, which we use to
substitute for unobserved true treatment 7*. We combine these
ingredients using reverse regression. This requires two additional
assumptions common in the measurement error literature.

AssumpTION 3 (Conditional exogeneity): {Y(0, 1), Y(1, 0), Y(1,
D} L T#G.

This assumption says the treatment of a life event is orthogo-
nal to the potential outcome Y(T™, G) conditional on home equity.
This assumption is standard in the measurement error literature
such as in the classical errors-in-variables (CEV) framework in
Wooldridge (2010) and in the literature studying the motivations
for default (Bhutta, Dokko, and Shan 2017; Gerardi et al. 2018). To
understand the economic content of this assumption, it is useful
to note that many models assume a private utility cost of default-
ing, which is sometimes called a moral or stigma cost (Hembre
2018; Laufer 2018; Schelkle 2018; Kaplan, Mitman, and Violante
2020). In such models, Assumption 3 implies that the probabil-
ity of a negative life event is orthogonal to the moral cost, which
governs the probability of default conditional on various economic
circumstances.!?

12. Although we believe that this orthogonality assumption is plausible, it
is natural to wonder how our conclusions would change if this assumption did
not hold. In Online Appendix C.5, we relax Assumption 3 by allowing for corre-
lated, latent heterogeneity in the probability of a life event and the probability of
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This assumption allows for two types of heterogeneity that
are important in the mortgage default context. First, it allows for
the possibility that underwater borrowers are more likely to have
negative life events than above-water borrowers (P(T" = 1|G =
1) > P(T* = 1|G = 0)), consistent with the findings in Bhutta,
Dokko, and Shan (2017).13 Second, it allows for heterogeneity
in the causal impact of a life event on default, consistent with
the findings in Gerardi et al. (2018) that underwater borrowers
are more sensitive to income shocks than above-water borrowers
(ElY(1, 1) — Y(0, 1)] > E[Y(1, 0) — Y(0, O)]).

AssuMPTION 4 (Noisy measure of treatment): (i) T(T*, G, Y)
= T(T*) and {T(0), T(L}L(T*, Y, G), and (i) E(T(1))
# E(T(0))

Assumption 4i says that the potential-outcome function for
T is orthogonal to the other variables in the model: life event T*,
home equity G, and default Y. Intuitively, it says that T is a noisy
measure of T*. This assumption has the same economic content
as the CEV assumption in Wooldridge (2010).

Assumption 4ii says that income 7T falls on average
for a borrower with a life event 7. This assumption is
analogous to the assumption in the instrumental variables
(IV) literature that the instrument affects the probability of
treatment.

Assumption 4 implies that when a life event does occur, above-
and underwater borrowers have the same average decline in in-
come. This allows us to use the income of above-water defaulters,
who always have T* = 1 by Assumption 1, to learn about P(T*) for
underwater defaulters. Online Appendix C.3 discusses testable
implications of Assumption 4 and shows that the data are consis-
tent with these assumptions.

default in the context of a simulation. We show that, even in this case, the bias is
small because studying transitions to default differences out much of the latent
heterogeneity.

13. This is also consistent with evidence in Bernstein (2021) and Gopalan et al.
(2021), which find that borrowers with negative equity are more likely to suffer
income declines because of constrained mobility and financial distress.
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PropPoSITION 1: Under the environment described above and
Assumptions 1, 2, 3, and 4,

_ElY(T*,DIG=1]-E[Y(0, DG =1]
Ulife event = E[Y(T*, 1)|G — 1]

EITY=1,G=1]-E[T|G=1]

©6) TETY=1G=0_E[TIG=1

Proof: See Online Appendix C.4.

The standard approach to causal attribution puts the outcome
Y on the left side and treatment 7* on the right side of a regression
equation. However, this approach suffers from attenuation bias
when treatment is measured with error (i.e., we observe T instead
of T%).

The key step in the proofrelies on reverse regression to correct
for attenuation bias. The classic example of reverse regression is a
researcher who seeks to measure whether an employer is discrim-
inating against their female employees in setting wages. The ideal
test is to regress wages on employee productivity 7% and gender
and see if women receive lower wages conditional on productiv-
ity. This test is infeasible because productivity is unobserved, but
noisy measures of productivity (credentials T) are typically ob-
served. Reverse regression puts the credentials T on the left side,
wages on the right side, and tests if women have better creden-
tials conditional on wages. The idea is that the noise in credentials
will average to zero and therefore enable an unbiased estimate of
discrimination.

As with the classic reverse-regression application, we cor-
rect for attenuation bias by moving the noisy variable T from the
right side to the left side of the regression equation. Reverse re-
gression also requires that what is usually the left-side variable
(wages in the classic case, mortgage default in our case) be mea-
sured without error (Goldberger 1984). With administrative data
on mortgage default, this condition should be satisfied in our appli-
cation. Unlike the classic reverse-regression case, we also require
that treatment can be modeled as binary. The appropriateness of
this assumption is context specific. In the mortgage default con-
text, Guiso, Sapienza, and Zingales (2013), Bhutta, Dokko, and
Shan (2017), and Gerardi et al. (2018) have modeled treatment as
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binary. In addition, we show that it is possible to offer a similar in-
terpretation of the data without the binary treatment assumption
using a structural model of mortgage default in Section VI. Fi-
nally, we note that the benefits and costs of reverse regression can
be framed in terms of a bias-variance trade-off, which we explore
using a simulation in Online Appendix C.6.

3. Causal Attribution of Mortgage Defaults. The formula is
easy to interpret because it relies on comparing the change in
income for underwater defaulters (our group of interest) to two
benchmarks. To see this comparison clearly and ease interpre-
tation as we take the formula to the data, we can annotate
equation (6) as:

Aife event
group of interest: underwater defaulters
ET)Y=1,G=1) —-ET|IG=1
B ET|Y =1,G=0) - E(T|G=1)
«a=1 benchmark: above-water defaulters (life events) =~ «=0 benchmark: all underwater (strategic)
(7

The first benchmark describes what it would look like in the
data if a life event was a necessary condition for every default.
This benchmark draws on the assumption that a life event is in-
deed a necessary condition for all above-water defaults. Therefore,
the ajife event = 1 benchmark is the change in income for above-
water defaulters, that is, E(T|Y = 1, G = 0). If the income drop
for underwater defaulters was the same as that for above-water
defaulters, who must be defaulting due to a life event, then our
assumptions imply that a life event is also a necessary condition
for every underwater default (aiife event = 1)-

The second benchmark describes what would it look like in
the data if defaults were driven exclusively by negative equity.
In this scenario, life events would be irrelevant for default. If life
events were indeed irrelevant for default, then the average value
of the noisy measure of life events (the change in income) would
be the same for defaulters and nondefaulters. Hence the oj;f event
= 0 benchmark is the change in income for all underwater borrow-
ers, including defaulters and nondefaulters, that is, E(T|G = 1).
This benchmark arises intuitively from a classic description of
strategic default: “A key point about model 1 [a model of nega-
tive equity—driven default] is that personal characteristics of the
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borrower (income, employment status, etc.) are irrelevant. This is
a characteristic of most option models of default” (Foster and Van
Order 1984, 353).

Because income is “irrelevant” for this decision, it is natural
to expect defaulters motivated by negative equity to have the
same change in income as nondefaulters. Thus, if we observe the
same income drop for underwater defaulters and nondefaulters
(ie., ETYY =1, G = 1) = E(T'\G = 1)), then our assumptions
imply that negative life events play no role in the default decision
(Ollife event = 0).

Finally, if the income change for underwater defaulters is in
between the two benchmarks, then the share of defaults causally
attributed to life events is between zero and one.

ITI. DaTA
III.A. Linked Income-Servicing Data

Our primary analysis uses a novel administrative data set
from Chase that links checking-account records and mortgage-
servicing records. These records are linked and then deidenti-
fied by Chase.* This linkage is possible because Chase is both
a consumer bank that offers checking accounts and a mortgage
servicer.

Income in the checking account data captures a household’s
posttax cash flow each month, which is useful for understand-
ing how cash flows affect mortgage default. Income is measured
with error in the checking account data, although for different
reasons than in surveys or tax data. For example, if a household
transfers money in from a retirement account or receives a trans-
fer of funds from a relative, this may look like income from the
perspective of the checking account. If a household has multiple
checking accounts, we compute income as the sum of all account
inflows across all these accounts. We also observe some individual
components of income, such as unemployment benefits. Observed
income provides a useful summary measure of many life events
that would be difficult to observe directly in the data, such as an
injury or other health shock that limits a borrower’s ability to
work.

14. See Farrell et al. (2017) and Farrell, Bhagat, and Zhao (2018) for JPMCI
research using this linked data set.
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A second key variable—the LTV ratio—comes from the
mortgage-servicing data. LTV is the ratio of total mortgage debt
to estimated home value. Total mortgage debt, including second
liens not serviced by Chase beyond the first lien, is observed re-
liably in the JPMCI data.'® Estimated home value is constructed
using the standard procedure of inflating the purchase price by a
local measure of house price changes from CoreLogic. One poten-
tial concern is measurement error in a home’s value, which would
in turn lead to error in measuring a borrower’s home equity. It is
straightforward to adjust for measurement error in a home’s value
because of the availability of validation data that contains both
estimated home values and actual home sales prices. We show
that our findings are unchanged when we implement such an ad-
justment using a two-sample instrumental variables approach in
Section IV.C.

In most of our analysis, we study borrowers who have cumula-
tively fallen behind on their mortgage by three monthly payments,
also known as 90 days past due. This is a common threshold for
a mortgage to be considered in default (Bhutta, Dokko, and Shan
2017; Foote and Willen 2018). However, we examine other thresh-
olds for default in our robustness analysis.

Our analysis uses first-lien mortgages serviced by the bank
between January 2007 and August 2015 and household income
measured using checking accounts. The linked data set has
3.2 million mortgages. In our main analysis, we analyze de-
faults with an open checking account from one year before de-
fault through the date of default. This analysis sample contains
86,693 above-water defaults and 52,519 underwater defaults from
2008 through 2015 (see Online Appendix B for details on sample
construction). We also analyze the evolution of income for the uni-
verse of underwater borrowers, both defaulters and nondefaulters
(657,053 borrowers). Finally, for our analysis of the impact of neg-
ative equity on default for computational reasons we subset to
a 15% random sample of the full linked data set (above-water
and underwater, defaulters and nondefaulters). This subsample
includes 451,590 borrowers and 13.5 million borrower-months.

We assess the representativeness of the Chase data by com-
paring the characteristics of our sample to those from other

15. Nineteen percent of Chase-serviced first liens had second liens in 2011,
which is similar to 15% for a benchmark sample of first liens linked to credit
bureau data called Credit Risk Insight Servicing McDash.
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TABLE III
DiSTRIBUTION OF HOME EQUITY AND DEFAULT VERSUS BENCHMARKS

Default rate (%) Share (%)
LTV bin JPMCI CRISM PSID JPMCI CRISM PSID
LTV > 100 8.7 8.7 7.8 19.2 21.9 10.6
80 < LTV <100 3.2 3.0 2.5 23.9 26.8 26.4
LTV < 80 1.2 1.1 1.1 56.9 51.4 63.0

Notes. This table compares the distribution of home equity and default rates for mortgage borrowers in the
JPMorgan Chase Institute (JPMCI) data to the Credit Risk Insight Servicing McDash (CRISM) data set, and
the Panel Study of Income Dynamics (PSID) in 2011. We use 2011 as the comparison year because this is the
year when U.S. house prices reached their nadir. Online Appendix Table A-11 reports the same statistics for
2009. Default is defined as three missed mortgage payments.

data sets commonly used in the mortgage default literature.
Table III shows that the gradient of default rates with respect
to home equity (the key cross-sectional relationship that moti-
vated economists to become concerned about potentially strategic
behavior) is similar to the gradient in Credit Risk Insight Servic-
ing McDash (CRISM) and the Panel Study of Income Dynamics
(PSID). Moreover, the distribution of home equity is also sim-
ilar.'® We discuss these data sets in more detail below. Online
Appendix Table A-1 shows that the Chase data are also similar
to McDash, CRISM, and MBA in terms of origination and perfor-
mance characteristics. Finally, Online Appendix Table A-2 shows
that Chase borrowers are slightly older than those in the PSID.

II1.B. Other Data Sets

To check that our results are not unique to the Chase sample,
we supplement our analysis with other data sets. For our main
analysis on the role of life events in causing default, we conduct
a parallel analysis using the best available public-use data on in-
come and mortgage default, which is survey data from the PSID.
The PSID records pretax income y and consumption ¢ in the cal-
endar year before the survey. A supplement administered in 2009,
2011, and 2013 records housing costs (mortgage, property taxes,
and insurance) m, home equity, and default at the time of the sur-
vey. We follow the sampling choices from Gerardi et al. (2018): we
drop households with LTV > 250%, and we require that the head
of household is in the labor force and between the ages of 24 and

16. Gerardi et al. (2018) note that negative equity is relatively underreported
in the PSID.
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65. We discuss the strengths and weaknesses of the PSID data
compared to the JPMCI data in Section V.

For our analysis on the share of defaults causally attributable
to negative equity, we conduct a parallel analysis using CRISM
data. McDash is a data set of origination and servicing records
that covers about 70% of outstanding mortgage balances during
our sample period. CRISM is a subset of the McDash data that can
be linked to individual credit bureau records (and therefore can
be used to calculate LTV ratios) which covers about 50% of out-
standing mortgage balances during this time period. Our CRISM
analysis on the causal effect of negative equity uses a 1% ran-
dom sample of borrowers with first-lien mortgages who appear in
the data between 2008 and 2015. This sample includes 388,000
borrowers (see Online Appendix B.2 for details on sample con-
struction).

IV. MaIN RESULTS

Our main research design compares the evolution of mean in-
come around default by home equity. We find that income declines
are virtually indistinguishable for above- and underwater default-
ers. Using the econometric framework in Section II, this empirical
result implies that almost all defaults are causally attributable to
negative life events, so the share of strategic defaults is small. We
then estimate the causal effect of negative equity on default to
distinguish between the remaining cash flow and double-trigger
defaults.

IV.A. Research Design for Strategic Defaults

We compare underwater defaulters’ income to two bench-
marks using equation (7). In this section we discuss each of the two
benchmarks. In Section IV.B we use all three objects to estimate
the share of defaults causally attributable to life events.

The green triangles in Figure I show the evolution of in-
come for above-water defaulters in the 12 months prior to mort-
gage default. The x-axis is months since three missed payments.
The figure is similar to an event study in that it shows monthly
data relative to an event. It differs from an event study by fo-
cusing specifically on income data prior to default. This choice
is motivated by this article’s focus on the causes of the event,
whereas the traditional event study is usually interested in the
consequences of the event. The dependent variable is the change
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Income change (as share of monthly payment due)
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FIGURE I
Monthly Evolution of Income in the Year Prior to Mortgage Default

This figure describes the evolution of income in the year prior to mortgage de-
fault in the JPMCI data. The squares show mean income of underwater defaulters
in comparison to two benchmarks: income for all underwater borrowers in circles,
which captures the negative equity (strategic) benchmark, and income for above-
water defaulters in triangles, which captures the negative life event benchmark.
The gray error bars show the 95% confidence interval for the difference between
the underwater defaulters and the above-water defaulters, centered at the aver-
age income drop for the underwater defaulters. Income is normalized by average
payment due, which is computed separately for above- and underwater borrow-
ers over the first three months of the series. Default is defined as three missed
mortgage payments. See Section IV for details.

in monthly income relative to the average mortgage payment due
one year before default.!” The time series of income is consis-
tent with Assumption 1, which says that above-water defaults
are caused by life events. Income falls sharply prior to default.
Online Appendix Figure A-2 shows that average mortgage pay-
ment due is not rising prior to default, so the defaults we study
are not triggered by changes in payment due.8

17. This normalization facilitates the interpretation of the point estimates in
terms of number of mortgage payments due and the comparison of our data to the
model in Section VI. Online Appendix Figure A-1 shows similar patterns (indeed,
even less evidence of strategic default) when normalizing by prior income rather
than by payment due.

18. However, it would not be a problem for our methodology if the defaults in
our sample were triggered by changes in payments. Payment changes are a non—
negative equity channel that could cause default and are thus considered a life
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Figure I also shows the evolution of income for all under-
water borrowers (both defaulters and nondefaulters). This series
provides the benchmark for what income would look like if all
defaults were strategic. We construct this series by reweighting
average income by month to match the realized distribution of
default dates across all months in our sample. It is easiest to ex-
plain this scenario by first imagining a hypothetical world where
all defaults occurred in a single month sgefu:. In this scenario,
we would construct the series using average income in calendar
months {sdefault — 12, sgefurr — 11, .. ., Sdefault}- In practice, Sqefuuir
varies across borrowers. Let w, be the share of defaults occurring
in month s. We estimate the average income of all underwater
borrowers as:

AllUnderwater __ Z Incon,leAllUnderwater
- s

(8) Income W.

S

To capture average income of all underwater borrowers in
months prior to default, we compute IncomeliUnderwater —
>, IncomelllUnderwatery, - where ¢ is the number of months until
default for ¢t € {—12, —11, ..., 0}. Figure I shows that this series
is essentially flat.

Although our approach relies on comparing the evolution of
income prior to default for above- and underwater borrowers,
we emphasize that our approach does not depend on assuming
that above-water and underwater borrowers have the same de-
gree of financial vulnerability. Table IV shows that underwater
borrowers have slightly higher income levels, bank account bal-
ances, and mortgage payments due than above-water borrowers.
Instead, Assumption 4 requires that income declines by the same
amount conditional on a life event. Online Appendix Table A-12
shows that this does indeed hold for one life event we can reliably
observe: unemployment.

IV.B. Central Estimate for Strategic Defaults

Our central empirical result—that the evolution of income
is virtually indistinguishable for underwater and above-water
defaulters—is shown in Figure I. The figure shows that income
falls for underwater defaulters nearly as much as for above-water

event in the context of our model. Furthermore, payment changes directly affect
borrowers’ ability to pay.
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TABLE IV
SUMMARY STATISTICS BY HOME EQUITY

Variable Above water Underwater
Combined loan-to-value ratio (%) 75 125
Bank account monthly income ($) 4,284 4,543
Bank account balance ($) 1,529 1,769
Property value ($) 248,478 222,072
Monthly mortgage payment due ($) 1,141 1,363
Age 49 47
Share with joint deposit account 0.4 0.45
N 86,693 52,519

Notes. This table shows means describing the income sample of defaulters in the JPMCI data six months
prior to mortgage default. Above-water borrowers have positive home equity (combined LTV < 100) and
underwater borrowers have negative home equity (combined LTV > 100). We refer to this variable as the
combined loan-to-value (LTV) ratio because it includes both first-lien and second-lien mortgage debt. Default
is defined as three missed mortgage payments.

defaulters. The gray error bars show the 95% confidence inter-
val for the difference between the underwater defaulters and
the above-water defaulters, centered at the average income drop
for the underwater defaulters. This enables visual evaluation of
whether the income drop is different in a statistical sense when
comparing underwater defaulters and above-water defaulters. To
provide quantitative estimates, we analyze data for a three-month
“preperiod” well before default (¢ = {—12, —11, —10}) and a three-
month period around the time of default (¢ = {—2, —1, 0}). We
regress

I
REOMEL 5 4 Kk L(LTV > 100)+ y1(t = —2,—1,0)

Payment,,.
above-water drop at default

9 + Bl =-2,-1,0) x LTV > 100) +e¢,

difference for underwater

where Payrﬁentpre is the average payment in the preperiod, com-
puted separately for above- and underwater defaulters. Table V,
column (1) shows that the above-water income drop y is —0.928.
This means that monthly income falls on average by 93% as a
share of the monthly payment in the month of mortgage default
and the two months prior. Table V also shows that A is 0.057.
Applying the framework from Section II to our regression
estimates, we find that 94% of underwater defaults are causally
attributable to life events. Equation (7) requires three inputs to
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TABLE V
INcoME DroOP AT DEFAULT BY HOME EQUITY

Dependent variable:

Change in income from one year before default

Mean Median p25 p75 Mean (w/ME correction)

(1) (2) 3) 4) 5)
Date of default —-0.928 —-0.764 -0.572 -1.267 —0.925
(0.008) (0.009) (0.010) (0.016) (0.010)
Date of default x 0.057 —0.035 —0.057 0.063 0.045
underwater (0.012) (0.015) (0.016) (0.022) (0.018)
N mortgages 139,212 139,212 139,212 139,212 139,212
Observations 835,272 835,272 835,272 835,272 835,272

Notes. This table describes the income drop at default in the JPMCI data. The sample uses a balanced panel
with a preperiod (12 to 10 months prior to default) and a default period (2 months prior to default through
the month of default), so the number of observations is six times the number of mortgages. The dependent
variable is the ratio of monthly income to average monthly payment due in the preperiod. The regression

specification is Phw% =i+ k(LTV >100) + y1(t = -2, -1,0) + 1t = -2, —-1,0) x LTV > 100 + ¢, as

aymentpre

shown in equation (9). The table reports estimates for the change in income during the default period () and
the interaction with being underwater (f). Column (1) analyzes the mean change in income. Columns (2),
(3), and (4) show the change in the 50th, 25th, and 75th percentiles of the income distribution, respectively.
Column (5) repeats column (1), but using the measurement error (ME) correction for LTV from equation (12).
Above-water borrowers have positive home equity (LTV < 100) and underwater borrowers have negative home
equity (LTV > 100). Default is defined as three missed mortgage payments. Standard errors in OLS regressions
are clustered by mortgage and in quantile regressions are computed by bootstrapping over mortgages.

estimate aiife event: the change in income for above-water defaulters
(9), the change in income for underwater defaulters (7 + ), and
the change in income for all underwater borrowers (which we
denote as ¢, reported in Online Appendix Table A-3). We estimate
that

(10)

+

X (P +B—¢ —0.928+0.057 — (—0.009)
life event — ~ —

— — 949
y—¢ ~0.928 — (—0.009) ?

with a standard error, computed using the delta method, of 1%, as
shown in Table VI, Panel A. The 95% confidence interval on the
share of underwater defaults causally attributable to negative life
events (ife event) ranges from 91% to 96%.

We use the potential-outcomes model in Table II to interpret
this point estimate. Ninety-four percent of underwater defaults
have potential-outcome types that we categorize as cash flow or
double-trigger, while (1 — &jife event = 1 — 0.94 =) 6% of underwater
defaults are strategic.
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TABLE VI
SHARE OF DEFAULTS CAUSALLY ATTRIBUTABLE TO LIFE EVENTS (&1rg gvent)

Category Qlife event (Std. err.)

Panel A: Baseline estimate and robustness for all borrowers

Baseline 0.938 (0.013)
Change from ¢ = —12tot =0 0.961 (0.016)
Foreclosure 0.961 (0.017)
LTV measurement error correction (all sales) 0.951 (0.016)
LTV measurement error correction (foreclosures) 1.002 (0.019)

Panel B: Subsample heterogeneity

Year
2008 0.914 (0.058)
2009 0.948 (0.035)
2010 0.987 (0.029)
2011 0.942 (0.028)
2012 0.941 (0.032)
2013 0.934 (0.041)
2014 0.944 (0.054)
2015 0.932 (0.079)
LTV
101-120 0.927 (0.015)
121-140 0.918 (0.023)
141-160 0.963 (0.034)
161-180 1.067 (0.052)
181-200 1.036 (0.087)
201-220 0.887 (0.089)
221+ 0.865 (0.098)
Mortgage type
Fixed 0.931 (0.015)
Adjustable 1.016 (0.029)
Nonrecourse states 1.021 (0.027)
Three consecutive missed payments 0.871 (0.013)
Subprime borrowers 0.905 (0.042)

Notes. This table reports estimates of &jjfe event, Which is the share of defaults causally attributable to
life events, in the JPMCI data. @jife event 1S constructed using equation (7). Panel A shows estimates for
all borrowers. The first row is the baseline specification, using the regression in equation (9) and defining
default as three missed payments. The second row implements equation (9) but looks at the change from the
first month (¢ = —12) to the last month (¢ = 0), rather than the average of the first three months and last
three months. The third row dates default as the month of foreclosure initiation. The fourth and fifth rows
implement the two-sample IV measurement error correction procedure for LTV described in Section IV.C
using the distribution of house price errors from all sales and from foreclosure sales, respectively. Panel B
shows estimates for specific subsets of borrowers using the baseline specification. See Sections IV.B and IV.C
for details.
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F1Gure 11
Distribution of Income Change in the Year Prior to Mortgage Default

This figure shows the full distribution of the income change in Figure I from the
three months around default relative to the first three months of the series (as in
equation (9)) and is truncated at —4 and 4 to improve readability.

IV.C. Robustness for Strategic Defaults

Our finding of very little strategic default is consistent across
several specifications and subsamples.

1. Income Change in the Month of Default. Our main quanti-
tative estimate examines the income drop in a three-month period
around default. Our estimate of the share of strategic default is
even smaller (4%) if we focus instead on the income drop just in
the month of default, as shown in Table VI, Panel A.

2. Distribution of Income Changes. Our finding of little strate-
gic default does not hinge on the choice of the mean as a summary
statistic. To demonstrate this, the histogram in Figure II shows
that the entire distribution of the change in monthly income is
similar for above- and underwater borrowers.!® Quantitative esti-
mates in Table V columns (2)—(4) similarly show that the change
in the 25th, 50th, and 75th percentiles of the income distribu-
tion are similar for above- and underwater borrowers. Finally,
event study patterns for changes in different percentiles of the

19. Online Appendix Figure A-3 shows the same lesson using the cumulative
distribution function.
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income distribution are also similar, as shown in Online Appendix
Figure A-4.

The distribution of income changes is also useful for evaluat-
ing a testable implication of Assumption 4. Income of above-water
defaulters who experienced a life event could fall more than that
of underwater defaulters if above-water borrowers with smaller
income drops used alternative forms of credit to avoid default,
while underwater borrowers did not. On the other hand, income
of above-water defaulters who experienced a life event could fall
less than that of underwater defaulters if above-water borrowers
with larger income drops sold their homes quickly (presumably at
a heavily discounted price) before they missed payments. This op-
tion is not available to underwater borrowers. The scenarios share
a testable implication: the distribution of income drops should ex-
hibit differences in dispersion by home equity, above and beyond
any differences in the mean income drop at default. However, the
distribution in Figure II shows no evidence of such heterogeneity.

One notable feature of Figure II is that about one-third of
above-water defaulters have income increases. This may be sur-
prising because Assumption 1 posits that above-water defaulters
have a life event, which presumably entails a decrease in income.
This pattern arises because bank account income is a noisy mea-
sure of true household income. The increase in income may reflect
a severance payment after job loss. It also could reflect the bor-
rower liquidating a retirement account and transferring the funds
to her checking account to cover an unexpected expense.?’

3. Time Period. The finding of little strategic default also does
not depend on the time period we study, and in particular holds
in 2010 when economists might have expected to see substantial
strategic default. Our data are available beginning in January

20. The interpretation of our results is the same if some of the income in-
creases reflect liquidation-inducing expense shocks. An alternative scenario is to
consider expense shocks that are unobserved, in the sense that they have no effect
on bank account income. The interpretation of our results is unchanged if such
unobserved shocks have the same relative prevalence for underwater and above-
water borrowers as observed income shocks. However, if such shocks are more
(resp., less) common for underwater borrowers, then our estimates will understate
(resp., overstate) the prevalence of strategic default. Finding appropriate proxies
for expenditure shocks is a useful direction for future research. The same logic
applies to other types of negative life events that may not affect bank account
income but can still lead borrowers to miss mortgage payments, such as the onset
of a disease like Alzheimer’s.
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Ficure I11
Heterogeneity in Income Drop before Default by Year

This figure shows the evolution of income in the year prior to mortgage default
in the JPMCI data separately for each year between 2008 and 2015. Default
is defined as three missed mortgage payments. Mean income is normalized by
average payment due, which is computed separately by LTV and year bin. Monthly
changes are reported relative to the average in the first three months of the series.
See Section IV.C for details.

2007, which means that we have a year of bank account history
for defaults which occurred in January 2008 or later. The mort-
gage delinquency rate peaked in the first quarter of 2010 and
Bhutta, Dokko, and Shan (2017) show that Google searches for
“strategic default” rose massively, peaking in the second quarter of
2010. Figure III shows that income declines are similar for above-
and underwater borrowers in every year from 2008 through 2015.
Likewise, Table VI, Panel B shows that the estimates of ajife event
are similar across different years.

4. Mortgage Type. We find similar patterns across different
mortgage types. Online Appendix Figure A-5 plots income be-
fore default by home equity separately for borrowers with fixed
rate and adjustable-rate mortgages, showing similar patterns.
Table VI, Panel B shows estimates of ajif event for each mortgage

type.

5. Nonrecourse States. Our results are also not sensitive to
whether the default occurs in a recourse or a nonrecourse state.
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Online Appendix Figure A-6 and Table VI, Panel B show that
there is no evidence of more strategic default in states with non-
recourse mortgage debt, where defaulting may be more financially
advantageous. However, this may not be surprising for two rea-
sons. First, Ghent and Kudlyak (2011) report that deficiency judg-
ments against borrowers in recourse states are exceedingly rare.
Second, Guiso, Sapienza, and Zingales (2013) report no difference
between borrowers in recourse and nonrecourse states in their
subjective estimates of the probability that lenders would pursue
them after a default.

6. Definition of Default. We observe similar patterns in the
data regardless of the definition of default. Instead of dating de-
fault based on the number of missed payments by the borrower,
it is possible to use the date a lender decides to initiate a foreclo-
sure. Online Appendix Figure A-7 shows that the income patterns
before foreclosure are similar for above- and underwater borrow-
ers. Table VI, Panel A shows that our estimate for the share of
strategic default using this definition of default (4%) is also simi-
lar to our baseline estimate.?! Furthermore, although our baseline
specification defines default as three missed payments, Online Ap-
pendix Figure A-8 shows that the income patterns before default
are also similar between above- and underwater borrowers when
we instead define default as one, two, four, or five missed pay-
ments. Online Appendix Table A-5 reports estimates of oiife event
for each of these missed payment specifications. In addition, in
Online Appendix D.1 we investigate the path of income after de-
fault and find a tight link between income and continued missed
payments, regardless of how we define the initial default date.

7. Heterogeneity by LTV Ratio. Our results are also not sen-
sitive to the choice of LTV threshold. Figure IV plots the path of
income before default separately for eight different LTV groups.
We find large income drops before default across the LTV distribu-
tion, from borrowers with substantial positive equity (LTV < 60)
to those with substantial negative equity (LTV > 180).

The stability of the income drops across the LTV distribu-
tion is surprising relative to prior evidence showing that strategic
default is more common for more underwater borrowers. To inves-
tigate this further, Table VI, Panel B shows estimates of ajife event

21. Online Appendix Table A-4 replicates the regression in equation (9) using
foreclosure as the definition of default.
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FIGURE IV
Heterogeneity in Income Drop by Loan-to-Value Ratio

This figure shows the evolution of income in the year prior to mortgage default in
the JPMCI data separately by granular LTV bins. Mean income is normalized by
average payment due, which is computed separately by LTV bin. Monthly changes
are reported relative to the average in the first three months of the series. See
Section IV.C for details.

for LTV bins in increments of 20% deep into the LTV distribution.
There is little evidence of meaningful strategic default behavior
until borrowers have LTVs above 200. Our estimates suggest that
the share of strategic default is 11% for defaulters with LTVs
between 200 and 220 and 13% for those with LTVs over 220. How-
ever, these groups account for a very small share of defaults: only
0.5% of defaulters have LTVs above 200.%2

Figure V compares our estimates of strategic default (1 —
Qife event) by LTV to those in Bhutta, Dokko, and Shan (2017)
(henceforth BDS). Their estimation method uses regional covari-
ates such as unemployment and credit card delinquency to control
for negative life events. They find that about 30% of all underwa-
ter defaults are strategic, and that this share is rising steeply

22. Online Appendix Figure A-9 shows the distribution of LTVs for defaulters
in our sample. The small share of borrowers with LTV > 200 is not a unique feature
of our sample. In the CRISM data, only 1.2% of defaulters had LTV > 200. This
degree of negative equity requires price declines so large that this was rare, even
during the Great Recession.
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FIGURE V
Share of Strategic Defaults by Loan-to-Value Ratio

This figure compares estimates of the share of strategic defaults using regional
measures of life events (from Bhutta, Dokko, and Shan 2017) and individual mea-
sures of life events in the JPMCI bank account data. The bank account estimates
report 1 — @jife event Using equation (7). The Bhutta, Dokko, and Shan (2017) es-
timates come from their figure 6, where the proportion of strategic defaults is
the difference between the predicted default rate and the predicted default rate
ignoring the equity effect at each LTV bin. The vertical lines show 95% confidence
intervals for our estimates.

across the LTV distribution. Thus, in quantitative terms, we find
significantly less evidence of strategic default than BDS. However,
in qualitative terms, our findings are consistent with BDS, who
conjecture that improvements in the measurement of life events
at the borrower level may lead to smaller estimates of strategic
default.?

8. Measurement Error in LTV Ratio. Finally, our estimates
change little after accounting for measurement error in LTVs

23. BDS says that if after controlling for regional covariates “the remaining
unobserved liquidity shocks [life events] correlate with house price shocks” then
the contribution of life events “will be even larger than our estimate already sug-
gests” (Bhutta, Dokko, and Shan 2017, 2436). One way to interpret our estimates
jointly is that this omitted variable of life events is correlated with house price
shocks. Because the JPMCI data have a measure of this omitted variable that can
be observed at the borrower level, we learn that strategic default is significantly
less prevalent than it appeared to be in prior work.
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using a two-sample instrumental variables approach. Such mea-
surement error arises because the observed home values at the
time of default depend on a repeat-sales price index. If observed
LTV was completely noise, then our research design would me-
chanically (and erroneously) estimate that Gy event is 1, regardless
of the true value of ojife event. The extent to which our estimates are
biased depends on the amount of measurement error in observed
LTV. Although we do not observe the error in the observed value
for any individual home, it is straightforward to quantify the dis-
tribution of errors. This is possible because, using a validation
sample from CoreLogic of the subset of homes that actually sell,
we can compare observed values to true value at time of sale. We
provide details on this data in Online Appendix B.3. The availabil-
ity of such a validation sample is what makes it straightforward
to address measurement error in LTVs; in contrast, our method
in Section IT must be deliberately agnostic about the distribution
of measurement error in life events because no such validation
sample exists that could be used to discipline this distribution.

The distribution of errors is approximated well by a Cauchy
distribution, as shown in Online Appendix Figure A-10a. Let G*
be an unobserved indicator for whether the borrower is truly un-
derwater and LTV be the observed LTV ratio. If we assume that
the measurement error in LTV follows a Cauchy distribution, we
can construct the probability that an individual borrower is truly
underwater (G* = 1) as a function of the borrower’s observed LTV
(P(G* = 1|LTV)). For example, a borrower whose observed LTV is
60 has a 5% chance of being actually underwater, and a borrower
whose observed LTV is 140 has a 92% chance of being actually
underwater. In contrast, a borrower with observed LTV of 100 has
a roughly 50% chance of being underwater.

We estimate that the bias in &g event arising from measure-
ment error in LTV is small. If we could observe whether each
borrower is truly underwater (G*), we would estimate

I
IO 3 (G = 0) + Al (GF = 1)
Payment.
+a3l(t = —2,-1,0)
11 x1UG =0)+2101¢=-2,-1,00 x (G =1) +¢.

Because we do not observe G*, we use an adjustment proce-
dure akin to two-sample IV, where the first-stage sample is from
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CoreLogic and the second-stage sample is from JPMCI. Using
P(G* = 1|LT V) as constructed in the previous paragraph, we can
feasibly estimate

I R R
_LREOME 3 P(GF = OILTV) + 2 P(G* = 1|LT V)
Payment,,.

+ 231t = —2,-1,0) x P(G* =0|LTV)

(12) + 41 =—-2,-1,0) x P(G* =1|LTV) +¢.

We calculate that the income drop before default for the truly
above water is 92.5% (compared with 92.8% for those observed
above water) and for the truly underwater is 88.0% (compared
with 87.1% for those observed underwater).?* Then, to convert
the regression estimates to an estimate of the role of life events,

we use equation (7): Qiife event = %z:g. Table VI, Panel A shows that
Qife event Tis€S from 0.94 in our main specification to 0.95 when ad-
justing for this issue.?° The table also shows that our estimates are
similar even when we consider more extreme adjustments such
as using the distribution of LTV errors from foreclosure sales; this
adjustment is likely to overstate the extent of measurement error
in LTV because most defaulters do not experience a completed
foreclosure.

The intuition for why the estimates change so little after ac-
counting for measurement error can be understood by revisiting
the income drop by LTV gradient shown in Figure IV. Two as-
pects of the figure are worth noting. First, if there was substantial
strategic default and LTV was measured with error, then we would
expect to see income drops that are progressively smaller in mag-
nitude for higher LTV bins. Instead, the average income drops
are very similar, regardless of LTV. Second, this pattern holds
even where the borrower has an LTV of less than 60, such that
they are almost certainly above water, or an LTV of greater than

24. We report measurement error—corrected estimates analogous to equation
(9) in Table V, column (5).

25. Thus, there is a slight increase in &. One might have expected that &
would fall after adjusting for measurement error. However, the measurement error
correction procedure upweights borrowers with LTV < 60 and borrowers with
LTV > 140 relative to borrowers with LTV closer to 100. Because income drops
for borrowers with LTV < 60 and LTV > 140 are slightly more similar than the
income drops for all underwater borrowers versus all above-water borrowers, the
estimate of & is slightly larger.
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140, such that they are almost certainly underwater. Because the
income drops are so similar across measured LTV groups, there
is little change in our estimates of Gjife event from accounting for
measurement error in LTV.

IV.D. Who Are the Strategic Defaulters?

The prior section shows evidence of very little or no strategic
default across a wide variety of specifications. A natural question
is whether our method can detect evidence of more substantial
strategic behavior in subpopulations where we might expect this
behavior to be more prominent. In fact, our method does detect
more evidence of strategic behavior in two subpopulations: bor-
rowers who miss three straight mortgage payments and subprime
borrowers. However, the aggregate magnitude of strategic default
implied by this subgroup analysis is small.

The analysis of borrowers who miss three straight mortgage
payments is inspired by Mayer et al. (2014), which notes that a
borrower who decides to strategically default will stop making
payments once and for all.?® Therefore, if there is evidence of
strategic default, it should manifest in this subpopulation. At the
same time, missing three straight mortgage payments may simply
reflect a borrower facing a severe economic shock.

We do indeed see stronger evidence of strategic default in this
subgroup. Online Appendix Figure A-11a shows larger income de-
clines for above-water defaulters than for underwater defaulters
in the subsample that misses three consecutive mortgage pay-
ments. In Table VI, Panel B, we estimate that 13% of underwater
defaults are strategic for this subsample.

We also study the default behavior of subprime borrowers,
who account for a small share of originations (Online Appendix

26. Other papers that study consecutive missed payments include Experian
and Wyman (2009); Tirupattur, Chang, and Egan (2010); Keys et al. (2013) and
Bradley, Cutts, and Liu (2015). Keys et al. (2013) measure the share of mortgage
defaults that transition straight from 60 days past due to 180 days past due in four
months, while remaining otherwise current on all non-HELOC revolving debt. We
extend the analysis in Keys et al. (2013) through 2015 using the CRISM data and
show the results in Online Appendix Figure A-12. We find that 15.9% of under-
water defaults meet their definition of sequential missed payments, while 9.7% of
above-water defaults meet this definition. The excess sequential default rate for
underwater borrowers is 6.2%. If we interpret this as an alternative estimate of
the prevalence of strategic default, it falls within the confidence interval of our
central estimate.
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Table A-la) but a disproportionately large share of defaults
(Online Appendix Table A-1b) and are sometimes hypothesized to
be particularly prone to strategically default (Geanakoplos 2014).
Online Appendix Figure A-11b shows larger income declines for
above-water subprime defaulters than for underwater subprime
defaulters and in Table VI, Panel B, we estimate that 9% of un-
derwater defaults are strategic for this subsample. This is slightly
larger than the strategic default rate in the overall population, al-
though the difference is not statistically significant.

Finally, one more group that we might expect to dispropor-
tionately default strategically is investors (Albanesi, De Giorgi,
and Nosal 2017). Although our sample is representative relative
to external benchmarks in terms of the share of self-declared in-
vestors (see Online Appendix Table A-1), we cannot directly speak
to the types of investors found to be more strategic in prior work.
In particular, Elul, Payne, and Tilson (2021) and Piskorski, Seru,
and Witkin (2015) document that self-declared investors behave
similarly to other borrowers. Within the investor group, it is fraud-
ulent investors who appear more strategic. These are borrowers
who claim to be owner-occupants but who in fact have multiple
first liens. We do not observe first liens outside of Chase and
so cannot identify such borrowers. If such fraudulent investors
are disproportionately missing from our data, then our estimates
may understate the population-wide prevalence of strategic de-
fault. However, Elul, Payne, and Tilson (2021) document that such
investors were broadly distributed across government-sponsored
enterprise, portfolio, and privately securitized loans. Moreover, be-
cause this subpopulation is small, we note that our quantitative
estimates of the overall share of strategic default are consistent
with meaningful strategic default among these borrowers. Elul,
Payne, and Tilson (2021) report that fraudulent investors account
for only 10% of all defaults.

IV.E. Causal Impact of Negative Equity

1. Research Design. We estimate the causal impact of neg-
ative equity on default in order to identify anegative equity @and com-
plete the decomposition between the three theories of default.
Palmer (2015) estimates this causal impact for subprime borrow-
ers using an instrument based on long-run city-level variation in
house price cyclicality. Guren et al. (2021) further develop this
instrument and uses it to estimate housing wealth elasticities.
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Below, we apply the cyclicality method to estimate the causal
impact of negative equity. We find that the estimates for subprime
borrowers in Palmer (2015) extend to a broad sample of borrowers
using Chase and CRISM data.

We estimate the effect of negative equity on default in a Cox
proportional hazard model:

hi,t,m.j,r

= ho@®)exp (¥ +&m + SULTV;; > 100) + X, ,, ;0 + vismjr}
(13)

where h;;,,;, denotes the default hazard rate for borrower i, at
loan age ¢t months since origination, in calendar month m (e.g.,
February 2010), core-based statistical area (CBSA) j, and census
region r. ho(t) denotes the nonparametric baseline default hazard,
¥; denotes CBSA fixed effects, &, ,, denotes region-by-calendar-
month fixed effects, 1(LTV;; > 100) is an indicator equal to one
if borrower i has negative equity in month ¢, X . is a vector of
controls including borrower and loan characteristics measured at
origination, and v;;,, j, is the error term.?’

The coefficient of interest in equation (13) is §, which mea-
sures the proportional increase in the default hazard associated
with being underwater. There are two main challenges with iden-
tifying 8. The first is the potential endogeneity of negative equity.
This can arise from reverse causality (defaults cause price declines
that push borrowers underwater) or omitted variables (negative
life event shocks like local unemployment shocks can directly de-
crease house prices by reducing housing demand and also directly
increase default rates). The second challenge is measurement er-
ror in negative equity. Both challenges can be addressed with a
two-stage IV approach.

We use the cyclicality instrument from Palmer (2015) and
Guren et al. (2021). A robust empirical fact is that house prices
in some cities are systematically more sensitive to regional price

27. Borrower and loan characteristics include an indicator variable for
whether the loan is a balloon mortgage, the interest rate at origination, an in-
dicator variable for whether the loan was interest-only at origination, the origina-
tion LTV, an indicator for whether the home is the borrower’s primary residence,
an indicator for whether the borrower is subprime, and an indicator for whether
the loan is an ARM. Below we discuss CBSA-level control variables that are also
included.
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cycles than are house prices in other cities, presumably because of
permanent differences in elasticities of housing supply. Building
new houses requires land, permits, materials, and labor. Supply
elasticities can differ because of differences in land availability,
the regulatory environment for permits, and the local cost of la-
bor and materials for construction. The prior literature has taken
two approaches to measuring supply elasticities: identifying ob-
servable proxies for these inputs (Saiz 2010 for land; Ganong and
Shoag 2017 for permits) and constructing omnibus elasticity mea-
sures (Palmer 2015; Guren et al. 2021). The strength of the second
approach is that—rather than requiring a researcher to collect
information on all the different observable determinants of the
housing supply elasticity (an approach that we have already seen
is quite difficult in the context of negative life events)—it instead
infers the combined importance of both observable and unobserv-
able determinants of housing supply elasticity from the net effect
of shocks to regional housing demand on city-level prices. The
instrument is an interaction between a measure of each city’s
average sensitivity to price cycles over a long time period and ei-
ther calendar-month indicator variables (as in Palmer 2015) or
regional price changes (as in Guren et al. 2021). We describe the
first-stage relationship between the instrument and LTV and then
discuss the conditions under which this approach identifies the
causal effect of negative equity in our setting.

The city-level cyclicality instrument is highly predictive of
LTVs, indicating a strong first stage. We regress LTV on the same
fixed effects and controls as in equation (13) as well as the inter-
action between the sensitivity measure and house price changes,
that is,

(14) LT Vvi,t,m,j,r = "Ijj+ Er.m + ijAPr,m + ){ij(") + Nit,m,jrs

where T'; is the city-level house price sensitivity measure reported
in Guren et al. (2021), AP, ,, is the log annual change in regional
house prices, and 7, is the error term.?® The first stage is
presented visually in Online Appendix Figure A-13 using a resid-
ualized binscatter. The F-statistic is high (over 80). Intuitively,

28. Following Guren et al. (2021) we use the house price index from Freddie
Mac at the census region level, and convert it to a real house price index using
the GDP deflator. We also consider an alternative first-stage specification that
interacts I'; with calendar-month fixed effects rather than regional house price
changes, which we discuss below.
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borrowers who live in cities more sensitive to price cycles are
more likely to have higher LTVs when aggregate house prices
have fallen.

We use the control function approach in order to instrument
in the nonlinear hazard model setting of equation (13), following
Palmer (2015) and Imbens and Wooldridge (2007). This involves
adding the estimated residuals #); s » . from equation (14) as con-
trols when estimating equation (13). The key identification as-
sumption in this setting is that the instrument is independent
of the error terms in equations (13) and (14), conditional on all
the included controls. This assumption implies the two standard
types of restrictions necessary for identification in an IV setting.
We provide an intuitive discussion of these restrictions here and
describe the restrictions formally in Online Appendix C.7.

First, the instrument I';AP, ,, must be as good as randomly
assigned, conditional on the controls. Without the inclusion of any
controls, this restriction would require that borrowers in high-
sensitivity areas are not inherently more or less likely to default
than borrowers in low-sensitivity areas, regardless of negative-
equity status. The inclusion of controls helps address many of the
ways this assumption could fail. For example, Davidoff (2016) has
critiqued the use of sensitivity instruments in regressions using a
single cross section because housing supply elasticity is correlated
with measures of permanent long-run demand growth. However,
our setting allows us to include CBSA fixed effects, which elimi-
nates permanent differences between CBSAs as a source of iden-
tification. Including CBSA fixed effects also addresses concerns
related to systematic differences in income levels or differences in
long-run income growth between high- and low-sensitivity areas.

Another concern about how the as-good-as-random assump-
tion might fail is that workers in high-sensitivity areas could be
concentrated in certain industries (Howard and Liebersohn 2020)
that are differentially sensitive to recessions. For example, sup-
pose that high-sensitivity areas also have a high share of employ-
ment in durables-adjacent industries. When a (typical) national
recession hits, demand will fall for durables and employment will
fall most in durables-adjacent industries. Then defaults will rise
most in those places even if house prices do not change at all. More
generally, any correlation in employment cyclicality and house
price cyclicality may lead to a violation of the as-good-as-random
assumption.

We follow Guren et al. (2021) in addressing this concern using
two strategies. First, we control for two-digit local industry shares
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with separate coefficients for each time period. This accounts for
differential factors that affect default and are correlated with in-
dustrial structure in the cross section. Second, there may be fac-
tors beyond industrial structure that cause some cities to be more
sensitive to business cycles in a way that is correlated with house
price sensitivity. Guren et al. (2021) develop a measure of each
city’s sensitivity to region-level employment cycles, and we follow
them by including this measure as a control.?’

With these controls included, the condition needed for the as-
good-as-random restriction to hold is that, conditional on these
controls, there is no other factor that is both correlated with re-
gional house prices in the time series (AP, ,) and that differen-
tially affects default risk in the high-sensitivity CBSAs (T';). Al-
though we believe this condition is plausible, we think that if it
fails and such a factor actually does exist, the correlation is likely
negative (i.e., when house prices fall in the time series, default
risk is more likely to rise than to fall coincidentally in the high-
sensitivity CBSAs). If so, then this would lead us to overestimate
the causal effect of negative equity on default and therefore lead
to a conservative estimate of the share of pure cash flow defaults
(whichis 1 — (negative equity)-

The second restriction implied by the identification assump-
tion is an exclusion restriction: price changes only affect default
through their effect on negative equity. This rules out other causal
channels by which price changes could affect default (even if
house price sensitivity were randomly assigned across CBSAs).
This implies that sensitivity cannot directly affect the probability
of default or the probability of a borrower experiencing a nega-
tive life event (which itself directly affects default).?° This restric-
tion could fail if declines in house prices in more sensitive areas

29. See equation (2) in Guren et al. (2021) for more details.

30. It is not a violation of the exclusion restriction in Online Appendix C.7 if a
borrower’s negative equity itself has a direct effect on that borrower’s probability of
a negative life event. One source of such an effect is constrained mobility (Gopalan
et al. 2021). Because a borrower with negative equity cannot easily sell their house,
they are less able to pursue alternative employment opportunities in different
cities and so are more exposed to relative income declines. This is part of the
causal effect of negative equity that our design seeks to capture. Similarly, if
negative equity reduces borrower liquidity, making them less able to withstand a
given income shock, this is also part of the causal effect of negative equity because
it is a force that could drive higher defaults for negative equity than for positive
equity borrowers even when facing the same set of negative life events.
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translate into local spending declines (Mian and Sufi 2014;
Aladangady 2017), which then lead to local employment declines
that themselves trigger default. In principle, one potential solu-
tion to this identification threat would be to control for all observ-
able negative life events. However, as we highlight, negative life
events are inherently difficult to measure, so we do not view this
as a viable solution.

We instead document results from three alternative ap-
proaches to address possible concerns about this restriction. First,
the exclusion restriction should be less controversial for subsam-
ples with little labor market income risk, and we therefore an-
alyze one such subsample: retirees with a fixed income. If local
house price declines lead to reduced spending and employment,
the exclusion restriction should still hold for retirees who are less
exposed to labor market risk because they are receiving a fixed in-
come from Social Security. We therefore reestimate equation (13)
for this subsample. Second, as with potential failures of the ran-
dom assignment restriction, we note that failures of the exclusion
restriction are likely to lead us to overestimate the causal effect
of negative equity on default since, if anything, area-level house
price declines are likely to increase the probability that borrow-
ers in those areas suffer negative life events. This is therefore
another reason our estimate of pure cash flow defaults may be
conservative for our sample. Third, we show that an alternative
research design for estimating the causal effect of negative equity
on default in prior work, which does not require this restriction,
leads to a similar conclusion.

2. Causal Impact of Negative Equity on Default: Estimate
and Robustness. Table VII shows our results. Panel A shows es-
timates of the default hazard function in equation (13) for borrow-
ers in the Chase sample. Column (1) shows the most parsimonious
specification, without controls and without instrumenting for neg-
ative equity. The coefficient on the underwater dummy shows an
estimate of § = 1.50. Controlling for borrower and loan charac-
teristics as well as CBSA-level industry shares and employment
sensitivity in column (2) reduces this estimate slightly to 1.32.

Our preferred specification is in column (3), which instru-
ments for negative equity by including the LTV fitted residuals (7).
We find that § = 0.36, which means that negative equity causally
increases the default hazard by 43% (exp(8)). The statistical signif-
icance of the LTV residuals suggests that the naive underwater
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TABLE VII
IMPACT OF NEGATIVE EQUITY ON DEFAULT
(1) (2) (3) (4)
Panel A: Chase sample
Underwater 1.501 1.323 0.359 0.330
(0.051) (0.058) (0.063) (0.042)
LTV fitted residuals 2.078 1.942
(0.143) (0.108)
Gegative equity 0.777 0.734 0.302 0.281
(0.011) (0.015) (0.044) (0.03)
Region-year FEs Y Y Y N
CBSA FEs Y Y Y Y
Borrower and loan characteristics N Y Y Y
CBSA controls N Y Y Y
Origination year FEs N N N Y
Instrument None None Cyclicality- Cyclicality-
HPI month
First-stage partial F-stat — — 81.64 16.95
Log likelihood —340,710  —337,360 —334,187 —333,148
Observations 1,432,248 1,432,248 1,432,248 1,432,248
Panel B: CRISM sample
Underwater 1.400 0.963 0.282 0.257
(0.035) (0.039) (0.044) (0.038)
LTV fitted residuals 1.626 1.553
(0.077) (0.073)
Grnegative equity 0.754 0.618 0.246 0.227
(0.009) (0.015) (0.033) (0.030)
Region-year FEs Y Y Y N
CBSA FEs Y Y Y Y
Borrower and loan characteristics N Y Y Y
CBSA controls N Y Y Y
Origination year FEs N N N Y
Instrument — — Cyclicality- Cyclicality-
HPI month
First-stage partial F-stat — — 667.76 127.7
Log likelihood —467,501  —457,570 —454,895 —454,647
Observations 1,456,127 1,456,127 1,456,127 1,456,127

Notes: This table reports maximum-likelihood estimates of the default hazard model from equation (13).
Panel A reports estimates for the main Chase analysis sample. Panel B reports estimates for the CRISM
analysis sample. Underwater is an indicator equal to 1 when LTV > 100. Columns (3) and (4) instrument
for Underwater using the control function approach by including the LTV fitted residuals from equation (14).
CBSA-level cyclicality is from Guren et al. (2021). The instrument in column (3) interacts CBSA cyclicality
with the log annual change in the regional house price index. The instrument in column (4) interacts CBSA
cyclicality with calendar-month fixed effects. For computational feasibility we collapse to annual data when
estimating the second stage (equation (13)), so the number of observations reported is the number of borrower-
years. Standard errors are clustered at the CBSA level. The table also reports the share of underwater
defaults for which negative equity is a necessary condition, that is, Gnegative equity- Denoting the coefficient

on Underwater as § from equation (13), then Gnegative equity = 1 — exp(—8). See Section IV.E.
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indicator is indeed endogenous. Column (4) shows that we find
similar effects when we include origination-year fixed effects and
specify the instrument as the interaction between city-level sensi-
tivity and calendar-month fixed effects, as in Palmer (2015). This
specification leads to an estimate of § = 0.33.

Our estimates are similar when we use a different data source
and are also similar to prior estimates for specific subpopula-
tions. Panel B replicates the specifications from Panel A in the
CRISM data set, which captures mortgages from a broad range
of lenders. We find IV estimates of § between 0.26 and 0.28 in
columns (3) and (4). The estimates for borrowers from both panels
in Table VII (which capture both prime and subprime borrowers)
are in line with the estimates for subprime borrowers in Palmer
(2015), which finds an effect of negative equity equivalent to a §
of 0.28.

Our subsample analysis suggests that if anything, the true
causal effect of negative equity may be even smaller than these
estimates suggest. Online Appendix Table A-6 shows § estimates
0f 0.12 to 0.15 for retirees, who may be especially likely to meet the
identification assumptions because their incomes are less likely to
be correlated with house price declines.?! However, this subsample
has a lower default rate and a lower negative equity share than
the full population, so the smaller causal estimate could also be
due to different subsample characteristics.

3. Interpretation: Share of Defaults Caused by Negative Eq-
uity. Our preferred estimate is that the share of underwater
defaults caused by negative equity (otnegative equity) 18 30%. Com-
bining the causal effect of negative equity with the formula

. ' o Yo~y 117
from equation (4), onegative equity =1 — E W|G =1 =1-

exp(—38). At our preferred estimate of § = 0.36, Gnegative equity =
30%. Estimates of Gnegative equity from each specification are re-
ported in the bottom rows of Table VII, along with standard errors
calculated using the delta method. The IV estimates are similar

31. Online Appendix Table A-7 shows no significant correlation between the
instrument and observable measures of individual income (both current and fu-
ture bank account income). This is true both in the retiree sample (Panel B) and
in the full sample (Panel A). Although these patterns support the identification
assumptions for both samples, the retiree sample is still useful because there could
be a correlation between the instrument and unobservable measures of income,
and such a correlation is a priori less likely for retirees.
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across two different ways of constructing the instrument and two
different data sets, ranging from 21% to 30%.

We would reach a similar conclusion if, rather than directly
estimating the causal effect of negative equity on default and rely-
ing on the identification assumptions necessary in our setting, we
combined our framework with an alternative research design in
prior work. Gupta and Hansman (2022) estimates the causal effect
of negative equity on default using a natural experiment arising
from the unexpected divergence between indexes that determine
interest rates for option ARM mortgages. This natural experi-
ment generates individual-level exogenous variation in mortgage
balances between otherwise similar borrowers. It therefore does
not rely on a regional instrument for negative equity and does
not need the identifying assumptions discussed above (though of
course it relies on alternative assumptions). The paper finds that
negative equity causally increases default probabilities by about
30 percentage points and that the underwater default probability
is about 60%. Plugging these numbers into equation (4) delivers
an estimate of Gnegative equity = 50% for their sample of option ARM
borrowers.

IV.F. Decomposition: Strategic versus Cash Flow versus
Double-Trigger Defaults

Using &iife event from Section IV.B and @negative equity from Sec-
tion IV.E allows for a full partition between the three theories
of default. Our central estimate of &negative equity 1 that eliminat-
ing negative equity would eliminate 30% of underwater defaults.
Interpreted through the lens of the potential-outcomes model in
Table II, this suggests that 30% of underwater defaults have the
potential-outcome types that we categorize as strategic or double
trigger, while the remaining (1 — @negative equity = 1 — 0.3 =) 70% of
underwater defaults are cash flow defaults. Combined with our
prior estimate from &jfe event that 6% of underwater defaults are
strategic, this means 24% are double trigger.

The finding that double-trigger behavior accounts for about
one-quarter of underwater defaults suggests an important role
played by the interaction between negative life events and neg-
ative equity in driving default. Indeed, there is strong prior ev-
idence to support double-trigger behavior. For example, seminal
work by Gerardi et al. (2018) provides the first direct empirical ev-
idence for this type of default. Their study shows that, conditional
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on an observable life event, the probability of default is higher
for borrowers with negative equity.?? Double-trigger defaults can
arise mechanically because it is more difficult for underwater
borrowers to avoid default by selling or borrowing against their
homes, or behaviorally if underwater borrowers are less likely to
prioritize their mortgage payments after a life event (Chan et al.
2016).

However, the findings also show that pure cash flow de-
faults, driven entirely by negative life events, are also impor-
tant. This stands in sharp contrast to the standard view in
the literature, which commonly assumes that any underwa-
ter default that is not strategic must be double trigger.>> Our
preferred estimate is that the commonly neglected cash flow de-
faults account for 70% of all underwater defaults. Two alterna-
tive estimates also point to a meaningful fraction of pure cash
flow defaults. First, instead of using our measure of &negative equity
estimated for our full sample of borrowers, we could apply the
estimate from Gupta and Hansman (2022). Even among their
sample of option ARM borrowers, who they note are likely to be
more sophisticated (and therefore may be more attuned to the
financial benefits of exercising their default option), the 50% es-
timate of &negative equity implies that the remaining 50% of defaults
among these borrowers are driven purely by cash flow. Second,
even if one were to take the extreme assumption that the entire
cross-sectional relationship between negative equity and default
is causal, one would still find that a significant fraction of de-
faults are driven entirely by cash flow. This specification, from
Table VII column (1), implies that the pure cash flow channel
accounts for about one-quarter of all underwater defaults.

Furthermore, two robustness analyses suggest that the true
share of pure cash flow defaults could be even larger than our
preferred estimate of 70%. In the retiree subsample, the share of
defaults caused entirely by cash flow is 86% to 88%. In addition,
if we consider an alternative thought experiment of reassigning
underwater borrowers to an LTV of 90 (rather than to the aver-
age behavior of all above-water borrowers), the share of defaults

32. See also Cunningham, Gerardi, and Shen (2021) for more evidence of
double-trigger behavior.

33. See Foote and Willen (2018) for a review of the recent literature. This
literature focuses on double-trigger default theories as the alternative to strategic
defaults.
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caused entirely by cash flow is 81% to 86% (Online Appendix Table
A-8).

It is important to emphasize that our finding of little strategic
default stands alongside (rather than in tension with) the prior
literature’s finding that underwater borrowers are more likely to
default than above-water borrowers. The strong cross-sectional
relationship between negative equity and default that has been
documented in the prior literature also holds in our data set
(Table III). How can both findings be true? This can arise either
because underwater borrowers are more likely to experience neg-
ative life events (cash flow default) or because underwater borrow-
ers are more likely to default conditional on a life event (double-
trigger default). Our decomposition between the three theories of
default suggests that both factors play an important role.

V. REANALYSIS OF SURVEY DATA

Our empirical findings may be surprising because some prior
work estimates that between 30% and 70% of Great Recession de-
faults were strategic (Guiso, Sapienza, and Zingales 2013; Bhutta,
Dokko, and Shan 2017; Gerardi et al. 2018). It is natural to won-
der whether our lower estimate arises from differences in data,
differences in the definition of strategic default, or differences in
estimation methodology. By applying our methodology of using
above-water defaulters as a comparison group to survey data on
income and default in the PSID, we can distinguish between these
hypotheses.

The PSID has two additional benefits relative to the JPMCI
data. First, it captures a sample from all bank accounts and mort-
gage servicers (rather than from the universe of people who have
checking accounts at, and a mortgage serviced by, one bank). In
addition to providing a comprehensive view of a household’s finan-
cial circumstances, this helps address a concern about whether
underwater borrowers hide some of their income from the bank
that services their mortgage.?* Second, it captures borrowers’
perceived LTV, which is the decision-relevant measure of LTV

34. This concern might arise because of two different types of borrower mis-
perception. First, if a borrower incorrectly believes that assets at the mortgage-
servicing bank are more likely to be seized than assets at another bank. Second,
manipulation could also arise if the borrower incorrectly believes that lower bank
account income will lead to a more generous mortgage modification. However,
such beliefs are inaccurate. In fact, seizure can only occur after a foreclosure is
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from the borrower’s perspective, providing an alternative way to
circumvent possible concerns about measurement error in LTV
described above. However, the JPMCI data have monthly income
(rather than once every two years) and there are 500 times as
many defaults in the JPMCI data as in the PSID (which has only
244 households that default on their mortgages).

We anchor our analysis on a definition of strategic default
from pioneering work by Gerardi et al. (2018; henceforth GHOW)
and Guiso, Sapienza, and Zingales (2013). Guiso, Sapienza, and
Zingales (2013) survey a representative sample of U.S. house-
holds, about one-third of whom report that they know someone
who has defaulted on their mortgage. On page 1474, they ask this
subsample whether their defaulting acquaintances “could afford
to pay the monthly mortgage.” GHOW take a similar approach,
though instead of asking acquaintances, they use self-reported
information from the PSID. They classify a mortgage as afford-
able when a borrower “can pay their mortgage without reducing
consumption from its predefault levels.” We analyze the PSID be-
cause it includes information on whether borrowers are above- or
underwater, which allows us to implement our comparison group
approach.

To measure mortgage affordability empirically in the PSID,
GHOW examine the distribution of disposable income (income y
minus nonhousing consumption ¢) net of housing expenses m. The
idea behind this analysis is that if an underwater borrower’s mort-
gage is affordable (i.e., “available resources” =y — (¢ +m) > 0) and
they nevertheless default, they must be defaulting strategically.

We reanalyze the prevalence of underwater strategic default
in the PSID, adding above-water defaulters and all underwater
borrowers as comparison groups. Our PSID analysis is in the spirit
of the previous sections of this article, but directly applying the
method from Section II yields statistically imprecise results.3?

completed and a deficiency judgment has been rendered. In addition, the bank’s
publicly available mortgage assistance form asks for paystubs and income as re-
ported to tax authorities; it does not ask for bank account income.

35. Our reverse-regression method is underpowered in the PSID. We are un-
able to reject the hypothesis that no defaults are strategic and also that all defaults
are strategic. This is not surprising. In general a noisy variable on the left side
of a regression creates larger standard errors, but not bias. Our method, which
places a noisy measure of treatment on the left side, sacrifices precision to avoid
bias. This is not a problem for a large administrative data set, but it is a problem
for the PSID, where there are only 244 mortgage defaulters.
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Instead, we use the can pay definition of strategic default to enable
comparability to the prior literature.

Figure VI, Panel A plots the cumulative distribution function
of available resources for above-water defaulters, underwater de-
faulters, and all underwater borrowers in the PSID. Figure VI,
Panel B constructs the analogous affordability statistic in the
JPMCI data. Specifically we measure y in the quarter of default
and ¢ + m as bank account expenditures three quarters prior to
default. Consistent with a role for negative life events, available
resources are much lower for defaulters than for nondefaulters. In
contrast, when we look within defaulters to compare above- and
underwater borrowers, the distribution of available resources ap-
pears to be the same. Thus, across both the PSID and JPMCI, the
GHOW affordability statistic shows a similar degree of distress for
above- and underwater defaulters—a finding that suggests little
strategic default.

The key reason we find little strategic default when prior work
found substantial strategic default is that our estimation method
adjusts for measurement error, rather than differences in data
sources or differences in the definition of strategic default. For ex-
ample, Online Appendix Figure A-14a shows that 39% (33.3%) of
PSID (JPMCI) underwater defaulters meet the can pay definition,
and one might then conclude that these 33%—39% of underwater
defaults are strategic. Yet Online Appendix Figure A-14a shows
that 37% (33.6%) of PSID (JPMCI) above-water defaulters also
meet the can pay definition in a sample that has no motive to de-
fault strategically. The difference in the share of defaults labeled
can pay for above-water versus underwater is not statistically sig-
nificant in either data set. We conclude that income and consump-
tion obligations are difficult to measure at the household level.3
Not accounting for measurement error may lead researchers to
understate the importance of life events, as noted by Gyourko and
Tracy (2014).

This null finding appears to be a fundamental feature of the
joint distribution of available resources and home equity among

36. For example, one challenge for survey-based evidence is that precise mea-
surement of ability to pay at the time of mortgage default may be difficult if the
borrower experienced an income shortfall in one month (even though calendar
year income was sufficient to cover the annual mortgage payment). It also might
be difficult if the borrower underreported consumption, as people are known to do
in recall surveys (Passero, Garner, and McCully 2014). In Section III we discuss
some of the sources of measurement error in administrative bank data.
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(A) Panel Study of Income Dynamics

Cumulative distribution function
1.00 — Underwater defaults
— Above water defaults
— All underwater borrowers

—$20,000 —$10,000 $0 $10,000 $20,000
Quarterly income at default minus expenses (including mortgage due)

(B) Bank Account Data

Cumulative distribution function

1.00 — Underwater defaults
Above water defaults
— All underwater borrowers

$-20,000 $-10,000 $0 $10,000 $20,000
Quarterly income at default minus expenses (including mortgage due)

FiGure VI

The Distribution of Available Resources is Similar for Above-Water and
Underwater Defaulters

This figure shows the cumulative distribution function of available resources by
home equity and default status in the Panel Study of Income Dynamics (PSID)
and the bank account data. We follow Gerardi et al. (2018) in defining available
resources as quarterly income minus nonhousing consumption and mortgage pay-
ment due and defining default as 60+ days past due. We use their exact definition
in the PSID, and we construct the analogue in the bank account data using current
income minus lagged expenses (both housing and nonhousing). We winsorize this
variable at & $20,000. The figure shows the distribution separately for above-water
defaulters, underwater defaulters, and all underwater borrowers. See Section V
for details.
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defaulters rather than a result of one specific definition of mort-
gage affordability. GHOW also analyzes an alternative definition
of mortgage affordability in the PSID, which examines how many
people would “need to reduce consumption below subsistence lev-
els to remain current on their mortgage.” Using this measure
of affordability, Online Appendix Figure A-14a shows that the
share of defaults labeled as strategic is quantitatively similar for
above- and underwater borrowers (p-value of .23). Furthermore,
Online Appendix Figure A-15a shows that the entire distribution
of ¥y — (Csubsistence + M) is similar. Because above- and underwa-
ter defaulters have the same distribution of available resources
across different measures of mortgage affordability, we conclude
that there is little evidence of strategic default in the PSID.3”

Finally, looking beyond the PSID, in subsequent work Low
(2021) studies the reasons for mortgage default using the Amer-
ican Survey of Mortgage Borrowers. This new survey was specif-
ically designed to capture as many life events as possible. The
paper finds that most defaulters have experienced an adverse life
event and estimates that at most 4% of defaults are strategic.
This similar finding from an alternative data set provides further
evidence that our results are not driven by our particular analysis
sample.

VI. IMPLICATIONS FOR MODELING MORTGAGE DEFAULT

In this section, we show that our empirical results contrast
with predictions from standard structural models of mortgage de-
fault. However, we show that an extension where default has
a high utility cost can bring the standard model into line with
our new empirical moments. This reconciliation may provide a
blueprint for a wide class of macro-finance models where borrower
default decisions play a central role.

To provide a model-based comparison to our empirical
moments, we use the modern benchmark quantitative model of
mortgage default first developed in Campbell and Cocco (2015;
henceforth CC). This model is ideal for assessing whether exist-
ing structural models can match our empirical moments because
it is the first to integrate strategic motives based on option value

37. These figures define underwater as LTV greater than 100, to be consistent
with the rest of our article. Online Appendix Figures A-14b and A-15b present the
same analysis using an LTV cutoff of 90, which is the cutoff used in GHOW.
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theory and cash flow motives based on realistic income risk. An ex-
tensive prior literature uses option value theory to model default
decisions based on house price risk (Foster and Van Order 1984;
Epperson et al. 1985; Deng, Quigley, and Van Order 2000). CC
adds idiosyncratic income risk to the option value model to quan-
tify the relative contributions of negative equity and cash flow
motives to the default decision. Relative to the prior real-option
models, it is exactly this new type of model incorporating cash
flow motives that has the best chance of matching our empirical
results.

A secondary benefit of comparing our empirical results to
predictions from a structural model is that the model provides a
framework for relaxing one of the common assumptions in em-
pirical work. Specifically, in Section II we assumed that each
treatment was binary (i.e., that each household has a negative
life event, negative home equity, or both). Put otherwise, the
potential-outcome function Y(7*, G) uses binary T* and binary G.
Similarly, the prior empirical work discussed in Section V seeks to
classify borrowers in a binary fashion as either experiencing a life
event or not. In contrast, structural models allow for a cash flow
shock with many possible realizations, such that it is possible to
generate an agent’s policy function Y(T*, G) with discrete T%.%8

The CC model has a novel prediction that cash flow mo-
tives dominate for households with slightly negative equity while
strategic motives dominate for households with substantially neg-
ative equity. Rather than classifying borrowers as strategic in a
binary fashion as in prior empirical work, they instead report
summary statistics by LTV bin in Figure 2 of their paper.?® The
figure shows that among households with LTV between 100 and
120, the income of defaulters is substantially lower than the in-
come of nondefaulters. On page 1496, CC explains that this pat-
tern emerges because short-term cash flow considerations drive
the default decisions of moderately underwater borrowers: “As

38. The shock is not continuous in the CC model because the simulation
method uses Gaussian quadrature.

39. This figure evaluates the joint distribution of income, home equity, and
default for mortgagors with ARMs. It shows four scenarios with varying levels of
income risk and initial yield rates. CC write that the lessons from this figure are
“most visible in Panel D,” which is the scenario with high income risk and high
initial yield. We use this scenario throughout our analysis. Online Appendix Figure
A-16 shows that we can replicate the summary statistics from CC’s Table II,
panel D.
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house prices decline, households with tightly binding borrowing
constraints will default sooner than unconstrained households,
because they value the immediate budget relief from default more
highly relative to the longer-term costs.”

In contrast, for households with LTV above 150, the income
of defaulters is the same as nondefaulters. For these households,
immediate budget constraints are less important. Instead, nega-
tive equity drives the default decision. In this way, the CC model
captures the intuition of how both negative life events that re-
quire immediate budget relief and strategic motives contribute to
the default decision.

This novel prediction from the CC model is also apparent
when we replicate our empirical specification in the model. This
requires two extensions. First, instead of comparing the level of in-
come of defaulters to that of nondefaulters, our approach relies on
calculating the within-borrower change in income prior to default.
We show in Figure VII, Panel A how this statistic varies with LTV
both in the baseline CC model and in our data.® Second, although
above-water borrowers do not default on their mortgages in the
CC model, they do sell their houses and then terminate their mort-
gages by prepaying them. Thus, to provide a model counterpart to
the empirical income drop for above-water defaulters, we compute
the income drop for above-water prepayers in the model.

Figure VII, Panel A shows a substantial income drop both
at prepayment for above-water borrowers and at default for bor-
rowers with LTV between 100 and 120. The intuition for why an
income drop precedes both types of mortgage termination in the
model is that they cause borrowers to lose out on an investment
that requires upfront liquidity but has long-term positive expected
returns. Thus these borrowers are only likely to terminate if they
have suffered a liquidity shock. For expositional simplicity, we use
the term “default” to describe both types of mortgage termination.
However, the central conclusions from this comparison of model to
data are unchanged if we only focus on the income drop gradient
for the underwater defaulters and ignore the group of above-water
prepayers.

40. The time interval in the CC model is annual, and it takes a few years for
a substantial negative permanent income shock to accumulate because CC use
Gaussian quadrature (as is conventional in this literature). We therefore calculate
the income change in the model over a four-year time horizon to capture the
difference in income around default relative to its stable baseline level prior to
default.
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(A) Baseline Model
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(B) Model with Estimated Utility Cost of Default
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FiGure VII
The Income Drop at Default Compared to Prior Theoretical Literature

This figure compares the income drop at default by home equity in the Campbell
and Cocco (2015) structural model and the JPMCI data. The model bars in Panel A
show results from that paper’s baseline model, where a borrower defaults when the
utility from renting is greater than the utility from paying a mortgage. The model
bars in Panel B show a model variant with a utility cost of mortgage default which
is equal to a 25% decrease in the constant-equivalent consumption stream. The
y-axis is the change in annual income divided by the annual mortgage payment
due in the model and the change in monthly income from one year prior divided
by the monthly mortgage payment due in the data. The x-axis is the loan-to-value
ratio in the year of default. See Section VI for details.
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Two main conclusions emerge from comparing the model’s
predictions to the data. First, for defaulters with LTV less than
120, the baseline model’s predictions are remarkably similar to
our empirical results. Figure VII, Panel A shows that these bor-
rowers suffer a substantial income drop before default in both the
model and the data. The similarity between model and data is
particularly surprising because individual-level estimates of in-
come losses prior to default were not available as targets for the
development of the model. In addition, the model predicts that bor-
rowers in this range exhaust their liquid assets before defaulting.
This accords with empirical evidence that borrowers who default
have virtually no liquid assets (see Table IV, which shows mean
checking account balances equal to less than two weeks of income,
and also Gerardi et al. 2015). This similarity of the model’s pre-
dictions to the data indicates that the model successfully captures
defaults triggered by negative income shocks, which themselves
may arise because of a life event.

Second, in contrast to the tight match between model and
data for moderately underwater borrowers, we find a sharp diver-
gence for borrowers with substantial negative equity. For borrow-
ers with LTV ratios above 120, the model’s predictions converge to
the standard option value framework, where defaults are driven
by negative equity rather than by individual cash flow. Figure VII,
Panel A shows that the model predicts a drop in income (as a share
of mortgage payment due) of 15% or less, while in the data the
drop is five times as large. A similar divergence holds when con-
sidering liquid assets. In the model, we find that these defaulting
borrowers have mean liquid assets equal to slightly more than one
year of income. This contrasts with the finding in Table IV that
underwater checking account balances prior to default are equal
to less than two weeks of income, just like the above-water bor-
rowers. Online Appendix Table A-9 further shows that at the time
of default, in the data the entire distribution of checking account
balances of underwater borrowers is similar to that of above-water
borrowers and suggests that they have very little liquidity avail-
able to cover a mortgage payment. Intuitively, as LTV increases in
the model, more borrowers prefer to default because their homes
are a bad financial investment (as in Foster and Van Order 1984),
regardless of whether they need what CC call “immediate budget
relief.” In contrast, the decisions of borrowers in the data appear
less influenced by the value of the house as a financial asset than
is expected in the model. Instead, a substantial income drop and
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exhaustion of assets precedes default even for deeply underwater
borrowers.

Despite this divergence between model and data for deeply
underwater borrowers, an extension to the baseline model offers
a potential reconciliation. In the baseline model, deeply under-
water borrowers default in the absence of immediate cash flow
motives because the long-term financial benefits are large while
the costs are small. But in practice, the costs of defaulting may
also be large. For example, defaulting may impose financial costs
through reduced access to credit, or nonfinancial costs due to bor-
rowers’ attachment to their current home (i.e., their idiosyncratic
private valuation of the home may be greater than the market’s
valuation), a fear of social stigma, or a moral aversion to default.
The CC model builds in the possibility that these costs are impor-
tant through an extension that allows for a utility cost of default,
which CC calls Stigma. However, their paper explains that “the
main difficulty with this extension of our model is determining an
appropriate value of Stigma.” Indeed, prior work has estimated
a wide range of default costs, from as low as a 1.5% decrease
in the constant-equivalent consumption stream to as high as a
70% decrease (Hembre 2018; Laufer 2018; Schelkle 2018; Kaplan,
Mitman, and Violante 2020).

We propose to use the income drop before default as a new
moment to discipline this parameter. Intuitively, the reluctance of
borrowers to default on a substantially underwater asset in the
absence of immediate budgetary pressure is informative about
how costly they perceive this default to be. We therefore estimate
the utility cost that minimizes the distance between the model’s
predicted income declines for underwater defaulters and the in-
come declines we actually observe in the data. The best fit is that
defaulting imposes a one-time utility loss equal to a 25% decrease
in the constant-equivalent consumption stream, or $100,000 in
present-value terms (see Online Appendix E for details). This is a
very high cost. We note that this utility cost includes behavioral
and moral factors; for example, Guiso, Sapienza, and Zingales
(2013) reports that 82% of survey respondents believe that strate-
gic default is morally wrong. The high cost is also consistent with
emerging evidence that foreclosures substantially damage family
outcomes (Diamond, Guren, and Tan 2020) and that borrowers
perceive a high cost of forced displacement above and beyond the
financial and moral costs of default (Collier, Ellis, and Keys 2021).
Understanding the exact sources of this cost is outside the scope
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of this article, but we think it is an important topic for future
research.

Under this alternative parameterization, the model is able to
closely match our new empirical moments. This is shown visually
in Figure VII, Panel B. When defaulting is costly, borrowers in the
model only exercise their default option when they need short-
term budgetary relief. This generates income drops before default
consistent with our empirical results. Thus, a high cost of default
provides a plausible microfoundation for the behavior we observe
empirically in a benchmark optimizing framework. Furthermore,
recent evidence suggests that households are responsive to varia-
tion in default costs. O’Malley (2021) finds that default rates rose
when default costs were cut dramatically by a legal ruling in Ire-
land that completely eliminated repossession risk for a subset of
borrowers.

This approach to reconciling model and data may provide
a blueprint for a wide class of macro-finance models where bor-
rower default decisions play a central role. For example, models
with endogenous borrower default have been used recently to in-
form questions about macroprudential regulation, the origins of
the 2008 financial crisis, bankruptcy and foreclosure policy, and
optimal mortgage security design.*! These types of models need
to take a stand on what triggers borrower default. Our empirical
results suggest that it is crucial to build in mechanisms that lead
life events such as cash flow shocks to be a necessary condition
for default. Our parameterization of the CC model demonstrates
that one specific way to achieve this is to incorporate a large utility
cost of defaulting. More generally, regardless of exactly how the
default decision is modeled, models with endogenous borrower de-
fault might seek to target large income drops before default and
low assets at the time of default. In Online Appendix Tables A-9
and A-10, we provide moments of the joint distribution of income,
assets, and home equity, which may be useful as a target for such
models. Incorporating realistic default behavior triggered by neg-
ative life events into macroeconomic models is an exciting topic
for future work.

41. For example, see Corbae and Quintin (2015); Mitman (2016); Garriga
and Hedlund (2020); Kaplan, Mitman, and Violante (2020); Campbell, Clara, and
Cocco (2021); Greenwald, Landvoigt, and Van Nieuwerburgh (2021); Guren, Kr-
ishnamurthy, and Mcquade (2021); Chodorow-Reich, Guren, and McQuade (2022);
and Diamond and Landvoigt (2022).
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VII. CONCLUSION

This article asks a simple question: why do borrowers default
on mortgages? The literature has focused on two candidate trig-
gers for default: negative equity and negative life events. How-
ever, despite long-standing interest, it has remained difficult to
distinguish between these triggers in part because it is difficult to
precisely measure life events. We address this measurement er-
ror problem using a comparison group of borrowers whose default
must have been caused by a negative life event: borrowers with
positive home equity. For these borrowers, negative equity cannot
be the cause of their default. We implement this method in a new
high-frequency data set linking income and mortgage default.

Our central finding is that only 6% of underwater defaults are
caused exclusively by negative equity, much less than previously
thought. Furthermore, we find that 70% of underwater defaults
are driven solely by negative life events. Moreover, because even
at the peak of the housing crisis at least 40% of defaults were
by above-water borrowers (whose defaults must all be driven by
negative life events), the fraction of all defaults accounted for by
negative life events is even greater. Although our finding contrasts
sharply with predictions from standard models, we show that it
can be rationalized in models with a high private cost of mortgage
default. This reconciliation between model and data may provide
a blueprint for macro-finance models where borrower default de-
cisions play a central role.

One interesting avenue for future work would be to develop
models that can match all of the available evidence on the joint
variation of income, home equity, and mortgage default. We show
that a high utility cost of mortgage default is sufficient to match
our core empirical finding that even significantly underwater bor-
rowers do not default on their mortgages unless they have also suf-
fered a negative life event. However, richer models may be needed
to match additional aspects of the available evidence. Three ex-
amples demonstrate why this might be useful. First, a higher
utility cost of default lowers overall default rates, so other model
parameters may need to adjust to match aggregate default rates
in the data. Second, matching the fact that default rates rise grad-
ually with LTV may require adding in a correlation between LTV
and negative life events. Third, it would be useful to microfound
high default costs, ideally in conjunction with additional empirical
work disentangling the sources of these costs.
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An additional contribution of this article is that it may be
helpful when designing policies to address mortgage default. If
default is driven exclusively by negative equity, then forgiving
mortgage principal may be necessary to prevent default. How-
ever, principal forgiveness is expensive for lenders and, if the pol-
icy is subsidized, for taxpayers. On the other hand, if negative life
events are instead a necessary condition for most defaults and if
reducing payments temporarily (e.g., for up to a few years) would
eliminate many of the defaults caused by negative life events, then
temporary payment reduction is a dominant strategy for lenders
and policy makers seeking to reduce defaults. Compared to prin-
cipal forgiveness, payment reduction can be accomplished much
more cheaply, for example, by offering forbearance or mortgage
term extensions, which provide immediate liquidity while leav-
ing the principal balance unchanged (Campbell, Clara, and Cocco
2021).

This logic has support in the prior literature, which, using
within-contract variation among borrowers who received a mort-
gage modification, has shown that reducing payments is more
effective than forgiving principal at preventing default (Ganong
and Noel 2020; Sharlemann and Shore 2022). However, by con-
struction, the prior literature does not study borrowers excluded
from mortgage modifications—which often have stringent eligibil-
ity criteria designed to exclude strategic defaulters—and borrow-
ers who are deeply underwater. In contrast, the method presented
in this study allows for estimates of strategic default and cash
flow—induced default for all borrowers, suggesting that the pol-
icy prescription in favor of reducing payments extends to a much
broader set of borrowers than previously understood.

This prescription may be useful in future crises. The number
of mortgages with missed payments soared during the COVID-
19 recession—which was accompanied by an obvious, widespread
negative life event—and nearly all lenders offered immediate lig-
uidity via forbearance (Cherry et al. 2021). If house prices fall
again and unemployment rises, policymakers may again wonder
whether they should tackle negative equity through expensive
principal reductions. Our results suggest that focusing on liquid-
ity may be sufficient for nearly all borrowers.

UNIVERSITY OF CHICAGO, UNITED STATES
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SUPPLEMENTARY MATERIAL

An Online Appendix for this article can be found at The Quar-
terly Journal of Economics online.

DATA AVAILABILITY

Data and code replicating the tables and figures in this article
can be found in Ganong and Noel (2022) in the Harvard Dataverse,
https://doi.org/10.7910/DVN/SDNMSR.
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