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We frequently claim that lying is wrong, despite modeling that it is often right. The present research
sheds light on this tension by unearthing systematic cases in which people believe lying is ethical in
everyday communication and by proposing and testing a theory to explain these cases. Using both in-
ductive and experimental approaches, the present research finds that deception is perceived to be ethical
and individuals want to be deceived when deception is perceived to prevent unnecessary harm. This
research identifies eight community standards of deception: rules of deception that most people abide by
and recognize once articulated, but have never previously been codified. These standards clarify system-
atic circumstances in which deception is perceived to prevent unnecessary harm, and therefore, circum-
stances in which deception is perceived to be ethical. This work also documents how perceptions of
unnecessary harm influence the use and judgment of deception in everyday life, above and beyond other
moral concerns. These findings provide insight into when and why people value honesty and paves the
way for future research on when and why people embrace deception.
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Moral decency ensures for us the right to be deceived as surely as the
right to truth: to extol the latter and deny the former is to misunder-
stand being human.

—David Nyberg, The Varnished Truth

We typically assume that deception is wrong and that individu-
als do not want to be deceived. Parents tell children that they
should never lie (Talwar et al., 2007); most major religions take a
categorical stance against deception (e.g., “Thou shalt not bear
false witness,” The Old Testament, Exodus 20: 1–17), and
recently, a number of public figures have revitalized the idea that
complete honesty is essential for effective relationships and happi-
ness (e.g., Blanton, 2005; Dalio, 2017; Harris, 2013; Scott, 2017).
For example, psychotherapist Brad Blanton, whose book Radical
Honesty has been a best-seller for decades, purports that “The best
way to reduce stress, make life work, and heal the past is to tell the
truth” (https://www.radicalhonesty.com/). Empirical research in
psychology and economics largely echoes these claims. Numerous
articles have documented the interpersonal costs of deception
including anger, reduced liking, and distrust (Boles et al., 2000;
Croson et al., 2003; Tyler et al., 2006).

Despite this view of deception, lying is ubiquitous in everyday
life. People lie in roughly 20% of their social interactions
(DePaulo & Kashy, 1998). They tell selfish lies to harm others and
get ahead, but they also tell prosocial lies to make others feel more
confident or to avoid hurting others’ feelings (DePaulo & Bell,
1996; DePaulo & Kashy, 1998; DePaulo et al., 1996). In economic
interactions, individuals may tell prosocial lies to help generate
more money for a specific person, restore equality, or benefit their
group (Erat & Gneezy, 2012; Gino & Pierce, 2009, 2010; Levine
& Schweitzer, 2014, 2015; Wiltermuth, 2011).

The majority of existing research on judgments of deception has
explored selfish lies, lies that benefit the liar at the expense of
another party (e.g., Effron et al., 2015; Gino et al., 2009; Gneezy,
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2005; Mazar et al., 2008; Shalvi et al., 2011; Shu et al., 2011; Yip
& Schweitzer, 2016). Selfish lies are seen as unethical, and judg-
ments of their unethicality increase as a function of the magnitude
of harm they cause (Gneezy, 2005). Selfish lies also irreparably
damage trust. In a repeated trust game, for example, Schweitzer et
al. (2006) found that actors who betrayed someone’s trust by tell-
ing selfish lies (e.g., breaking promises in order to exploit another
person) were never able to fully restore trust. The insidious effects
of selfish lies are unsurprising, given that they reflect violations of
two of the most important moral values: honesty and benevolence
(Haidt & Graham, 2007; Walker & Hennig, 2004).
But what happens when honesty and benevolence conflict?

How do people make moral sense of prosocial lies? In the past
decade, several articles have started to answer this question (Gino
& Pierce, 2009; Hildreth et al., 2016; Levine & Schweitzer, 2014,
2015; Levine et al., 2018; Weisel & Shalvi, 2015; Wiltermuth,
2011). This body of research reveals that people are more likely to
lie when they can justify it as benevolent (Weisel & Shalvi, 2015;
Wiltermuth, 2011), and generally prioritize benevolence over hon-
esty when judging others (Levine & Schweitzer, 2014, 2015). For
example, lies that help others earn money are judged to be more
ethical than truths that cause monetary damages (Levine &
Schweitzer, 2014), and those who tell them are often judged to be
trustworthy (Levine & Schweitzer, 2015). These findings are con-
sistent with the growing body of research on the centrality of harm
in moral judgment (e.g., Gray et al., 2012; Gray et al., 2014;
Schein & Gray, 2015). Lies, like many other behaviors, are judged
to be moral based on the degree to which they harm, or prevent
harm, to others.
Though the primacy of benevolence over honesty has been

established, the question of when, why, and which lies are seen as
benevolent—and thus, which lies are seen as ethical by both com-
municators and targets—remains unanswered. Most existing work
investigating reactions to prosocial lies employs economic games
(Erat & Gneezy, 2012; Levine & Schweitzer, 2014, 2015) or stud-
ies deception as it relates to stealing and cheating (e.g., Wilter-
muth, 2011). Economic games are useful for cleanly disentangling
benevolence from honesty, and existing research examining cheat-
ing has yielded tremendous insight into how unethical behavior
permeates group contexts. However, both of these bodies of
research provide little insight into the complex moral judgments
involved in everyday communication.
In everyday communication, people may be reluctant to attrib-

ute benevolent motives to deception, and therefore, may rarely—if
ever—conclude that deception is more ethical than honesty. Peo-
ple may be reluctant to see deception as benevolent for (at least)
three reasons. First, in routine conversations, it is difficult to disen-
tangle benevolent and self-serving motives. Any act of false
praise, comfort, or encouragement could be driven by a genuine
desire to promote the welfare of the target or by the communica-
tor’s selfish desire to avoid conflict or improve their reputation
(DePaulo et al., 1996). Second, in routine conversations, there is
more ambiguity about what statements actually promote the wel-
fare of a target. Whereas economic games allow for clear infer-
ences about what is in a target’s best interest (i.e., more money is
better than less money), everyday conversations are not as clear. A
communicator may believe an act of false praise promotes the tar-
get’s welfare by protecting their feelings, whereas a target may
feel that false praise undermines their welfare by limiting their

knowledge and autonomy (Harris, 2013; Kant, 1785/1959; Lupoli
et al., 2018). Third, the long-term costs of deception are more sa-
lient in routine conversations between long-term relational part-
ners than they are in one-shot economic games between strangers.
Specifically, relational partners may be concerned that a single act
of deception undermines trust in the communicator’s future state-
ments (Bok, 1978; Kant, 1949; Levine & Schweitzer, 2015),
which could degrade the quality of a communicator-target rela-
tionship and ultimately harm the target. Given these dynamics, the
circumstances in which deception credibly signals benevolent
intent remain unclear.

The present investigation develops and tests a theoretical frame-
work that unearths these circumstances and therefore clarifies
when and why deception is rewarded in routine conversation.
Deception is perceived to be ethical and individuals want to be
deceived when honesty causes unnecessary harm. Perceptions of
unnecessary harm are driven by two key factors: the degree to
which deception will prevent harm to an individual at the moment
of communication, and the instrumental value of truth (i.e., the
degree to which honest information may yield meaningful learn-
ing, growth, or behavioral change). When honesty is perceived to
be high in immediate harm and low in instrumental value, decep-
tion is perceived to be more ethical than honesty. Importantly, this
framework can explain numerous and systematic circumstances in
which individuals want to be deceived, and in which deception is
judged to be ethical.

This is the first work to develop a moral folk theory of prosocial
deception. As a result, this research makes important contributions
to our understanding of both deception and moral psychology.
First, this research advances our understanding of deception and
communication by bridging research in these two domains, along
with research in theology and philosophy, to elucidate the psycho-
logical principles that people draw upon when using and judging
deception. In addition to providing an organizing framework for
thinking about prosocial deception, this research establishes a set
of community standards of deception: rules of deception that most
people abide by and recognize once articulated, but have never
previously been codified. Establishing these rules allows us to
draw predictions about when communicators will use deception,
and when targets will appreciate deception and penalize its oppo-
site—honesty. Just as Kahneman et al.’s (1986a, 1986b) work on
community standards of fairness overturned the assumption that
individuals universally value self-interest, and demonstrated that
concerns about fairness place systematic, rather than anomalous,
constraints on market behavior, the present research challenges the
assumption that people universally value full information (i.e.,
truth) and demonstrates that people have systematic preferences
for deception.

In doing so, this work also challenges existing assumptions
about how people fundamentally reason about deception. Prior
work suggests that people engage in deception primarily due to
cognitive blind spots (Bazerman & Tenbrunsel, 2012; Sezer et al.,
2015), a lack of self-control (e.g., Gino et al., 2011), or the ability
to rationalize small lies (Mazar et al., 2008). This past work sug-
gests that lying is often a mistake, that people rarely justify their
lies a-priori or would defend their lies to others. In contrast, the
present work sheds light on the acts of deception that are well-rea-
soned, intentional, and seen as genuinely justified.
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These findings also advance our understanding of moral psy-
chology. Though honesty is one of the most important values in
everyday morality, contemporary frameworks in moral psychol-
ogy have largely ignored honesty (for example, moral foundations
theory, Graham et al., 2013; dyadic morality, Gray et al., 2014;
Gray & Wegner, 2011; dual-process models of morality, Greene et
al., 2001; Greene & Haidt, 2002; the social heuristics hypothesis,
Rand et al. 2014). When people are asked open-ended questions
about what they feel guilty about, honesty violations are the most
common violation that individuals recall (Iyer, 2010), and acts of
deception are among the most common immoral events that people
witness in everyday life (Hofmann et al., 2014). Yet, most existing
research has focused on how people understand more complex—
and rare—immoral actions, such as torture (Gray & Wegner,
2010), murder (Cushman et al., 2012), sexual misconduct (Haidt
& Hersh, 2001; Helzer & Pizarro, 2011), dog-eating (Haidt et al.,
1993), and of particular prominence, sacrificial harm (see Bauman
et al., 2014 for a review). More recent research has developed the
psychology of utilitarianism in important ways but notes that
“issues relating to honesty and promise-keeping are not central, or
even particularly important, to utilitarianism” (Kahane et al., 2018,
p. 145). The present research develops and tests a theoretical
framework that helps to explain the use and judgment of a vital
and morally relevant human behavior: deception.
Finally, this work helps to bridge descriptive and normative

ethics. Sissela Bok’s “Test of Publicity” (Bok, 1978), a widely-
accepted normative standard for deciding whether deception is
ethical, asks “which lies, if any, would survive the appeal for justi-
fication to reasonable persons” (Bok, 1978, p. 93). To pass this
test, a lie must be acceptable to all parties affected by a lie. Until
now, the “Test of Publicity” has been a hypothetical, rhetorical
tool that people can consider when deciding whether any particular
lie is acceptable. The present research, however, provides an
empirical answer to this test by identifying the set of lies that com-
municators, observers, and targets deem acceptable. Although this
research does not attempt to provide any normative advice regard-
ing whether people should lie in these circumstances, it does shed
light on which lies people believe they and others should tell, even
upon reflection. In doing so, this work contributes to public dis-
course on deception.

Scope and Overview of Research

The goal of the present research is to develop a framework for
understanding when and why people believe that deception is ethi-
cal in everyday conversation. Deception is conceptualized as any
act that intentionally misleads others (Boles et al., 2000; Gino &
Shea, 2012; Murnighan, 1991). This includes both lies of commis-
sion and lies of omission.
This work asks: when, if ever, is deception seen as the right

thing to do, relative to the alternative of honesty? There are
many features of deception, such as how much a statement
departs from the truth (Rogers et al., 2017) and the perceived
likelihood that the deceptive statement could have been true
(Effron, 2018; Shalvi et al., 2011), that influence the perceived
ethicality of deception and have been the focus of prior work.
However, none of these tactics are seen as more ethical than tell-
ing the truth, particularly in the eyes of targets. The purpose of
the present work is not to explore additional features that cause

lies to seem more or less justified, but rather to identify condi-
tions under which lying is seen as objectively ethical (i.e., more
ethical than honesty). We answer this question from the perspec-
tive of all people affected by deception, including communica-
tors, observers, and targets of deception.

Finally, everyday conversation refers to routine, dyadic conver-
sations between communicators and targets. Though people may
also approve of deception in extreme circumstances (e.g., if there
were a Nazi at your door and telling the truth would lead to the
death of an innocent victim, Varden, 2010), these circumstances
are outside of the scope of the present research. Many would and
have argued that deception is acceptable in exceptional circum-
stances. However, the present research argues that deception is of-
ten not exceptional; people welcome and approve of deception in
systematic, unexceptional ways that fundamentally affect our
social functioning.

This research unfolds in two parts. It begins with an inductive
study, in which participants answered open-ended questions about
their preferences for, and moral judgments of, deception. This
study revealed that the most common types of lies that people
believe are ethical are prosocial lies, and in particular, lies that
prevent harm to the target.

First, the study and the coding processed used to analyze the
study are described. Second, the theoretical framework – the
unnecessary harm framework – that was derived from this study,
is introduced. This framework clarifies the dimensions of harm
people consider when making moral judgments of prosocial lies.
Third, several rules of deception that reflect situational antecedents
of unnecessary harm are introduced.

The second part of this article presents four empirical tests of
the unnecessary harm framework. Across all studies, stopping
rules for data collection were decided in advance. Each study was
run with multiple samples, which was decided a priori, to ensure
robust results across populations. The exact stopping rules are
described in the Supplement 1 of the online supplementary materi-
als. Data and materials are available through the Open Science
Framework (https://osf.io/p6wch/). The inductive study, and Stud-
ies 2 and 3 were approved by the Institutional Review Board of
the University of Pennsylvania. Studies 1 and 4 were approved by
the Institutional Review Board of the University of Chicago.

Part 1: Developing the Unnecessary
Harm Framework

Method

A survey with 304 adults was run (using both Amazon Mechan-
ical Turk and a university laboratory pool; 55% female; Mage = 29
years) in which participants were randomly assigned to answer
three questions about when they would want to be deceived (pref-
erences condition; e.g., “Please come up with three concrete exam-
ples of instances in which you would want to be lied to”) or when
they believed that deception was ethical (ethics condition; e.g.,
“Please come up with three concrete examples of instances in
which it is ethical to lie”). An iterative coding procedure (Strauss
& Corbin, 1990) was used, which entailed reading through partici-
pant responses to generate common categories, and refining these
categories over a series of coding attempts. Each coding attempt
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involved discussions with research assistant coders and consulta-
tion with existing literature. The coding process is described in
detail in the Supplement 2.2 of the online supplementary materials.
Table 1 briefly describes the coding categories for different justifi-
cations of deception and the frequency with which they appeared
in participants’ responses.

Overall Justifications and the Unnecessary HarmFramework

Only 5% of participants believed that deception was never ac-
ceptable, and fewer than 40% of participants judged deception
based on its costs and benefits to parties other than the target (see
Table 1). The vast majority of participants (91%) endorsed decep-
tion based on the degree to which it prevented harm to the target.
Importantly, participants did not suggest that deception that pre-

vented any harm to the target was desirable. Rather, the coding
process revealed that participants relied on a single construct—the
prevention of unnecessary harm—to justify deception. Participants
focused on two ways in which honesty could cause unnecessary
harm to targets. First, honesty could lead to emotional pain or suf-
fering, without having any meaningful impact on a target’s future
thinking or behavior (i.e., no instrumental value). A total of 69.4%
of participants justified deception when honesty had no instrumen-
tal value. For example, many participants indicated that deception
is ethical, and that they would want to be deceived when the truth
would be painful to hear, but not actionable, or not important, as
evidenced by the quotes below:

Participant 17: I would want someone to lie to me when the alternative
of telling the truth would make me feel worse off and I would have no

control over what happens. For example, if my beloved dog died after
being hit by a negligent driver, I'd much rather my parents or friends
have told me the dog died peacefully in its sleep than to tell me the
facts.

Participant 18: Another circumstance in which I would prefer some-
one lied to me in one in which I cannot do anything about the truth.
For example, if I were out with my friends at a bar and I asked if I
looked okay, I would prefer if my friends said yes because if I did not,
there would be nothing I could do about it at the bar. This is very dif-
ferent than if I asked my friends the same question while at home,
where I hope they would tell me the truth, so I could change whatever
looked bad (as best as I could). In the example at the bar, if they told
me the truth that I looked bad, my night would be ruined and I would
have to stay at the bar knowing I looked bad, instead of blissfully
being unaware that I looked bad.

Second, honesty could cause unnecessary harm if it were shared
in a circumstance that would lead to elevated levels of harm (i.e.,
high immediate harm). A total of 70.8% of participants justified
deception that prevented immediate harm. For example, many par-
ticipants indicated that deception is temporarily acceptable when a
target is particularly fragile, or when sharing the truth could dis-
tract a target from something important, as evidenced by the quote
below:

Participant 4: If the truth about a situation will distract someone and
affect his or her performance on an important task, I feel that lying
is temporarily justified, as long as the truth is later revealed. To
illustrate this, I will use an example. Last week, my friend had a
midterm that she was very nervous and stressed about, and had been

Table 1
Coding Categories and Frequencies for Broad Justifications for Deception

Overall
justification

Specific
justification Description for coders Examples of participant responses Total

Unnecessary harm
avoidance

Immediate harm
of honesty

These justifications include lies that are told
to avoid harm to the target at the moment of
communication. This type of harm is imme-
diate and not long-lasting.

� From my perspective, lying to someone
else is the right thing to do when we can
avoid hurting others or make others
happy / comfortable

70.8%

� Lying may be the right thing to do when
telling that person the truth at that particu-
lar moment may be harmful to them.

Instrumental value
of honesty

These justifications focus on whether or not
there are any potential long-term benefits of
honesty. Specifically, is the honest informa-
tion important, actionable, and objective?
These responses suggest that lying is ok
when honesty does not have the potential to
affect future behavior or thinking in a
meaningful way or bring about any other
benefit.

� As long as it isn't something that's incredi-
bly important for them to know, why
bother them with it when you can save
them from the truth?

� I would want to be lied to under certain
circumstances where I cannot change the
result.

69.4%

TOTAL This is a composite category reflecting the presence of either dimension above: immediate harm
or instrumental value

91.0%

Utilitarian These justifications incorporate costs and ben-
efits to parties other than the target of the
lie. Any responses that mention how a lie
will affect the liar, society, or third parties
are considered Utilitarian.

� Lying to someone else is the right thing to
do when it behooves both you and the
other person to have them believe the lie.
Lying may prevent conflicts. . .

36.9%

Never (Deontological) “Never” indicates that the participants
included a statement expressing that lying
is never acceptable. “Never” means that the
person does not provide any justifications
or examples of when/why lying is right.

� There is no instance where lying to some-
one else is the right thing to do.

� I would never want someone to lie to me.

5.0%
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studying for a long time. The day of the test, I found out information
about a boy that she was interested in. I knew that I had to tell her,
however if I told her before her test, she may have been distracted,
upset, and not able to fully focus. This could have compromised her
performance on her test and may have caused her to get a signifi-
cantly worse grade than she deserved. So, I lied to her when I told
her what I did for lunch that day

In these cases, participants typically indicated that truth should
be shared at a later time. Nonetheless, deception in that moment,
was seen as acceptable.
These insights led to the development of a simple framework

that clarifies when deception is seen as acceptable (see Figure 1).
Individuals want to be deceived, and believe deception is ethical
when it prevents unnecessary harm to the target. Judgments of
unnecessary harm depend on two factors: the degree to which hon-
esty has instrumental value (i.e., can lead to meaningful growth,
understanding, or behavioral change in the long-run), and the
degree to which honesty poses immediate harm.
Figure 1 depicts the theoretical relationship between these two

factors and the endorsement of deception. When honesty poses no
immediate harm and provides no instrumental value (lower left
quadrant), individuals are expected to endorse honesty. This

proposition is consistent with research demonstrating that people
have preferences for truth, even when it has no costs or benefits
(Holland et al. 1986; Levine & Schweitzer, 2014; Ortony &
Gupta, 2018). Of course, when honesty does provide instrumental
value, the preference for honesty is likely to be even stronger
(upper left quadrant). When honesty does cause immediate harm,
but is associated with instrumental benefits (upper right quadrant),
individuals are also expected to endorse honesty, though perhaps
not as strongly. In these circumstances, honesty causes necessary
harm (Margolis & Molinsky, 2008; Molinsky & Margolis, 2005).

However, when honesty causes immediate harm and is not asso-
ciated with instrumental value (lower right quadrant), honesty
causes unnecessary harm. In these circumstances, there is
expected to be the greatest consensus that deception is more ethi-
cal than honesty. In subsequent studies, this prediction is tested by
examining (a) whether the endorsement of deception in the low
instrumental value/high immediate harm quadrant is higher than
all other quadrants, and (b) whether the percentage of participants
who believe deception is more ethical than honesty is greater than
50% in in the low instrumental value/high immediate harm
quadrant.

Notably, this prediction—that deception is most likely to be seen
as more ethical than honesty when immediate harm is high and

Figure 1
Deception and Unnecessary Harm Avoidance: A Framework

Note. A qualitative study revealed that participants rely on two key dimensions when judging the ethicality of deception: the
degree to which honesty causes immediate harm (i.e., avoidable pain and suffering) and the degree to which honesty has instru-
mental value (i.e., will lead to long-term learning, growth, and behavioral change). When honesty is high in immediate harm and
low in instrumental value, deception is perceived to prevent unnecessary harm, and therefore is seen as more ethical than truth-
telling.
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Table 2
Explanations of and Existing Support for the Community Standards of Deception

Category of
antecedent Situational antecedent

Statement of community
standard

Relationship to unnecessary
harm

Other discussions of or evidence for the
standard Freq*

Attributes of target 1. Emotional fragility It is acceptable to lie
when targets are
fragile

Telling the truth to some-
one who is vulnerable

! increased immediate
harm

Psychology: People avoid information
when they have low coping resources
(Sweeny et al., 2010)

Philosophy: Plato argues that falsehood
is permissible when it prevents a men-
tally unstable person from harming
himself (Jowett & Campbell, 1894)

4.7%

Telling the truth to some-
one who cannot process
and react to the informa-
tion rationally

! decreased instrumental
value

2. Ability to understand It is acceptable to lie
when targets cannot
understand the truth

Telling the truth to some-
one that will be confused

! increased immediate
harm

Psychology: People avoid information
when they expect not to understand it
(Sweeny et al., 2010)

15.3%

Telling the truth to some-
one if they cannot pro-
cess and react to the
information rationally

! decreased instrumental
value

Applied ethics: Discussions in medical
ethics question whether its ethical to lie
to patients who lack cognitive capacity
(i.e., therapeutic fibbing; Beach &
Kramer, 1999; Richard et al., 2010)

3. Death bed It is acceptable to lie
when targets are near
the end of their life

Telling the truth to some-
one who is vulnerable

! increased immediate
harm

Philosophy: Aristotle argued that decep-
tion might conditionally be good
when one's ability to evaluate a situa-
tion is detrimentally affected by ill-
ness (Zembaty, 1993)

7.3%

Telling the truth to some-
one who does not have
time to act on it

! decreased instrumental
value

Attributes of
information

4. Subjective versus
objective

It is acceptable to lie
about subjective
information

Telling someone a subjec-
tive opinion, rather than
an objective fact

! decreased instrumental
value

Psychology and communication:
Misrepresenting one's subjective opin-
ions is often part of politeness (Brown
& Levinson, 1987; Goffman, 1955)

29.6%

5. Trivial versus
important

It is acceptable to lie
about trivial
information

Telling someone something
that is not important

! decreased instrumental
value

Philosophy: People believe it is accepta-
ble to lie about trivial things (tradi-
tional white lies; Bok, 1978)
Communication: Politeness settings
are those in which the truth is insig-
nificant, but telling it is hurtful
(Sweetser, 1987)

29.2%

6. Controllable versus
uncontrollable

It is acceptable to lie
about things we can-
not control or fix

Telling the truth to some-
one about something
they cannot change or
act upon

! decreased instrumental
value

Psychology: People avoid information
when they lack control over the con-
sequences of the information
(Sweeny et al., 2010)

Religion: In the Talmud, the House of
Hillel argues that you should praise
someone's purchase of an inferior
good after it has been purchased, but
not before it has been purchased
(Telushkin, 1994)

19.6%

Attributes of
context

7. Disruption to special
moments and events

It is acceptable to lie to
preserve special
moments

Telling someone something
that will distract them from
something more important

! increased immediate harm

Religion: in the Talmud, the House of
Hillel argues that you should tell a bride
she is beautiful on her wedding day,
regardless of the truth (Telushkin, 1994)

6.0%

8. The presence of others It is acceptable to lie to
help others save face

Telling someone something
that will embarrass them

! increased immediate
harm

Psychology and communication: People
believe it is acceptable (and in certain
cultures, necessary) to modify behavior
in public (sometimes by use of decep-
tion) to help others save face (Ho,
1976; Hofstede, 1980; Schwartz, 1992)

1.3%

Note. The qualitative study identified 8 community standards of deception, which specify conditions under which honesty is perceived to cause unneces-
sary harm. These standards are reviewed above. Details on the coding scheme used in the inductive study are available in the Supplement 2 in the online
supplemental materials.
*Frequency indicates the frequency with which each standard was mentioned in the inductive study (N = 304).
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instrumental value is low—could be supported by two main effects
or by an interaction between instrumental value and immediate
harm. See Supplement 7 of the online supplementary materials for
greater explanation and visualization.

The Situational Antecedents of Unnecessary Harm (i.e.,
Some Community Standards of Deception)

In addition to revealing the abstract principles that justify
deception, participants elucidated the specific situations in which
those principles apply. These situations illustrate a number of
community standards of deception, which pertain to the attributes
of the target, the topic of honest information, and the context of
the conversation. For example, participants endorsed lying to
emotionally compromised targets (Standard 1) because they
believed that honesty would cause the greatest immediate harm to
fragile targets. Table 2 describes these standards, explain how
each standard relates to the proposed dimensions of unnecessary
harm, and provide the frequency with which each standard
appeared in participants’ responses.
The inductive study generated eight community standards.

When the truth causes harm, people believe it is ethical to lie to
people who (Standard 1) are emotionally fragile; (Standard 2) lack
the cognitive capacity to understand the truth; or (Standard 3) are
at the end of their life; people believe it is ethical to lie about
(Standard 4) subjective information; (Standard 5) trivial informa-
tion; or (Standard 6) information about things that cannot be
changed; and people believe it is ethical to lie when (Standard 7)
true information would disrupt a sacred event; and (Standard 8)
the conversation occurs in front of others. It is important to note
that these eight situations are not an exhaustive list of community
standards of deception. Rather, these eight situations reflect com-
mon and salient situations that lay people link with the construct
of unnecessary harm.
Notably, the standards that correspond with the unnecessary

harm framework are also supported by empirical research on inter-
personal communication and information avoidance, as well as re-
ligious and philosophical discussions on the ethics of deception.
For example, existing research has shown that people avoid infor-
mation when they have no control over the consequences of the in-
formation (Shiloh et al., 1999; Yaniv et al. 2004). The present
research suggests that people also want to be deceived, and see
deception as ethical, in these circumstances. Table 2 summarizes
convergent evidence for each community standard of deception.

Discussion

The unnecessary harm framework makes three central contribu-
tions to our psychological understanding of deception. First, it
clarifies that people—including potential targets of deception—
believe that it is ethical to lie when lying prevents harm to targets.
Rather than considering the potential long-term costs of deception
(i.e., to trust or individual autonomy), as many normative scholars
have done (Bok, 1978; Kant, 1949), communicators and targets
seem to take a relatively myopic view. They consider whether
lying at a particular moment would ultimately promote the target’s
welfare, consistent with recent work on prosocial lies (Levine &
Schweitzer, 2014, 2015).

Importantly, this work extends research on prosocial lies by
documenting the dimensions of harm that communicators, targets,
and observers care about when judging deception in everyday life.
People consider both the immediate harm caused by honesty and
the instrumental value of honesty. This proposition is consistent
with foundational work by DePaulo and Bell (1996), which also
makes a distinction between the emotional and instrumental conse-
quences of honesty. DePaulo and Bell (1996) found that people
are more likely to give false praise about topics that are important
to a target than topics that are unimportant to the target, suggesting
this occurs because communicators are more attentive to emo-
tional harm than instrumental value. Importantly, however,
DePaulo and colleagues (see also DePaulo & Kashy, 1998) never
examine whether individuals consciously assess these attributes,
nor do they consider how these attributes influence moral judg-
ment and target preferences.

Third, the unnecessary harm framework unearths the psychol-
ogy underlying a number of seemingly unrelated community
standards of deception. Lay people, scholars, and religious leaders
have identified a number of “exceptions” to the norm of honesty
(see Table 2 for more details). These exceptions, however, are typ-
ically discussed as one-off anomalies, rather than systematic and
justified deviations from honest communication. The unnecessary
framework explains why these exceptions have been raised,
thereby unifying findings and arguments across psychology, reli-
gion, and philosophy under a common theoretical framework.

Part 2: Empirical Tests

The next section of this article presents four sets of empirical
tests of the unnecessary harm framework. Study 1 presents three
experiments that test the causal effect of immediate harm and
instrumental value on communicators’, targets’, and observers’
endorsement of honesty. Study 2 presents three experiments that
establish judgments of immediate harm and instrumental value as
mechanisms linking the community standards of deception with
the endorsement of deception. Study 3 rules out alternative mecha-
nisms underlying these standards. Finally, Study 4 documents how
perceptions of unnecessary harm influence the use and judgment
of deception in everyday life.

Study 1: Directly Manipulating the Dimensions of
Unnecessary Harm

Method

Study 1 consisted of three separate survey experiments. In each
survey, participants were assigned to a condition from a 2 (imme-
diate harm: low, high) 3 2 (instrumental value: low, high) within-
subjects design. The first survey (N = 60 participants from a U.S.
university laboratory; 47% female; Mage = 26 years) examined
communicators’ moral judgments of deception. The second survey
(N = 84 participants on Amazon Mechanical Turk; 51% female;
Mage = 36 years) examined third parties’ moral judgments of
deception. The third survey (N = 60 participants on Amazon Me-
chanical Turk; 50% female; Mage = 36 years) examined targets’
preferences for deception.
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In each survey, participants read four short scenarios (in a random
order) that described a context in which honest information was (or
was not) immediately harmful and had (or lacked) instrumental
value. Each scenario corresponds with a different quadrant of the
unnecessary harm framework (see Figure 1). For example, in the
communicator survey (Survey 1) the scenarios read as follows:

Imagine that you have a negative opinion of another person that you
are considering sharing.

You know that sharing this opinion right now [low immediate harm:
will not be particularly hurtful / high immediate harm: will be incred-
ibly hurtful].

This information is [low instrumental value: not very important to know
and cannot influence the person’s behavior/ high instrumental value:
important to know and can influence the person’s future behavior.]

In each of the four scenarios, participants were then asked,
“Should you truthfully share this information with the person or
lie to this person?” (choices: “Truthfully share this information” or
“Lie to this person.”). Participants then were asked to explain their
answer and generate examples that fit the scenario.
The third-party survey (Survey 2) and the target survey (Survey

3) were nearly identical, except the scenarios were written from a
third-party or target perspective. At the end of each survey, partici-
pants answered a few demographic questions.

Results and Discussion

First, the percentage of participants who believed lying was eth-
ical in each of the four scenarios are examined. Then, the results
of a logistic regression on the endorsement of deception, using im-
mediate harm, instrumental value, and their interaction as inde-
pendent variables are presented.

Consistent with the proposed theory, the majority of partici-
pants—across all perspectives—endorsed deception when infor-
mation caused high immediate harm and had low instrumental
value. The majority of communicators (73.3%, significantly
greater than 50%; p , .001), third-party judges (66.7%, signifi-
cantly greater than 50%; p = .002), and targets (51.7%, not signifi-
cantly greater than 50%, p = .796) endorsed deception in this
quadrant. Conversely, the majority of participants endorsed hon-
esty in all other quadrants.

Planned contrasts confirmed that the frequency with which
deception was endorsed was significantly greater in the low instru-
mental value/high immediate harm quadrant than all other quad-
rants (all ps , .001). Figure 2 depicts the frequency with which
participants endorsed deception in each quadrant. The size of each
data point is proportional to the percentage of people who
endorsed deception in each condition, within each survey. Each
data point is centered within its respective quadrant.

A series of mixed effects logit models (using the melogit func-
tion in Stata) on the endorsement of deception (1 = lying is
endorsed, 0 = truth-telling is endorsed) including immediate harm,
instrumental value, and their interaction as independent variables
(see Table 3) was also run. A fixed-effects approach to control for
vignette, and a random-effects approach to account for multiple
observations per participant was used. Pseudo-R2 was calculated
using the method described in Tjur (2009).1

Figure 2
Manipulating the Dimensions of Unnecessary Harm

Note. In Study 1, participants learned about a situation in which a person was considering sharing a truth that was either high or low in immediate
harm and either was high or low in instrumental value. Participants in every perspective - Communicators, Observers, and Targets - believed that decep-
tion was the most ethical when the truth was high in immediate harm and low in instrumental value, consistent with the unnecessary harm framework.

1 Logistic regressions in which standard errors were clustered at the
participant-level to account for within-participant dependencies, were also
run. These analyses yielded qualitatively identical results. This was the
case in Study 1, as well as Studies 2 and 3. Code for these analyses are
available on OSF (https://osf.io/p6wch/). During the review process the
random-effects models were recommended, and LR tests confirmed that
these were a better fit for the data in most cases. Therefore, random effects
models are reported in the main manuscript.
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There was not a significant Immediate Harm 3 Instrumental
interaction among Communicators or Targets. However, there was
a significant Immediate Harm 3 Instrumental Value interaction
among observers (third parties). Among observers, immediate
harm significantly influenced the endorsement of deception when
instrumental value was low (p , .001), but not when it was high
(p = .10). In other words, if the truth had instrumental value,
observers endorsed truth telling, regardless of whether it caused
immediate harm. Alternatively, if the truth lacked instrumental
value, observers endorsed deception if the truth caused immediate
harm, but endorsed truth telling otherwise. Cumulative evidence
for a potential Immediate Harm 3 Instrumental Value interaction
is discussed in the General Discussion.

Study 2: Manipulating the Situational Antecedents of
Unnecessary Harm (i.e., the Community Standards of

Deception)

Study 2 extends the present investigation by manipulating each
of the community standards of deception identified in my pilot
study. This study tests how each standard influences the two pro-
posed dimensions of unnecessary harm (immediate harm and
instrumental value of truth), and consequently, the endorsement of
deception. This study, therefore, provides a richer test of the
unnecessary harm framework than Study 1, using common exem-
plars that are both evident in lay people’s discussions of deception
(revealed through participant responses) and philosophical, reli-
gious, and psychological scholarship (see Table 2).

Method

Procedure

Study 2 consists of three survey experiments with three different
samples, each of which featured three different vignettes (total N =
731). Each vignette examined one of the community standards of
deception identified in the inductive study. Each vignette featured
a manipulation of whether or not the relevant standard was vio-
lated (between subjects). For example, Vignette 8 (the Presence of
Others vignette) manipulated whether the target had the opportu-
nity to receive negative feedback in public or private. Two

different vignettes were used to test Standard 6. Table 4 features
the exact vignettes that tested each standard.

In each vignette, perspective was also manipulated; participants
took the perspective of either an observer (observer condition) or the
target (target condition) when judging deception. As in Study 1, the
purpose of the perspective manipulation was to examine whether or
not targets’ preferences for deception converged with observers’
moral judgments. In one survey, perspective was manipulated
between-subjects and in two surveys, perspective was manipulated
within subjects (see Table 4 for more details). Results did not differ
based on whether perspective was a within or between subjects factor.

Each participant responded to three vignettes (in a random
order), but never saw more than one version of the same vignette.
Table 4 reports the vignettes that appeared in each survey, the sam-
ple details, demographics, and any design differences between the
three surveys. Additional details about each survey are reported in
the Supplement 3 of the online supplementary materials.

Dependent Variables

The main dependent variable in each vignette was a dichoto-
mous choice: Participants chose whether truth-telling or lying was
the preferred communication tactic in each vignette.2 After partici-
pants selected the most ethical (their most preferred) response,
participants answered a series of questions intended to examine
perceptions of unnecessary harm (e.g., “To what extent would tell-
ing a lie protect the [individual]'s feelings?” and “To what extent
would telling the truth in this scenario have the potential to influ-
ence the [individual]'s behavior?”). All items were measured using
seven-point rating scales anchored at 1 = not at all and 7 =
extremely. The items vary slightly in each survey, as the scales
were refined. In each survey, an exploratory factor analysis (prin-
cipal axis factoring, varimax rotation) on all the items was con-
ducted. In every survey, the items loaded on to two distinct
factors, which reflect the two dimensions of unnecessary harm:

Table 3
Effects of Immediate Harm and Instrumental Value on the Endorsement of Deception (Test 1)

Independent variables

Survey 1 (Communicators) Survey 2 (Third parties) Survey 3 (Targets) Pooled data

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

Immediate harm of truth 2.56*** 2.31*** 2.45*** 3.12*** 2.11*** 2.21*** 2.40*** 2.59***
Instrumental value of truth 23.36*** 24.17*** 23.07*** 21.71** 23.49*** 23.05** 23.25*** 22.73***
Imm Harm 3 InstrValue 1.08 22.16** �0.60 �0.76
Constant 21.01** 2.90* 21.69*** 22.10*** 22.05*** 22.12*** 20.95** 21.05**

Participant random effect Yes Yes Yes Yes Yes Yes Yes Yes

Survey (perspective) fixed effect Yes Yes

Observations 240 240 336 336 240 240 816 816
R2 0.53 0.52 0.50 0.54 0.47 0.48 0.51 0.52

Note. Significant values bolded.
* p , .05. ** p # .01. *** p , .001.

2 In the observer condition, participants answered the following
question: “Which of the following options is the more ethical response?” In
the target condition, participants answered the question, “Of the following
options, how would you prefer that [the communicator] responds?” To
answer these questions, participants chose between telling the truth and
lying. The exact wording of the response options for each vignette appear
in the Supplement 3.1 of the online supplementary materials.
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Table 4
Manipulating the Community Standards (Study 2)

Community standard
(Vignette name)

Survey
group Scenario introduction Control condition Community standard violation condition

1. Emotional fragility 1 Imagine an employee who just turned in his
weekly marketing report to his manager.
Although the employee usually delivers
good work, the manager - unbeknownst
to the employee - does not think this
report was done well. The employee has
a meeting today with his manager.

The employee asks the manager
what he thought of the report.

The employee’s father was unexpectedly
hospitalized this morning and the em-
ployee is very distressed. The man-
ager knows this information. The
employee asks the manager what he
thought of the report.

3.0% endorse deception 19.5% endorse deception

v2 = 18.36, p , .001

2. Ability to understand 2 Imagine a doctor who realizes that her
patient’s cancer is terminal, meaning
the cancer is not curable and the
patient will likely die.

The doctor's patient is a 44-year-
old adult. The patient can tell
something is wrong and is very
distressed. The patient asks the
doctor if s/he is going to die.

The doctor's patient is a 4-year-old
child. The patient can tell something
is wrong and is very distressed. The
patient asks the doctor if s/he is going
to die.

7.7% endorse deception 33.2% endorse deception

v2 = 38.67, p , .001

3. Death bed 1 Imagine an individual who is seriously
ill. During the individual’s illness, his
spouse cheated on him. The
individual does not know this and still
deeply loves his spouse.

Although the individual is still ill,
he is very likely to recover.
The individual is talking to his
spouse about their relationship
and asks if the spouse has ever
been unfaithful.

The individual is still ill and is likely to
die within the next 24 hours. The indi-
vidual is talking to his spouse about
their relationship and asks if the
spouse has ever been unfaithful.

31% endorse deception 63.8% endorse deception

v2 = 28.67, p , .001

4. Subjective 3 Imagine an employee who must deliver
an important presentation. She will
pitch a new marketing plan to her
manager and colleagues. She plans on
wearing her favorite silk scarf during
the presentation. She loves the scarf
and thinks it brings her good luck.
Imagine that the employee’s colleague
– unbeknownst to the employee –
thinks the scarf is hideous.

The colleague also knows that
many other employees share this
opinion. The day of her presenta-
tion, the employee shows up in a
suit and her silk scarf and asks
how she looks in it.

The colleague also knows, however, that
many other employees do not share
this opinion. Many colleagues like the
scarf. The day of her presentation, the
employee shows up in a suit and her
silk scarf and asks how she looks in
it.

39.4% endorse deception 71.2% endorse deception

v2 = 54.98, p , .001

5. Trivial 2 Imagine an individual who is hosting a
dinner party. The host serves soup,
which one guest finds to be very salty.
The host asks the guest what he thinks
of the soup.

This individual, the host, cooks very
often. The host is a professional
chef and is hosting the party to
try out new recipes for his/her
restaurant. The host serves soup,
which one guest finds to be very
salty. The host asks the guest
what he thinks of the soup.

This individual, the host, does not cook
very often. The host has no professio-
nal cooking training and is hosting the
party for fun. The host serves soup,
which one guest finds to be very salty.
The host asks the guest what he thinks
of the soup.

18% endorse deception 37.8% endorse deception

v2 = 18.82, p , .001

6a. Uncontrollable (fea-
ture of person)

1 Imagine a summer intern who just deliv-
ered his end-of-internship presentation
to his office. The intern stuttered quite
a bit during the presentation. The
intern's friend attended the presenta-
tion and believed that the intern's stut-
ter notably decreased the quality of his
presentation, compared to his fellow
interns. Aside from the stutter, the pre-
sentation was pretty good.

The intern stuttered because he
was nervous during this partic-
ular presentation. He can likely
improve his ability to speak
without a stutter. The intern's
friend knows this information.
The intern asks his friend what
he thought of the presentation.

The intern stuttered because he has a
diagnosed speech impediment. The
intern cannot improve his ability to
speak without a stutter. The intern's
friend knows this information. The in-
tern asks his friend what he thought
of the presentation.

18.8% endorse deception 64.4% endorse deception

v2 = 93.31 p , .001

6b. Uncontrollable (no
time to implement)

1 Imagine an employee who must deliver
an important presentation. He will

The day before his presentation,
the employee tells his

The day of his presentation, the employee
shows up in his suit and he asks his

(table continues)
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immediate harm, and the instrumental value of truth. Thus, com-
posite scales for each dimension (in each survey, as . .57) were
created. Appendix reports all scale items. After participants sub-
mitted their responses, they responded to a single item attention
check (see Supplement 3.2 of the online supplementary materials)
and answered demographic questions.

Results

Main Analyses

The purpose of the vignettes was to explore how each standard
influenced perceptions of unnecessary harm and the endorsement
of deception, rather than to examine the differences between these
standards. Thus, results of each vignette are presented independ-
ently. Supplement 3.5 of the online supplementary materials also
reports a set of analyses pooling all of the data, to further test the
proposed theory.
Overall, there was little evidence that targets and observers dif-

fered in their endorsement of deception. Across all vignettes, there
were no main effects of perspective (ps . .17), and there was only
an interaction between perspective and community standard

violation in one vignette.3 Thus, subsequent analyses are collapsed
across perspective.

The main analyses feature chi-squared tests to compare the pro-
portion of participants who endorsed deception when a community
standard was or was not violated. Table 4 includes all proportions
and statistical tests. There was a significant main effect of each
standard in all nine vignettes (all ps, .001, see Table 4).

Importantly, each community standard was also mapped on to
the proposed theoretical framework (see Figure 3). Specifically, for
each vignette, the mean ratings of immediate harm and instrumental
value of truth in the control condition and the mean ratings of im-
mediate harm and instrumental value of truth in the community
standard violation condition were plotted. The size of each data

Table 4 (continued)
Community standard
(Vignette name)

Survey
group Scenario introduction Control condition Community standard violation condition

pitch a new marketing plan to his man-
ager and colleagues. He plans on
wearing his favorite black suit during
the presentation. Imagine that the
employee’s colleague – unbeknownst
to the employee - thinks this suit is too
tight and that the suit is inappropriate
for the presentation.

colleague that he plans on
wearing this suit and he asks
the colleague how he looks in
it. At this time, the employee
has other suits available that
he can wear.

colleague how he looks in it. At this
time, the employee has no other suits
available that he can wear.

7.6% endorse deception 64.4% endorse deception

v2 = 93.31, p , .001

7. Disruption to special
moments and events

2 Imagine a manager who must fire 10%
of his workforce. It is a Friday after-
noon and top management has just
given the manager a list of employees
to lay off. It is the beginning of
December and the manager has until
January 1st to inform employees of
their work status. After January 1st,
employees will have 6 months - at full
pay - to search for new jobs and finish
their roles. Nothing about their work
will change until that time. Imagine an
employee who is on the layoff list.
This employee has no idea that layoffs
are coming, but the employee does
know that the company is going
through a reorganization.

The employee drops by the
manager’s office on his/her
way out the door on Friday.
The employee asks the
manager if there’s any
news about the
reorganization.

The employee is getting married this week-
end - on Saturday - and s/he drops by the
manager’s office on his/her way out the
door on Friday. The employee asks the
manager if there’s any news about the
reorganization.

22.9% endorse deception 52% endorse deception

v2 = 35.16, p , .001

8. The presence of
others

3 Imagine an employee who just turned in
his weekly marketing report to his
manager. Although the employee usu-
ally delivers good work, the manager -
unbeknownst to the employee - does
not think this report was well done.

The employee has a one-on-
one meeting today with his
manager. The employee
enters the manager’s office.
The employee asks the
manager what he thought
of the report.

The employee is attending a company-wide
networking event today. The employee
walks into the event and begins talking to
his manager and several other colleagues.
In front of a group of colleagues, the em-
ployee asks the manager what he thought
of the report.

1.5% endorse deception 38.3% endorse deception
v2 = 115.90, p , .001

Note. Table 4 depicts 8 tests of community standards of deception. In each vignette, violating a community standard significantly increased the endorse-
ment of deception (significant values bolded). To conduct these tests, three separate surveys were run. Each survey (denoted by Survey group) featured
three vignettes. In Survey Group 1: Mturk, N = 267; 47% female; Mage = 35, Perspective was manipulated between subjects. In Survey Group 2: U.S. uni-
versity laboratory, N = 195; 52% female; Mage = 25, Perspective was manipulated within subjects. In Survey Group 3: Mturk, N = 269, 45% female;
Mage = 38, Perspective was manipulated within subjects.

3 Specifically, in Vignette 7 (disruption to special moments and events),
there was a significant Perspective 3 Community Standard Violation
interaction on the endorsement of deception (p = .027). The interaction
reveals that the effect of the community standard violation was greater in
the preferences condition than in the ethics condition, but there was still a
significant effect of the standard violation across both perspectives (ps ,
.01).
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Figure 3
Mapping the Community Standards Onto the Unnecessary Harm Framework (Study 2)

Note. For each vignette, the mean ratings of immediate harm (X axis) and instrumental value (Y axis) in the control condition (white dot) and in the
community standard violation condition (dark gray, spotted dot) is plotted. The size of each data point is proportional to the percentage of people who
endorsed deception in each condition. In every vignette, violating a community standard increased the endorsement of deception. Violating a community
standard generally increased judgments of immediate harm and decreased judgments of the instrumental value of truth.
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point is proportional to the percentage of people who endorsed
deception in each condition. These graphs suggest that violating a
community standard generally increases perceptions of immediate
harm and lowers perceptions of the instrumental value of truth.
The four quadrants of the proposed theoretical framework also

closely align with my empirical data. The majority of participants
endorsed deception in vignettes that were judged to be in the high
immediate harm-low instrumental value (lower right) quadrant of
the theoretical framework, and endorsed honesty in all other quad-
rants. This pattern of results was also present when looking at par-
ticipants’ own ratings of immediate harm and instrumental value,
across vignettes. Specifically, the majority of participants (84.3%;
significantly greater than 50%; p , .001) endorsed deception,
across scenarios, when they rated the truth as high in immediate
harm (higher than 4, the midpoint of the scale) and low in instru-
mental value (lower than 4, the midpoint of the scale). In contrast,
only 31.0% of participants endorsed deception when they rated the
truth as low in immediate harm and low in instrumental value,
3.2% of participants endorsed deception when they rated the truth
as low in immediate harm and high in instrumental value, and
33.1% of participants endorsed deception when they rated the truth
as high in immediate harm and high in instrumental value (all pro-
portions significantly lower than 50%; ps, .001).

Mediation Results

Mediation analyses, pooling all of the data from the nine
vignettes were also conducted, to test the proposed theory more
precisely. Across the nine vignettes, we expected perceptions of
immediate harm and the instrumental value of truth to mediate the
effects of community standard violations on the endorsement of
deception.
A multilevel logistic mediation model using Stata’s gsem func-

tion was performed. A random intercept was included in each
model at the participant level to account for multiple observations
per participant, and fixed effects were included to control for sce-
nario and perspective.4 The mediation model included community
standard violation as the independent variable, perceptions of im-
mediate harm and instrumental value as simultaneous mediators,
and the endorsement of deception as the dependent measure. There
was significant evidence of mediation through both perceptions of
immediate harm (indirect effect = 1.12, SE = .08, 95% CI [.96,
1.27]) and perceptions of the instrumental value of truth (indirect
effect = .85, SE = .07, 95% CI [.72, .98]).

Discussion

Each of the community standards identified in the inductive
study represents a situational antecedent of unnecessary harm.
This study finds that each standard has a significant causal effect
on targets’ desire for and observers’ moral judgments of decep-
tion, and that perceptions of immediate harm and instrumental
value underlie these effects. When a community standard is vio-
lated—for example, when a target does not have time to imple-
ment feedback—honesty is perceived to be more harmful at the
moment of communication and to yield less instrumental value. In
these circumstances, deception is perceived to be more ethical
than honesty and targets want to be deceived.

Study 3: Exploring Alternative Theories

Studies 1 and 2 provide evidence that perceptions of unneces-
sary harm influence attitudes toward deception, and may explain
why people endorse several seemingly anomalous standards of
deception. Study 3 tests the explanatory power of the unnecessary
harm framework, relative to alternative theories of deception that
have been proposed in psychology and philosophy.

If lay people think like philosophers, it is possible that they
would focus on how deception can undermine trust in others’ words
(Bacon, 1872; Harris, 2013), or individual autonomy (e.g., Bok,
1978), rather than how deception can prevent harm to a target. Fur-
thermore, it is possible that people would not consider the conse-
quences of deception at all, but simply believe they have a
categorical duty to be honest (Kant, 1785/1959). Although the in-
ductive study suggests these possibilities are unlikely, the present
experiment tests these alternative theories more directly to corrobo-
rate the inductive study results. Study 3 also addresses the possibil-
ity that communicators make egocentric moral judgments of
deception, perceiving deception as more acceptable when it is in
their self-interest (e.g., when they will benefit from lying and/or are
unlikely to get caught; Bereby-Meyer & Shalvi, 2015; Shalvi et al.,
2015).

Study 3 explores the relationship between these alternative theo-
ries and the endorsement of deception in two ways. First, we exam-
ine how these judgments predict the endorsement of deception
generally, regardless of community standard violations. Second,
we test whether any of these judgments underlie the relationship
between community standard violations and the endorsement of
deception, using mediation analyses. It is possible, for example,
that lies that prevent unnecessary harm are seen as acceptable not
because of the harm they prevent, per se, but rather because they
spare the liar from discomfort and conflict (self-interest), they are
not perceived as threats to a target’s autonomy (because the
target could not have acted on or understood the truthful informa-
tion), or because they are less likely to be detected (because targets
are motivated to avoid harmful truths). Study 3 tests these
possibilities.

Method

Participants

Two separate samples were recruited to complete this study.
The first sample consisted of 136 adults recruited via Amazon Me-
chanical Turk (43% female; Mage = 32 years). The second sample
consisted of 142 adults from a U.S. university laboratory sample
(61% female;Mage = 23 years). Both samples completed an identi-
cal survey. There were no effects of sample on the endorsement of
deception. Thus, results are reported collapsed across samples (see
Supplement 4.2 of the online supplementary materials for results
split by sample).

4 Two models were compared using AIC/BIC fit statistics: the lower the
value (a deviation statistic), the better the model. The first model did not
correlate the error terms for the mediating variables immediate harm and
instrumental value. The second model correlated the error terms. The
second model with the correlated errors had lowest AIC/BIC values and
was therefore chosen.
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Procedure

The survey consisted of three vignettes. In each vignette, a
different standard of deception and whether participants judged
the ethicality of deception from the perspective of an observer,
target, or communicator was manipulated. Community standard
violation and perspective were both between-subjects factors.
As in the previous study, participants responded to multiple
vignettes, but never saw more than one version of the same vi-
gnette. The order in which the vignettes were presented was
randomized.

Vignettes

Study 3 featured new vignettes, each of which manipulated a
different community standard. Although Study 3 only explored
a subset of community standards, each standard pertains to a
different type of situational antecedent to unnecessary harm.
The first vignette manipulates an attribute of the target (i.e., the
target’s ability to understand the truth). The second vignette
manipulates a feature of the information (i.e., whether the target
could react to the information). The third vignette manipulates
the context of the conversation (i.e., whether others were
present).
Ability to Understand. In the first vignette, participants had to

decide whether or not to inform a target that his daughter had died.
The vignette manipulated whether or not the target suffered from de-
mentia. This vignette corresponds with the standard: Lie to targets
that cannot understand the truth (Standard 2, Table 2) and mirrors
the medical ethics concept of “therapeutic fibbing” (Beach &
Kramer, 1999). The exact vignette appears below.

Imagine a caregiver at a nursing home. The caregiver is responsible
for Jeff, a 93-year-old man.

Control condition: Jeff is in good physical and mental health.

Violation condition: Although Jeff is in good physical health, he suf-
fers from severe dementia. This means that he often cannot make sense
of his reality and is easily confused.

The caregiver recently learned that Jeff’s estranged daughter, who he
has not heard from for over a decade, died 2 years ago.

One day, out of the blue, Jeff asks his caregiver if she has heard any-
thing about his family.

Time to Implement Change. The second vignette depicted
an individual who had made an error when writing a article. The
vignette manipulated whether the mistake could be corrected. This
vignette corresponds with the standard: Lie when honest feedback
can no longer be implemented (Standard 6, Table 2):

Imagine a graduate student, Jeff, who is planning to submit a paper
for publication. Jeff has poured months into his research and is very
proud of the resulting manuscript.

Jeff’s friend recently read Jeff’s manuscript and noticed a few errors.

Control condition: Jeff is submitting the final paper tomorrow—after
he submits the manuscript he will no longer be able to implement
changes.

Violation condition: Jeff submitted the paper yesterday—meaning he
is no longer able to implement changes.

Jeff asks his friend what he thought of the manuscript.

Presence of Others. The third vignette depicted an individ-
ual who had delivered a presentation poorly. The vignette manip-
ulated whether the opportunity to give feedback occurred in
public or private. This vignette corresponds with the standard:
Lie when honesty would embarrass the target in front of others
(Standard 8, Table 2):

Imagine a summer intern named Jeff, who just delivered his end-of-
internship presentation to his office.

Jeff’s PowerPoint slides were disorganized and he misspoke several
times. Jeff’s friend attended the presentation and believed that Jeff’s
presentation went very poorly. Jeff did not seem to realize that, and it
is unclear what other audience members thought.

Control condition: Immediately after the presentation, in a private
space, Jeff asks his friend what he thought of the presentation.

Violation condition: Immediately after the presentation, in front of
several remaining audience members, Jeff asks his friend what he
thought of the presentation.

Dependent Variables

Endorsement of Deception. After participants read each vi-
gnette, participants answered, “In the course of this conversa-
tion, which of the following options is the more ethical
response?” Participants chose between: “Tell [the individual]
the truth” and “Lie to [the individual].” The main dependent
variable and the response options were identical across all per-
spectives. The response options were followed by short descrip-
tions of the relevant truth or lie for each vignette. The exact
wording of all response options appears in the Supplement 4.1
of the online supplementary materials.

After participants chose to endorse either deception or honesty,
participants answered a series of questions intended to examine
the proposed mechanisms and rule out alternatives. All items were
measured using seven-point rating scales anchored at 1 = not at all
and 7 = extremely.

Immediate Harm and Instrumental Value. Participants
responded to four items about the immediate harm of honesty
(a = .80): “To what extent would honesty cause pain to [the tar-
get] at the moment of communication?,” “To what extent would
telling a lie protect [the target’s] feelings at the moment of
communication?,” “To what extent would honesty cause harm
to [the target] at the moment of communication?,” and “To
what extent would lying benefit [the target] at the moment of
communication?”

Participants also responded to four items about the instrumental
value of truth (a = .83): “To what extent would telling the truth in
this vignette have the potential to influence [the target’s] future
behavior?,” “To what extent would telling the truth in this vignette
be valuable for [the target’s] long-term well-being?,” “To what
extent is the honest information necessary for [the target] to
know?,” and “To what extent is the honest information useful for
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[the target’s] learning, growth or enlightenment?” These items
were adapted from Study 2.

Alternative Mechanisms

Moral Duty. Participants responded to a single item about
moral duty: “To what extent does [the potential liar] have a moral
duty to tell the truth?”
Societal Harm. Participants responded to a single item about

the degree to which lying could cause societal harm: “To what
extent might telling this lie harm society as a whole?”
Perceived Autonomy Violation. Participants responded to

two items about the degree to which lying violated the target’s
autonomy (r = .46): “To what extent does this lie infringe upon
[the target’s] autonomy?” and “To what extent does telling this lie
prevent [the target] from making informed decisions?”5

Self-Interest. Participants responded to two items about the
degree to which lying benefited the liar (r = .59): “To what extent
is lying the easiest course of action for [the potential liar]?” and
“To what extent does lying spare [the potential liar] from conflict?”
Probability of Detection. Finally, participants responded to

two items about the degree to which lying could ever be discov-
ered (r = .26): “To what extent is the honest information verifia-
ble?” and “To what extent is it possible for [the target] to
independently uncover the truth?”
Participants also answered a single-item manipulation check,

which asked about the relevant community standard. There was a
significant effect of community standard violation on the manipu-
lation check in every vignette (ps , .01). After participants sub-
mitted their responses, they provided demographic information.

Results

Analytical Approach

As in Study 2, each vignette was first analyzed independently.
For each vignette, a set of logistic regressions were conducted, to
examine the effects of Implicit Rule Violation and Perspective on
the endorsement of deception (1 = lying is endorsed, 0 = truth-tell-
ing is endorsed). In these regressions, Implicit Rule Violation was
coded as 1 if the relevant rule was violated (e.g., if the target was

not able to understand the information and 0 otherwise). Two
dummy variables for the Perspective conditions were also created
(Target = 1 in the Target perspective condition and 0 otherwise;
Communicator = 1 in the Communicator perspective and 0 other-
wise; the Observer perspective served as the control). Then, analy-
ses using the data from all scenarios were conducted, to test the
proposed theory and examine alternative mechanisms.

Vignette-Level Results

The results of the vignette-level logistic regressions appear in
Table 5. Figure 4 also depicts the proportion of participants who
endorsed deception in each experimental condition in each
vignette.

In each vignette, there was a significant effect of community
standard violation (ps , .05). In the ability to understand and time
to implement vignettes, there were no main or interaction effects
of perspective (ps . .44). In other words, participants responded
to community standard violations similarly if they considered the
situation from the perspective of a liar, target, or an observer.

In the presence of others vignette, there was a significant, but
unpredicted, perspective effects (see Table 5, Column 3). Communi-
cators believed that lying was more ethical than observers did (b =
1.40, p = .04). There were also significant Communicator 3 Com-
munity Standard Violation (b = �1.57, p = .05) and Target 3 Com-
munity Standard Violation (b = �1.65, p = .05) interactions; the
community standard violation had a weaker effect on communicators
and targets than observers. These results suggest that observers may
be more attuned to the value of deception in public contexts.

Pooled Results

Next, an analysis using the data from all scenarios was conducted,
to test the proposed theory and rule out alternative mechanisms. A
series of mixed effects logit models were run (using the melogit
function in Stata) on the endorsement of deception (1 = lying is
endorsed, 0 = truth-telling is endorsed) including community

Table 5
Vignette-Level Analyses in Study 3

Dependent variable: Endorsement of deception; 1 = lie, 0 = tell the truth

Vignette

Independent variables Ability to understand Time to Implement Presence of Others

Community standard violationa .98* 2.07** 2.49***
Communicatorb �.12 �.72 1.40**
Targetc .36 �.72 .92
Communicator 3 Community Standard Violation .18 .96 21.57*
Target 3 Community Standard Violation �.12 .60 21.65**
Constant 21.21*** 23.11*** 22.61***
Observations 278 278 278
R2 0.05 0.16 0.09

Note. Significant values bolded.
a Violation is coded as 1 = community standard violation, 0 = no standard violation. b Communicator is coded as 0 = target or observer perspective, 1 =
communicator perspective. c Target is coded as 0 = liar or observer perspective, 1 = target perspective.
* p # .05. ** p # .01. *** p , .001.

5 Although perceptions of autonomy are closely related to perceptions of
the instrumental value of truth, these two constructs loaded on distinct
factors in an exploratory factor analysis (principal axis factoring, varimax
rotation).
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standard violation, perspective, gender, age, and the seven mecha-
nism measures as independent variables (see Table 6). As in Studies
1 and 2, a fixed-effects approach was used to control for vignette,
and a random-effects approach to account for multiple observations
per participant. Pseudo-R2 was calculated using the method
described in Tjur (2009).6

Community standard violations powerfully influence the
endorsement of deception (all bs . .84, ps , .001, Models 2–7),
whereas perspective matters much less. As hypothesized, percep-
tions of immediate harm and instrumental value also significantly
influence the endorsement of deception (particularly when the

Immediate Harm 3 Instrumental Value interaction is not included,
ps , .001, Models 5–6, and 9–10). There was not a significant
interaction between immediate harm and instrumental value (see
Models 7–8). Of the alternative mechanisms examined, only per-
ceptions of moral duty significantly impacted the endorsement of

Figure 4
Community Standard Violations Across Perspectives (Study 3)

Note. In Study 3, participants in all perspectives (Communicators, Observers, and Targets) were more likely to endorse decep-
tion when a community standard was violated.

6 If the LR test from the multilevel model was significant (p , .05), the
random (multilevel) model was used to account for multiple observations
per participant. This was the case for all the logit models in Study 3, except
for one, in which case a clustered standard error approach was used, rather
than the random model. See Table 6.
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deception (ps, .001, Models 9–10), controlling for all other mech-
anisms. In other words, the degree to which lying could be easily
detected, served the liar’s interests, violated the target’s autonomy,
or could lead to societal harm, did not influence the endorsement of
deception after controlling for community standard violations and
perceptions of unnecessary harm.
Although the majority of participants did not endorse deception

when a particular community standard was violated in this study
(see Figure 4), the majority of participants did endorse deception
when they rated the truth as high in immediate harm and low in
instrumental value, consistent with the unnecessary harm frame-
work. Specifically, 75.5% of participants (significantly greater
than 50%; p , .001) endorsed deception, across scenarios, when
they rated the truth as high in immediate harm (higher than 4, the
midpoint of the scale) and low in instrumental value (lower than
4, the midpoint of the scale). In contrast, only 26.1% of partici-
pants endorsed deception when they rated the truth as low in im-
mediate harm and low in instrumental value, 2.3% of participants
endorsed deception when they rated the truth as low in immediate
harm and high in instrumental value, and 23.5% of participants
endorsed deception when they rated the truth as high in immediate
harm and high in instrumental value (all proportions significantly
lower than 50%; ps , .022).

Mediation Analyses

In addition to the logistic regressions, mediation analyses were
conducted using Stata’s gsem function. The mediation model
included community standard violation as the independent vari-
able, the seven potential mechanisms as simultaneous mediators,
and the endorsement of deception as the dependent measure. A
random intercept was included in each equation at the participant
level to account for multiple observations per participant, and
fixed effects were included to control for scenario and perspective.
There was significant evidence of mediation through both pro-
posed mechanisms: immediate harm and instrumental value.
There was also significant mediation through perceptions of moral
duty.7 However, the direction of the effect does not echo philo-
sophical assumptions about one’s duty to tell the truth (e.g., Kant,
1785/1959). Lay people do not believe that they have a categorical

Table 6
Pooled Results Across Vignettes in Study 3

Dependent variable = Endorsement of deception; 1 = lie, 0 = tell the truth

Model number

Independent variables 1 2 3 4 5 6 7 8 9 10

Community standard
violationa 1.47*** 1.48*** 1.80*** .86*** .84** 1.02***

Communicatorb 0.16 0.39
Targetc ,0.01 0.40
Liar 3 Community Standard
Violation �0.35

Target 3 Community
Standard Violation �0.62

Immediate harm of truth 1.05*** 1.03** 0.48 0.54 1.06*** 1.02**
Instrumental value of truth 21.14*** 21.08*** 21.87*** 21.71*** 2.74*** 2.67**
Imm Harm 3 InstrValue 0.13þ 0.11
Self-interest 0.12 0.12
Autonomy �0.11 �.10
Probability of detection �0.10 �.06
Societal harm 0.01 �0.01
Moral duty 2.74*** 2.77***
Genderd 0.50**
Age 20.02*
Constant 21.60*** 22.78*** 22.84*** 23.06*** �1.00 21.82* 2.14 0.90 0.67 �.30

Vignette fixed effect Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Participant random effect Noe Yes Yes Yes Yes Yes Yes Yes Yes Yes

Observations 834 834 834 834 834 834 834 834 834 834
R2 0.05 0.18 0.18 0.18 0.46 0.48 0.47 0.49 0.55 0.55

Note. Significant values bolded.
a Violation is coded as 1 = community standard violation, 0 = no standard violation. b Communicator is coded as 0 = target or observer perspective, 1 =
communicator perspective. c Target is coded as 0 = communicator or observer perspective, 1 = target perspective. d Gender is coded as 1 = female, 0 =
male. e If the LR test from the multilevel model is significant (p , .05), this suggests that the random effect is significant and a random model should be
used, in lieu of clustering standard errors. This was the case for all the logit models in study 3, except model 1. Therefore, in model 1, I clustered standard
errors at the participant level, rather than using a random-effects approach.
þ p # .10. * p # .05. ** p # .01. *** p , .001.

7 One potential concern with this analysis is that the moral duty item is
too conceptually similar to the preference for deception. Therefore, the
mediation analysis was rerun without this item. Although the significance
of some of the effects did change, perceptions of immediate harm and
instrumental value continued to have significantly larger indirect effects
than any other potential mechanisms. See the Supplement 4.3 of the online
supplementary materials for details.
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imperative to tell the truth. Rather, they believe that when a com-
munity standard is violated, they have less duty to tell the truth,
leading them to endorse deception. Figure 5 depicts the theoretical
mediation model, the coefficients on all a and b pathways, as well
as the indirect effects.

Discussion

Study 3 suggests that perceptions of the immediate harm and the
instrumental value of truth, the two hypothesized dimensions of
unnecessary harm, underlie the effects of community standard viola-
tions on the endorsement of deception. Perceptions of autonomy,
societal harm, self-interest, and the probability of detection do not.
It is important to note, however, that some of the alternative

mechanisms investigated here are influenced by community stand-
ard violations (see a and b pathways in Figure 5). For example,
lying when an community standard is violated is perceived to be
less of an autonomy violation (a5 = �.409, p , .001), harder to
detect (a6 = �.356, p , .001) and more in the communicator’s in-
terest (a4 = .370, p = .001) than lying when an community stand-
ard is not violated. However, these judgments do not influence the
endorsement of deception, particularly after controlling for percep-
tions of unnecessary harm (see b pathways, all ps . .187).

Alternatively, perceptions of unnecessary harm to the target do in-
dependently influence the endorsement of deception, above and
beyond the effects of all other mechanisms investigated.

Study 4: Perceptions of Unnecessary Harm in
Everyday Life

Studies 4a and 4b examine how perceptions of unnecessary
harm influence the lies people tell in their everyday conversations
using representative U.S. samples. Study 4a examines communica-
tor judgments and Study 4b examines third-party judgments.
These studies also explore how the dimensions of unnecessary
harm influence the use and judgment of deception, above and
beyond alternative mechanisms, as in study 3.

Method

Study 4a and 4b were nearly identical, except that participants
in Study 4a reported lies (or truths) they recently told, and partic-
ipants in Study 4b judged the lies (or truths) reported by Study
4a participants. For each study, 300 adults from a U.S. represen-
tative sample were recruited via Prolific Academic (https://www
.prolific.co/). We ended up with a final sample of 296 participants

Figure 5
Mediation Analysis in Study 3

Note. Numbers for a pathways denote the beta coefficients from regressions on each mechanism, using community standard violation as a predictor.
Numbers for b pathways denote the beta coefficients from regressions on the endorsement of deception, using community standard violation and all
mechanisms as predictors. Numbers in the center boxes reflect the point estimate for the indirect effect and the 95% confidence interval around the indi-
rect effect for each proposed mechanism. Bold, solid lines signify significant pathways; dotted lines signify insignificant pathways. Consistent with the
unnecessary harm framework, judgments of the immediate harm and instrumental value of truth mediated the effect of community standards violations
on the endorsement of deception.
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who completed Study 4a (50% female; Mage = 45 years; Mwork expe-

rience = 23 years), and 285 participants who completed Study 4b
(50% female;Mage = 44 years;Mwork experience = 21 years). Study 4b
was preregistered at aspredicted.org (https://aspredicted.org/yw6z2
.pdf).

Study 4a

Participants in Study 4a first read a passage explaining that peo-
ple often face situations in which they are tempted to lie. Then,
participants were asked to, “Think of the last time you struggled
with the decision to tell the truth. That is, think of the most recent
time that you considered lying or were tempted to lie, and either
ended up lying or telling the truth.” Participants then described the
situation using a free response text box.
After describing the situation, participants wrote the name of

the person they had considered lying to and indicated the nature of
their relationship with this person (choices: friend, family member,
coworker, stranger, significant other, roommate, other).8 Then,
participants indicated whether they ultimately lied or told the truth
in the situation they described. Participants then responded to a se-
ries of scale measures.

Study 4b

Each participant in Study 4b read 10 randomly-selected situations
described by participants in Study 4a (i.e., the text response describ-
ing a situation in which the participant was tempted to lie).9 Then
participants rated the situation on the same measures as participants
in Study 4a (see below).

Dependent Variables

Moral Judgment of Deception. Participants indicated how
ethical it was to lie in the situation they [the participant in study
4a] described (1 = completely unethical, 7 = completely ethical).
Immediate Harm and Instrumental Value. Next, partici-

pants responded to potential mechanism items. Participants
responded to the same four items about the immediate harm of
honesty used in study 3, plus an additional item, “To what extent
would telling the truth in this situation cause unnecessary harm to
[the target]” (1 = not at all, 7 = extremely; a = .89). Participants
also responded to the same four items about the instrumental value
of truth used in Study 3 (a = .75).

Alternative Mechanisms

Self-Interest. Participants responded to the same two items
about the degree to which lying benefited the liar as they had in
Study 3, plus the item “To what extent would lying in this situa-
tion benefit you?” (1 = not at all, 7 = extremely; a = .68).
Societal Harm. Participants responded to the same item about

the degree to which lying could cause societal harm as they had in
Study 3, plus an additional item: “If everyone lied in situations
like this, to what extent would this harm societal trust?” (1 = not
at all, 7 = extremely; r = .485, p , .001). This latter item better
reflects philosophical arguments about the deleterious effects of
any lie on society and trust in language (i.e., the Principle of Ve-
racity, Bok, 1978).
Perceived Autonomy Violation. Participants responded to a

single item about the degree to which lying violated the target’s

autonomy: “To what extent does this lie infringe upon [the tar-
get’s] autonomy?” (1 = not at all, 7 = extremely).

Probability of Detection. Finally, participants responded to a
single item about the degree to which lying could ever be discov-
ered: “How likely is it that you would be caught lying in this situa-
tion?” (1 = not at all, 7 = extremely).

After participants submitted their responses, they provided de-
mographic information.10

Results

In Study 4a, a total of 56.4% of participants described situations
in which they ended up lying. Table 7 depicts examples of lies that
were perceived to be ethical (above the midpoint of 4), and that
were rated to be high in immediate harm (above the midpoint of 4)
and low in instrumental value (below the midpoint of 4). The de-
scriptive statistics of all scale measures split by the decision to lie
are presented in the Supplement 5.2 of the online supplementary
materials.

Analytical Approach

The purpose of this study was to explore how perceptions of
unnecessary harm influence the decision to lie (Study 4a only) and
the moral judgment of deception (Studies 4a and 4b), above and
beyond other variables associated with the ethics of deception.
Therefore, a series of regressions (logistic regressions predicting
the decision to lie, OLS regressions predicting moral judgments)
using perceptions of unnecessary harm, perceptions of self-inter-
est, societal harm, autonomy violation, and probability of detection
as independent variables were run. Tables 8 and 9 depict the
results.

Decision to Lie (Study 4a)

In Study 4a, perceptions of immediate harm and instrumental
value significantly predicted the decision to lie (see Model 1 in
Table 8; ps , .001). There was not a significant Immediate
Harm 3 Instrumental Value interaction; however, including the
interaction in the model did reduce the predictive value of im-
mediate harm, as it did in Studies 2 and 3 (see Models 2 and 4
in Table 8).

Self-interest and perceptions of societal harm also influenced
the decision to lie in Study 4a. However, after controlling for these
judgments, perceptions of immediate harm and instrumental value
still significantly predicted the decision to lie (see Model 3),
though only when the Immediate Harm 3 Instrumental Value
interaction was not included in the model (see Model 4).

8 See the Supplement 5.3 of the online supplementary materials for
analyses split by relationship-type and a discussion of how deception
differed across relationships.

9 The preregistration had a typo, indicating that each participant would
rate 20, rather than 10, situations described by participants in Study 4a.

10 Participants in Study 4a also answered questions about the degree to
which they believed the target would be angry and would believe the liar
had good intentions if they discovered the lie, as well as three exploratory
items about their communication medium and the degree to which they
planned their lie in advance. See the Supplement 5.1 of the online
supplementary materials for a discussion of these measures and their
results.
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Moral Judgment of Deception (Studies 4a and 4b)

Moral judgments of deception showed similar patterns. Among
communicators (Study 4a) and third parties (Study 4b), perceptions of
immediate harm and instrumental value significantly predicted the
belief that deception was ethical (see Models A1 and B1 in Table 9; ps
, .001). I found evidence for a significant immediate Harm3 Instru-
mental Value interaction among communicators (Study 4a; see Models
A2 and A4 in Table 9), but not third parties (Study 4b; see Models B2
and B4 in Table 9). In Study 4a, I found that including the interaction
in the model reduced the predictive value of immediate harm on the
judgment of deception, as was the case for the decision to lie (see
Models A2 and A4 in Table 9). This was not the case in Study 4b.
Perceptions of societal harm also influenced the moral judgment

of deception among communicators (Study 4a) and third parties
(Study 4b). Surprisingly, third parties, but not communicators,
also judged lies to be more ethical when they promoted the com-
municator’s self-interest. Importantly, however, perceptions of
unnecessary harm still predicted the moral judgment of deception,
controlling for judgments of societal harm, though the nature of
these relationships (i.e., whether immediate harm or instrumental
value remained significant) varied across models.

Mean Ratings Among Communicators (Study 4a) Versus
Third Parties (Study 4b)

Next, we examine whether communicators’ judgments were miscali-
brated, relative to third-party judgments. T-tests were used to compare

the mean level of ratings provided by third parties and communicators
(see Table 10). Third-party raters in Study 4b judged the truth as having
greater instrumental value (p, .001), and perceived deception as caus-
ing greater societal harm (p, .001), as representing a greater autonomy
violation (p , .001), as being more likely to be detected (p , .001),
and as being less in the communicator’s self-interest (p = .025), relative
to communicators in Study 4a. These results suggest that communica-
tors may systematically underestimate the instrumental value of truth
and the degree to which their deception will be detected, as well as the
societal harm and the autonomy damages caused by deception. How-
ever, it is not clear whether these underestimations bias communicators’
judgments of ethicality. Third parties’ and communicators’ moral judg-
ments did not differ, and perceptions of immediate harm, instrumental
value and societal harm generally influenced moral judgments in the
same manner across these samples (see Tables 8 and 9).

Discussion

Study 4 provides evidence that perceptions of unnecessary harm
influence the judgment and use of deception in everyday life. Nota-
bly, the types of conversations participants evaluated were not con-
strained in this study. Participants considered a broad range of lies,
including lies of convenience, self-interest, and prosociality (which
has been the focal context thus far). Perhaps not surprisingly, then,
perceptions of unnecessary harm were not always the strongest pre-
dictors of communicators’ deception, relative to alternative mecha-
nisms (particularly self-interest and societal harm). Nonetheless,

Table 7
Examples of Lies Told in Everyday Life That Are Perceived to Be High in Unnecessary Harm, Study 4a

Participant ratings

Participant response Immediate harm Instrumental value Ethical

I was depressed and told my parents about it because I was doing bad in school and I ended
up telling them I was depressed, hence my bad grades and I regret it because I didn't want
anybody to know I was depressed, even my parents. My mom ended up getting depressed
from it too, thus I regret my actions further. I was taking pills to make myself feel better
but I didn't want to rely on pills and I told my mom I was feeling better, and I genuinely
did feel better. Months later I was feeling depressed again and my mother asked me how I
was doing, because she knows that depressive thoughts can come back and I told her I was
happy, which was a lie because around that time I was feeling depressed again. 5.00 1.00 7.00

My cousin and I were talking last night about our families and how much we missed our
fathers that had passed on. In her eyes, her father was the greatest person she had ever
known. She never know the things that I knew about him and some of the things that I per-
sonally knew he had done, That would break her heart. Some of those things were to me.
There was a part of me that wanted to let her know who he really was. But I thought, Why
should I destroy the image she had of him. It would change nothing. She still believes he
was the perfect father!!. . . . 5.80 2.50 7.00

My sister in law looked horrible in her wedding dress. She was obviously happy with her
choice and when she asked me what I thought of the dress I figured she was just asking
for reassurance and a self-esteem boost. I told her she looked amazing. She felt amazing
and that was all that really mattered. 5.80 1.00 7.00

My sister is an animal lover and cares very much for every species. She rescued some
orphaned possums from a hazardous situation and released them into an area where they
would better survive (an orchard behind our neighborhood where there are other possums,
raccoons, etc.). One of them left the orchard and went into our neighbor's yard where it
was killed by a dog. The neighbor told me about it but we agreed not to tell my sister as
she would have been devastated and felt responsible for having released the possums in
the vicinity. By withholding that information, I wasn't telling a lie per se but by not appris-
ing her of the truth, it felt like one. 6.80 2.50 6.00

Note. Participants in Study 4a recalled instances in which they struggled to tell the truth and ultimately lied or told the truth. Table 7 depicts examples in
which participants lied and believed doing so was ethical. Participants' lies are accompanied by their own ratings of immediate harm, instrumental value,
and the ethicality of lying in the situation described.
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perceptions of unnecessary harm continued to influence communi-
cators’ moral judgment of deception in everyday life, even after
controlling for these alternative mechanisms (Models A3 and B3 in
Table 9). Third-party judgments of immediate harm and instrumen-
tal value also influenced judgments of ethicality in these settings,

though third-party judges generally believed the truth had more
instrumental value, and that deception caused greater societal harm,
than did communicators. These results suggest that unnecessary
harm plays an important role in real-world deception, and that com-
municators may misjudge how valuable their truths could be.

Table 9
OLS Regression on Moral Judgment of Deception in Studies 4a and 4b

Panel A: Study 4A, Communicators

Model number

Independent variables A1 A2 B3 A4

Immediate harm 0.330*** �0.032 0.297*** �0.063
Instrumental value 20.279*** 20.630*** �0.095 20.446**
Immediate Harm 3 Instrumental Value 0.102** 0.102**
Self-interest 0.070 0.076
Societal harm 20.337*** 20.335***
Perceived autonomy violation 0.010 �0.002
Probability of detection �0.084 �0.070
Constant 3.742*** 4.937*** 3.912*** 5.054***

Observations 296 296 296 296
R2 0.133 0.156 0.203 0.226

Panel B: Study 4B, Third parties

Model number

Independent variables B1 B2 B3 B4

Immediate harm 0.346*** 0.258*** 0.334*** 0.234**
Instrumental value 20.447*** 20.509*** 20.281*** �0.351***
Immediate Harm 3 Instrumental Value 0.020 0.023
Self-interest 0.113*** 0.112***
Societal harm 20.231*** 20.232***
Perceived autonomy violation �0.027 �0.028
Probability of detection �0.042 �0.041
Constant 4.637*** 4.890*** 4.481*** 4.771***

Stimuli (Lie from Study 4a) Fixed effect Yes Yes Yes Yes

Participant random effect Yes Yes Yes Yes

Observations 2851

R2 0.384 0.385 0.420 0.421

Note. Significant values bolded.
** p # .01. *** p # .001.

Table 8
Logistic Regression on Choice to Lie (1 = Lie, 0 = Truth), Study 4a

Dependent variable: Endorsement of deception; 1 = lie, 0 = tell the truth

Model number

Independent variables 1 2 3 4

Immediate harm 0.366*** 0.338+ 0.299*** 0.259
Instrumental value 20.490*** 20.514** 20.362*** 20.397+

Immediate Harm 3 Instrumental Value 0.007 0.011
Self-interest 0.255** 0.256**
Societal harm 20.330** 20.329**
Perceived autonomy violation 0.123 0.122
Probability of detection �0.121 �0.119
Constant 0.902* 0.986 0.309 0.421

Observations 296 296 296 296
R2 0.108 0.108 0.159 0.159

Note. Significant values bolded.
þ p # .10. * p # .05. ** p # .01. *** p , .001.
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General Discussion

Despite the centrality of honesty and deception to conceptuali-
zations of morality and immorality, little empirical research has
carefully investigated when and why lying is judged to be ethical.
One inductive study, three choice experiments, 12 vignette experi-
ments, and two correlational studies, unearth community standards
of deception: the conditions under which people systematically
endorse deception. Deception is perceived to be more ethical than
honesty and individuals want to be deceived when honesty is per-
ceived to cause unnecessary harm. This research deepens our
understanding of deception and morality in important ways.

Contributions to Deception Research

First, this work illuminates how people fundamentally think
about deception. Specifically, this work identifies systematic cir-
cumstances in which deception is seen as more ethical than hon-
esty, and it provides an organizing framework for understanding
these circumstances. A large body of research identifies features of
lies that make them seem more or less justifiable and therefore,
that lead people to tell greater or fewer lies (e.g., Effron, 2018;
Rogers et al., 2017; Shalvi et al., 2011). However, little research
addresses whether people, upon introspection, ever actually
believe it is right to tell lies; that is, whether lying is ever a morally
superior strategy to truth-telling. The present research finds that
people believe lying is the right thing to do when it prevents
unnecessary harm. Notably, this finding reveals that lay people
seem to have a relatively pragmatic view of deception and hon-
esty. Rather than believing deception is a categorical vice—for
example, because it damages social trust (Bok, 1978; Kant, 1949)
or undermines autonomy (Bacon, 1872; Harris, 2013; Kant, 1785/
1959)—people seem to conceptualize deception as a tactic that
can and should be used to regulate another vice: harm.
Although this view of deception runs counter to prevailing nor-

mative claims and much of the existing scholarship in psychology
and economics, it is important to note that this idea—that decep-
tion is and should be used pragmatically—is not novel. In fact,
many of the standards of deception identified in the present
research are alluded to in other philosophical, religious, and practi-
cal discussions of deception (see Table 2 for a review). Until now,
however, these ideas have been siloed in disparate literatures, and
behavioral scientists have lacked a parsimonious framework for
understanding why individuals endorse deception in various cir-
cumstances. The present research identifies a common psychology
that explains a number of seemingly unrelated “exceptions” to the

norm of honesty, thereby unifying findings and arguments across
psychology, religion, and philosophy under a common theoretical
framework.

Furthermore, the unnecessary harm framework identifies the
dimensions of harm that communicators, targets, and observers
care about when judging deception. Existing research on deception
has focused almost entirely on the “immediate harm” dimension,
for example, by demonstrating that people frequently lie to be
polite (Brown & Levinson, 1987), to protect others’ feelings
(DePaulo & Bell, 1996), to boost others’ egos (Roberts et al.,
2020), and to prevent conflicts (DePaulo et al., 1996). However, as
the present work demonstrates, most people do not believe that
protecting a person from immediate harm is a sufficient justifica-
tion for lying. Lying when honesty both causes immediate harm
and has instrumental value is seen as paternalistic and is not seen
as ethical (Lupoli et al., 2018). In contrast, lying when honesty
causes immediate harm and does not have instrumental value is
seen as ethical.

Prior scholarship on deception has not considered whether there
are circumstances in which the truth itself is of little value. The
present research clarifies that when the truth is not actionable,
understandable, or important (i.e., the truth lacks instrumental
value), people value truth-telling less, and more readily endorse
lying. Although this insight seems obvious in retrospect and is
consistent with work on the antecedents of information avoidance
(Sweeny et al., 2010), it is not reflected in psychological or philo-
sophical research on deception. Importantly, accounting for the
instrumental value of truth helps to explain the prevalence and
endorsement of both minor and major lies. Lying about significant
events, such as infidelity or death, is perceived to be ethical when
the truth is no longer useful or understandable.

Thus, this research also contributes a growing body of research
on prosocial and paternalistic lies. Existing work on attitudes to-
ward prosocial lies has primarily operationalized prosocial decep-
tion using economic games (e.g., Erat & Gneezy, 2012; Levine &
Schweitzer, 2014, 2015). While this methodology has the strength
of experimental control, it does not shed light on how people judge
lies in everyday life (Levitt & List, 2007). The present research
suggests that the prosocial lies examined in past work, which have
featured lies about trivial information (e.g., a coin flip) that had
clear monetary benefits (e.g., Levine & Schweitzer, 2014), are
seen as ethical precisely because the information had no instru-
mental value, and the lie prevented objective harm. In other words,
the present work clarifies why the lies studied in past work were
rated positively, and explores the boundaries of these effects.

Table 10
Mean Judgments in Studies 4a and 4b

Study 4a: Communicators Study 4b: Third parties

Dependent variables M SD M SD jtj p

Moral judgment of lie 3.81 1.77 3.69 0.99 1.03 .304
Immediate harm 3.32 1.73 3.47 1.02 1.74 .084
Instrumental value 3.70 1.49 4.30 0.88 7.94 ,.001
Self-interest 4.99 1.53 4.80 0.79 2.25 .025
Societal harm 2.54 1.42 3.40 0.85 10.55 ,.001
Autonomy violation 2.30 1.61 3.20 0.83 9.45 ,.001
Probability of detection 3.04 1.76 3.86 1.03 8.51 ,.001
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Contributions to Moral Psychology

The present research also contributes to and extends a number
of recent developments in moral psychology. Specifically, the
finding that moral judgments of deception hinge on beliefs about
harm is consistent with a large body of research in moral psychol-
ogy suggesting that harm is the essence of morality (Gray et al.,
2012). Notably, however, existing research on harm and morality
has not explicitly explored deception, nor has it distinguished
between necessary and unnecessary harm.
In addition, the finding that moral judgments of deception align

with preferences for deception is consistent with an emerging
body of research on preferences for moral contractualism, which
suggests that many moral judgments are driven by the desire to
treat others as they wish to be treated (Everett et al., 2016). Con-
sistent with this idea, I find that observers generally believe it is
ethical to lie in the same circumstances they would want to be
deceived as targets.
This finding bears striking resemblance to Bok’s normative stand-

ard for deciding whether a lie is ethical, the “Test of Publicity.” To
pass this test, a lie must be acceptable to the deceived party.
Although Bok does concede that some lies may pass this test (e.g.,
lies of trivial importance, or lies in extreme circumstances), she
largely assumes that people rarely—if ever—would consent to being
deceived. Thus, in Bok’s view, deception is rarely assumed to be eth-
ical. In contrast, this work suggests that many, systematic lies meet
the “Test of Publicity” and are therefore perceived to be ethical.
More broadly, this research sheds light on the degree to which

different normative theories are useful for understand everyday
moral intuitions. The unnecessary harm framework is neither
deontological nor strictly utilitarian. In my studies, few individuals
held a deontological view of deception, believing that deception is
categorically wrong (Table 1, and the Supplement 5.1 of the online
supplementary materials for additional evidence). Furthermore,
although the proposed framework is notably consequentialist—
individuals weigh the short-term harm against the long-term bene-
fits of truth—it is not broadly utilitarian for two reasons.11 First,
most individuals focus narrowly on the consequences of lying for
the target, rather than the consequences for the liar or society writ
large. Second, lying is still seen as unethical when honesty is not
harmful or instrumental (i.e., in the absence of consequences for
the target). This suggests that the deontology-utilitarian dichotomy
may not be the most useful framework to understand the morality
of everyday social interaction, despite its popularity in empirical
research (Bauman et al., 2014). In contrast, contractualism seems
to align with lay beliefs about deception quite well: People believe
that the use of both honesty and deception should be constrained
by the particular desires of the target of communication.

Limitations and Future Directions

Further Understanding Community Standards of Deception

Of course, this research is not without limitations. Although the
inductive study provides an initial set of community standards,
future research is needed to establish a complete set. For example,
the present theory focuses on deception that is motivated by the

desire to prevent harm. However, there may be additional lies that
are endorsed based on the benefit they create (e.g., lies that create
a surprise). Furthermore, the present research focuses on how peo-
ple think about deception when communicating negative informa-
tion that affects others (e.g., when delivering negative news or
critical feedback). People may think differently about deception
when communicating personal information about themselves (e.g.,
when keeping secrets engaging in self-disclosure). Future research
should explore lay theories of deception as it pertains to personal
secrecy (Slepian et al., 2017).

Future research should also explore how the documented standards
relate to one another. Notably, the community standards of deception
established here are not necessarily independent. Many interesting
cases reflect a violation of several standards. For example, falsely
telling a bride she is beautiful on her wedding day (see e.g., Table 2
and Table 7) may reflect the desire to avoid disrupting a sacred event
(Standard 7), the belief that a person is particularly fragile on their
wedding day (Standard 1), and the belief that a person cannot change
their wedding dress at the last minute (Standard 6). People may more
readily endorse deception in such cases, when several standards are
violated. Future research should test this directly.

Further Understanding the Unnecessary Harm Framework

The Relationship Between Immediate Harm and Instrumental
Value. The key prediction of the unnecessary harm model is that
deception is most likely to be seen as more ethical than honesty
when immediate harm is high and instrumental value is low.
Although there was consistent support for this prediction across stud-
ies, there was not consistent evidence for the nature of this effect.
Across studies, there was sometimes a significant Immediate Harm
3 Instrumental Value Interaction, and sometimes found two main
effects. Furthermore, the nature of the Immediate Harm 3 Instru-
mental Value interaction varied from study to study (when it was sig-
nificant). For example, among observers in Study 1, immediate harm
influenced the endorsement of deception more when instrumental
value was low than when it was high. However, in Study 2 (pooled
analyses, see the Supplement 3.5 of the online supplementary materi-
als) and in Study 4a, immediate harm influenced the endorsement of
deception more when instrumental value was high than when it was
low. However, only Study 1 included all levels of immediate harm
and instrumental value. The remainder of the studies relied on partici-
pants’ perceptions of these dimensions when faced with difficult con-
versations, and therefore judgments were biased toward high levels.
More research is needed to systematically test the Immediate Harm
3 Instrumental Value relationship.

Disentangling Perceptions of Harm From Perceptions of
Intent. Future research should also disentangle perceptions of

11 Notably, in the present research there is little evidence to suggest that
people use utilitarian reasoning to support a deontological stance on
deception. A priori, it would have reasonable to predict that people believe
(or are motivated to believe) that deception carries large costs (e.g., to
society and the autonomy of the target), and that these costs are never
outweighed by the benefit of any single lie, leading to a deontological
stance. Such beliefs would be consistent with recent research on moral
intuitionism (Ditto & Liu, 2011) and could explain why deception is seen
as unethical even in the absence of concrete consequences (Gray et al.,
2014). However, given that people focused on the consequences of lying
for the target when deciding its ethicality, it seems unlikely that such
reasoning plays a central role in explaining specific acts of deception.
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harm from perceptions of intent. A growing body of research on
the importance of mind perception (e.g., Gray et al., 2012) sug-
gests that people’s approval of lies that prevent unnecessary harm
may be driven by their beliefs about the character and intentions
of a communicator who would tell such a lie, rather than the harm
the lie prevents, per se. Consistent with this possibility, a supple-
mentary study (see S3 in the Supplement 6.3 of the online supple-
mentary materials) finds that perceptions of unnecessary harm also
influence targets’ beliefs about a liar’s intentions, and that percep-
tions of the liar’s intentions are significantly correlated with moral
judgments (r = .481, p, .01).
However, experiments that orthogonally manipulate a liar’s

intentions and the degree to which the lie successfully prevents
unnecessary harm are needed to precisely test whether intentions
or harm are driving moral judgment. Imagine a communicator
who employs the logic of unnecessary harm, but nevertheless ends
up telling a lie that harms the target. Will this person be seen as
ethical? In the case of everyday deception, good intentions may
not be sufficient for garnering moral credit. The degree to which
the liar’s intentions align with the target’s beliefs are also likely to
influence judgments of deception (Lupoli et al., 2018). Paternalis-
tic lies that are motivated by good intentions—even the intention
to prevent unnecessary harm—may backfire if the cues a liar uses
to make judgments of harm are seen as biased. For example, a
well-intend person who deceives a woman because he believes
women are fragile, is unlikely to by lauded (at least by women).
The existence of mutually agreed upon principles does not imply

the correct use of principles. People (communicators, targets, and
third parties) believe that deception prevents unnecessary harm when
the target lacks cognitive capacity, is emotionally fragile, or cannot
implement feedback. However, communicators and targets may not
necessarily make identical assessments about the presence or absence
of these circumstances. A communicator, for instance, may be moti-
vated to believe that a target is less competent or more fragile than he
or she really is, as in the example above. This may be particularly
problematic for populations that, due to interpersonal biases, are per-
ceived as especially fragile or incompetent (e.g., Jampol & Zayas,
2020). Results from Studies 4a and 4b corroborate this possibility:
Communicators underestimated the instrumental value of truth, rela-
tive to third-party judges, suggesting that communicators may have
been motivated to see the truth as less valuable.

Additional Predictions of the Unnecessary Harm
Framework. The present research also points to a number of
interesting—and testable—predictions for future research on honesty
and deception. Specifically, the two dimensions of unnecessary harm
(immediate harm and instrumental value) differ in important ways,
which might lead communicators and targets to prioritize them at dif-
ferent points in time. Immediate harm is characterized by an immedi-
ate emotional response to a specific situation (e.g., how will this
person feel as a result of hearing this information right now?),
whereas instrumental benefit is characterized by a cognitive consider-
ation of more long-term and abstract consequences (e.g., how and
what will a person learn from this information?). Emotional
responses loom large when individuals react to situations in the
moment whereas cognitive calculations loom large when a person is
deliberating about their future actions (e.g., Loewenstein & Small,
2007; Monin et al., 2007). As a result, individuals may overweight
the immediate harm of honesty in the heat of conversation (e.g., Lev-
ine & Cohen, 2018), but when thinking about a potential

conversation from a distance, individuals may be more attuned to the
potential long-term benefits of honesty. Thus, communicators may
intend to be honest (and targets may expect to appreciate honesty)
when they consider having an unpleasant conversation, but when the
moment to inflict (or experience) pain actually comes, they may pre-
fer deception. Future research should build on the proposed two-
dimensional model to more deeply understand how people make
trade-offs when communicating, and the consequences thereof.

Conclusion

Deception is typically characterized as unethical, and existing
research assumes that individuals would rarely consent to being
deceived. In contrast to these views, the present research demon-
strates that individuals frequently consent to and morally justify
deception, and they do so in systematic ways. Deception is seen as
ethical when it prevents unnecessary harm.
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Appendix

Mechanism Questions in Community Standard Experiments (Study 2)

Immediate harm
• To what extent would telling the truth in this scenario

cause unnecessary harm? (Survey Groups 1–2)
• To what extent would honesty cause pain to the [individ-

ual]? (Survey Groups 1–3)
• To what extent would telling a lie protect the [individual]'s

feelings? (Survey Groups 1–3)
• To what extent would honesty cause harm to the [individ-

ual]? (Survey Group 3 only)
• To what extent would lying benefit the [individual]?

(Survey Group 3 only)
Instrumental value
• To what extent would telling the truth in this scenario

have the potential to influence the [individual]’s behavior?
(Survey Groups 1–3)

• To what extent would telling the truth in this scenario be
valuable to the [individual]’s improvement* overall well-
being? (Survey Groups 1–3)

• To what extent is the honest information necessary for the
[individual] to know? (Survey Group 3 only)

• To what extent is the honest information useful for the
[individual]’s growth or enlightenment? (Survey Group 3
only)

Note. *The word improvement was removed from the
Death bed vignette and from Survey Group 3 to eliminate
confusion.
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